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I.
Introduction

The Spoken Language Learning System (SLLS) is designed to enhance the language learning experience through the integration of the Spoken Language System (SLS) and a brand new web interface.  

Although learning to read and write a new language is useful, often times it is the ability to speak the language that is of most practical use, especially when visiting a foreign country for the first time.  However, speaking is also the most difficult aspect of picking up a new language, especially given the subtle variations in tone, pitch and accent that accompany fluency in a language.  Often, even after extended study, people are fearful of conversing in a foreign language because they have limited opportunity to converse in a practical setting without fear of embarrassment.  Furthermore, it is extremely difficult to evaluate one’s own pronunciation because it sounds correct in one’s head.  It is only upon hearing the recording of the speech can one spot the mispronunciations. 

The SLLS offers the ability to objectively diagnose a person’s speech and highlight discrepancies between that speech and the correct pronunciation in the privacy of their own home.  Users will be able to track their progress and witness their improvements as they practice their speaking, correcting their tone, pitch and accent.  

II. Project Goals

The goal of this project is to demonstrate the use of the SLS technology through the development of a language learning application.  The development of the system not only offers a practical application that will assist in language learning and translation across the globe, but will also force refinements to be made to the existing SLS technology.

The objectives for SLLS are to:

· Provide a user friendly and intuitive interface

· Enable spoken language learning

· Enhance SLS technology

· Provide feedback on users’ progress

· Maintain a history of users’ work

· Be fully extensible to incorporate other languages and technology in the future

III.
Technology

There are a number of technologies that will be integrated and investigated for various components of SLLS, most of which are already in use by SLS.  These technologies are Phrasebook, Phrase Vocoder, and Mercury, and are described below.    

A. PhraseBook

PhraseBook is a speech translation system that recognizes, interprets, translates and then presents speech through interaction with a user.  It is built upon the SLS backend with modifications to deal with the translation.  Interaction with PhraseBook can be through both speech and text at both ends of the system, hence users will not only be able to have the ease of use associated with speech, but also visual confirmation of what they say.  The current languages supported include English, Chinese (Mandarin), Spanish and Japanese.  Figure 1 shows the flow of information and the role of PhraseBook.  

To better illustrate the operation of PhraseBook, we outline a sample interaction with the PhraseBook system below.

Jordan phones into PhraseBook.  He chooses to speak in English and wants his speech to be translated into Chinese.  He says “What is your name?” into the handset.  PhraseBook then  repeats “What is your name” in English, followed by “你叫甚麼名字啊？” (The Chinese translation).  To ensure that he can say the Chinese, he then says “你叫甚麼名字啊？into the phone.  Although laced with an American accent, PhraseBook is still able to recognize that he said “What is your name?” and replies with “What is your name?” in English. 
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 Figure 1:  Functionality of PhraseBook

PhraseBook has also recently implemented a scoring mechanism that is based on the accuracy of the user’s reproduced speech, giving users a way to gauge how well their reproduction of the speech is.  

B. Phrase Vocoder

The Phrase Vocoder is used to separate the voice of a user and the pronunciation of the words spoken and then will recombine the user’s voice with the correct pronunciation as held in the system.  This allows PhraseBook to reproduce the correct pronunciations in the user’s own voice, which makes it easier for users to detect their mistakes.  Figure 2 outlines the process of the Phrase Vocoder’s operation.  The Phrase Vocoder has only been prototyped and is the result of a student’s Masters of Engineering project.     


[image: image2]
Figure 2: Phrase Vocoder Operation

C.

Mercury


Mercury is a conversational interface that enables browsing of flight schedule and pricing information via the telephone.  It is currently being tested among the MIT community and is set to be released sometime in 2002.  The new version of Mercury integrates a telephony system with a web interface, allowing both high quality communication with a visual representation, and the system employs a smart sensing technology that unifies interactions through both interfaces.  A sample dialogue between a user and Mercury is shown in Figure 3.  

[image: image3.png]Mercury: Welcome to Mercury, the MIT air
travel planning system. I can help plan
your air travel itinerary. Please tell me your
user name. If you do not have a user
name, please say new user.

UsSEl

EW USER

Mercury: Welcome. You have successfully.
logged onto Mercury as a new user. How
may I help you?

USER: I WOULD LIKE TO FLY FROM
BOSTON TO LONDON

Mercury: Flights from Boston to London.
What date will you be travelling?

UsSEl

- NEXT FRIDAY IN THE EVENING

Mercury: Okay. flights from Boston to
London departing between 5:00 pm and
midnight o n June 25. Can you provide a
departure or arrival time? The earliest
nonstop flight from Boston to L ondon
departing between 5:00 pm and midnight





Figure 3:  Mercury System in Action

IV.
Usage Scenario


To better highlight the usage of the system, we will describe a typical usage scenario of Catherine, a student in a Chinese language class.  Although excelling in both reading and writing, Catherine has problems with participating in conversations due to her shy personality.  Each day along with her reading and writing assignments, Catherine’s Chinese teacher assigns a role play for the class to practice on the SLLS.


Catherine logs onto the SLLS and because she has already registered and indicated that she was in Chinese III, she is directed to select a lesson in that class to begin.  The lessons were entered earlier by her teacher to make it easier for the students.  She can also choose to just use the system without any lesson.  Her friend Peter stumped her today when he asked her how to say “I am very starving, let’s go eat” in Chinese and so she enters that English phrase in the translation text box and asks SLLS to translate it for her.  She is then taken to her page of results, where she is shown the Chinese textual translation, and has a button for her to play the synthesized Chinese.  She listens to the synthesized voice and wanting to make sure that she knows how to say it, enters practice mode.  The synthesized voice is played again, and when she is ready, Catherine clicks on record and speaks into the microphone.  Her score for that trial was 75 out of 100, not bad, but she feels she can do better.  She sees from the display that she had errors in the fourth, seventh and eighth word.  She clicks on these words to hear the correct pronunciation and clicks on “Listen” to hear the whole phrase again.  She clicks record again and this time she has a score of 95.  Happy with her new score, she proceeds to work on her lesson.

        As you can see through this scenario, users of SLLS have a much better learning experience than a student trying to learn to speak a language themselves.  Not only is the system approachable and easy to use, it is also targeted to the specific user and their phrases, allowing users to pinpoint exactly where their mistakes are.  SLLS is like having your very own language tutor accessible from anywhere anytime.      

V.
Technical Overview


There are two main components to the Spoken Language Learning System, the backend architecture that will integrate the SLS technologies and the front end web interface that encompasses the user experience.  Although intricately linked, these two components will be modularized in order to ensure extensibility.  Future changes to the backend will not affect the front end and vice versa.  Design and development of the two components will proceed in tandem, allowing earlier working prototypes and ensuring that a working product is achieved early on.  The objectives of the system from a technical standpoint are:

· Allow recognition and speech through phone and computer

· Allow translation through on-screen text and speech

· Score speech and translations

· Refine Mandarin module

· Create a user friendly web interface

· Highlight incorrectly pronounced words on screen

· Persist user sessions and log user interactions

· Provide administrator functionality 

· Test and debug Phrase Vocoder

Below we outline possible ways to achieve these objectives.

A.

System Backend


The backend of SLLS will integrate PhraseBook and the Phrase Vocoder to provide the recognition, translation and speech engine and to have the synthesized speech produced in the user’s voice.  The scoring system will also be used to provide feedback to the user.  This module will also need to accept textual and spoken input and output text and speech.     


The next step is then to create a user management and storage system to authenticate users and persist their information, ensuring that users logging on from anywhere will have access to their profiles.  Along with this would be the administration functions such as monitoring usage, adding lessons, etc.

B.

User Interface


The user interface is key to the success of the system as it will determine whether the system will be adopted.  Mercury’s web interface will be adapted to fit the needs of students learning languages and will be expanded to allow purely computer interaction as well as the current computer-phone tandem.  

Usability tests will also be run throughout the development process to gauge the response to the interface and to elicit feedback from the actual users of the system.   

VI.
Timeline 

Currently the project is scheduled to begin during the Summer 2002 and continue till the end of May 2003.  However, there will be significant interaction between SLS and I throughout the Spring Term of 2002 as I familiarize myself with the technologies mentioned above. 
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 Figure 4:  Project Timeline

As shown in Figure 4, Summer 2002 and most of Fall 2002 will be spent developing and designing the system, with testing set to begin the end of the Fall term.  Over IAP 2003, bugs and modifications will be handled and thesis writing will commence in Spring 2003.    
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