### 6.863J Natural Language Processing Lecture 2: Automata, Two-level phonology, \& PC-Kimmo (the Hamlet lecture)

Instructor: Robert C. Berwick berwick@ai.mit.edu

## The Menu Bar


web page: www.ai.mit.edu/courses/6.863/ now with Lecture 1, Lab components I (background), II (Lab 1a) - due date is February 17 (holiday the $16^{\text {th }}$ )

- What and How: word processing, or computational morphology
- What's in a word: morphology
- Modeling morphophonology by finite-state devices
- Finite-state automata vs. finite state transducers
- Some examples from English
- PC-Kimmo \& Laboratory 1a :how-to


## Levels of language

- Phonetics/phonology/morphology: what words (or subwords) are we dealing with?
- Syntax: What phrases are we dealing with? Which words modify one another?
- Semantics: What's the literal meaning?
- Pragmatics: What should you conclude from the fact that I said something? How should you react?


## Start with words: they illustrate all the problems (and solutions) in NLP

- Parsing words

Cats $\rightarrow$ CAT +N (oun) $+\mathrm{PL}($ ural $)$

- Used in:
- Traditional NLP applications
- Finding word boundaries (e.g., Latin, Chinese)
- Text to speech (boathouse)
- Document retrieval (example next slide)
- In particular, the problems of parsing, ambiguity, and computational efficiency (as well as the problems of how people do it)




What is the Knowledge?

- Morpheme classes
- Like beads on a string
- Computational model:
- Finite-state automata


## Two parallel finite-state machines

- Machine 1: order of morphemes
- Machine 2: spelling changes




## Application to morphology

- Purely concatenative morphemes like a rooted tree (but what about prefixes?)



## FSA states

- Equivalence classes under the notion of 'substitution': elements that 'behave alike'
- Consider: ___er What goes in the space?
- Cool, big, happy (Adjectives that can be comparative)
- If we need to make more refinements, we need a new class




## Extension to politics: an alien language

- Bush could win the election
- Bush will win the election
- Bush did win the election
- Bush could have won the election
- Bush will have won the election



## Finite transition networks (FTNs)

- 1-1 picture of fsa-ftn
- Easy to see, easy to prove certain properties: closure under concatenation, intersection
- Conversion of nondeterministic to deterministic fsa - always possible
- Finite \# of 'memory states'
- Can distinguish only a finite \# of classes (bins) i.e., the states
- This sets limits on the patterns fsa's can recognize
- FSA's cannot even describe all possible human words...


## Then can be indescribable words (for an fst)

Can we even do all natural languages?

- Example: Bambarra (African language in Mali)
- Words in form Noun+o+Noun, as in wuluowulo ='whichever dog'
- Also have repeated endings (like anti-anti...) wulu+nyini+la ='dog searcher'
wulunyinina + nyini+la ='one who searches for dog searchers'
- Fatal bite: combine with word o word formation: wulunyininanyinila o wulunyininanyinila (arbitrarily long!)


## Why is this not describable by an

 fsa?- Intuition: $w^{n} 0 w^{n}$ language
- Need arbitrary \# of bins to keep track of $w^{n}$ string to match it up with $w^{n}$ after the 'o'
- Must be able to count to arbitrary $n$ to keep track of \# of copies...
. But, only a finite \# of bins...so....




Finite-state transducers: a pairing between lexical/surface strings


The difference between (familiar) fsa's and fst's: functions from...




## Properties of fst's - compare to fsa's

- Closed under concatenation - get another fst if wired together
- NOT closed under intersection
- NOT always able to make deterministic




## Defining an fst for a spelling-change

 rule- Suggests all we need to do is build an FST for a spelling-change rule that 'matches' lexical and surface strings
- Example: fox+s, foxes; buzz+s, buzzes
- Rule: e before non initial $\mathrm{x}, \mathrm{s}, \mathrm{Z}$
- Instantiation as an FST:

| $\mathbf{F}$ | O | $\mathbf{X}$ | $\boldsymbol{+}$ | $\mathbf{0}$ | $\mathbf{S}$ | \# lexical |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| f | $\circ$ | x | 0 | e | s | \# surface |

## Implication

- 0:e can occur only in this context
- Must write this as a constraint
- Write an FTN that accepts only strings of this form, e.g., dafjakjdx0:es\#



## Turning this into an fst

- Write down the left, center, and right context
- In this case:
x:x +:0 0:e s:s \#:\#

Csib:Csib

- Pad out with nulls (0's)
- Write an fsa (ftn) that accepts exactly this string




- Except...
- There's more than one rule...
- Spy+s $\rightarrow$ spies
- Quiz+s $\rightarrow$ quizzes
- Make+ing $\rightarrow$ making




So, we're done, right?

- So, not so fast...!!!!
- Sometimes, more than 1 spelling change rule applies. Example: spy+s, spies: y
- $y$ goes to $i$ before an inserted $e$ (compare, "spying"
- $e$ inserted at affix +s
- Here's the picture:



## Another Example from English ("gemination")

underlying quiz $+s$

intermediate quiz + es


Rule B: z doubles before Suffix beginning with vowel



## Machine Rule 2 ("p goes to m")

- Rule 2: $\mathrm{p} \rightarrow \mathrm{m} \mid \mathrm{m}$ $\qquad$





