6.867 Machine learning and neural networks

Problem set 1 — Solutions

September 25th, 2001

What and how to turn in?

Turn in short written answers to the questions explicitly stated, and when requested to
explain or prove. Do not turn in answers when requested to “think”, “consider”, “try” or
“experiment” (except when specifically instructed). You may turn in answers to questions
marked “optional”’— they will be read and corrected, but a grade will not be recorded for
them.

Turn in all MATLAB code explicitly requested, or that you used to calculate requested
values. It should be clear exactly what command was used to get the answer to each
question.

To help the graders (including yourself...), please be neat, answer the questions briefly, and
in the order they are stated. Staple each “Problem” separately, and be sure to write
your name on the top of every page.

Problem 1: regression

Reference: Lecture two; Chapter five.

Here we will be using a regression method to predict housing prices in suburbs of Boston.
You'll find the data in the file “housing.data”. Information about the data, including
the column interpretation can be found in the file “housing.names”. These files, like
many other data files in the course, are taken from the UCI Machine Learning Reposi-
tory http://www.ics.uci.edu/ mlearn/MLSummary.html. They are provided also on the
course web page, and in the course Athena locker, /mit/6.867.

We will predict the median house value (the 14th, and last, column of the data) based on
the other columns.

1. First, we will use a linear regression model to predict the house values, using squared-
o oL . A 13 .
error as the criterion to minimize. In other words y = f(x; W) = wo + Y2, W;x;,



where w = argming, Y ., (yt — f(x¢; W))?; here y; are the house values, z; are input
vectors, and n is the number of training examples.

Write the following MATLAB functions (these should be simple functions to code in
MATLAB):

e A function that takes as input weights w and a set of input vectors {x;};—;
and returns the predicted output values {y}i—1 »

..... n

e A function that takes as input training input vectors and output values, and
return the optimal weight vector w.

e A function that takes as input a training set of input vectors and output values,
and a test set input vectors, and output values, and returns the mean training
error (i.e. average squared-error over all training samples) and mean test error.

. To test our linear regression model, we will use part of the data set as a training
set, and the rest as a test set. For each training set size, use the first lines of the
data file as a training set, and the remaining lines as a test set. Write a MATLAB
function that takes as input the complete data set, and the desired training set size,
and returns the mean training and test errors.

Turn in the mean squared training and test errors for each of the following training
set sizes: 10, 50, 100, 200, 300, 400.

Answer: First to read the data (ignoring column four):

>> data = load(’housing.data’);
>> x = data(:,[1:3 5:13]);
>> y = data(:,14);

To get the training and test errors for training set of size s, we invoke the
following MATLAB command:

>> [trainE,testE] = testlinear(x,y,s)

training size training error test error

10 6.27 x 10726 1.05 x 10°

50 3.437 24253
Here are the errors | got: 100 4.150 1328

200 9.538 316.1

300 9.661 381.6

400 22.52 41.23

Note that for a training size of ten, the training error should have been zero. The very
low, but still non-zero, error is a result of limited precision of the calculations, and is not a
problem. Furthermore, with only ten training examples, the optimal regression weights are
not uniquely defined. There is a four dimensional linear subspace of weight vectors that
all yield zero training error. The test error above (for a training size of ten) represents an
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arbitrary choice of weights from this subspace (implicitly made by the pinv() function).
Using different, equally optimal, weights would yield different test errors.

Scoring: 15 points were awarded for questions 1+2. As indicated in the clarificatoin
emails, it was OK to either use, or not use, column four.

. What condition must hold for the training input vectors so that the training error
will be zero for any set of output values?

Answer: The training error will be zero if the input vectors are linearly inde-
pendent. More precisely, since we are allowing an affine term wy, it is enough
that the input vectors with an additional term always equal to one, are linearly
independent. Let X be the matrix of input vectors, with additional 'one’ terms,
y any output vector, and w a possible weight vector. If the inputs are linearly
independent, Xw = y always has a solution, and the weights w lead to zero
training error.

Note that if X is a square matrix with linearly independent rows, than it is invertible,
and Xw = y has a unique solution. But even if X is not square matrix, but its rows are
still linearly independent (this can only happen if there are less rows then columns, i.e.
less features then training examples), then there are solutions to Xw = y, which do not
determine w uniquely, but still yield zero training error (as in the case of a sample size of
ten above).

Scoring: 5 points

. Do the training and test errors tend to increase or decrease as the training set size
increases? Why? Try some other training set sizes to see that this is only a tendency,
and sometimes the change is in the different direction.

Answer: The training error tends to increase. As more examples have to be
fitted, it becomes harder to 'hit’, or even come close, to all of them.

The test error tends to decrease. As we take into account more examples
when training, we have more information, and can come up with a model that
better resembles the true behavior. More training examples lead to better
generalization.

Scoring: 6 points. It was not enough to describe the behavior— it was necessary to
explain the reason for this behavior.

. We will now move on to polynomial regression. We will predict the house values
using a function of the form:

13 m
f(X; W) = wqy + Z Z deiL‘;-i

i=1 d=1



Where again, the weights w are chosen so as to minimize the mean squared error of
the training set. Think about why we also include all lower order polynomial terms
up to the highest order rather than just the highest ones [do not turn in an answer].

Note that we only use features which are powers of a single input feature. We do so
mostly in order to simplify the problem. In most cases, it is more beneficial to use
features which are products of different input features, and perhaps also their powers.
Think of why such features are usually more powerful [you do not have to turn in an
answer|.

Write a version of your MATLAB function from section 2 that takes as input also a
maximal degree m and returns the training and test error under such a polynomial
regression model.

NOTE: When the degree is high, some of the features will have extremely high values,
while others will have very low values. This causes severe numeric precision problems
with matrix inversion, and yields wrong answers. To overcome this problem, you will
have to appropriately scale each feature x¢ included in the regression model, to bring
all features to roughly the same magnitude. Be sure to use the same scaling for the
training and test sets. For example, divide each feature by the maximum absolute
value of the feature, among all training and test examples. (MATLAB matrix and
vector operations can be very useful for doing such scaling operations easily)

Answer: We will use the following functions, on top of those from question
two:

function xx = degexpand(x,deg)

function [trainE, testE] = testPoly(x,y,numtrain,deg)

. Prove that such scaling of features does not change the regression predictions. That is,
given training feature vectors and output values {xX, ¢ }+—1__, and a test input vector
Xiest, ald scaling factors {a; };—1. 13, we would like to prove that the prediction of the
test output value would be the same if we trained a linear regression on {X, ¥ }t=1.._n,
where Z;; = a;x4;, and predicted on Xiest, Where Tiest; = QiTtesti- (It is enough to
prove this for the linear model (maximum degree one), and this is what we require
you to prove. The result extends to scaling each “extended” feature z¢ (which is what
we actually do), since this is just linear regression using these “extended” features).

We provide two alternate proofs:

Answer: Let us consider the original feature x; and the corresponding scaled
version z; x ;. We can represent the relationship between the new and old ma-
trices of inputs using a transformation matrix with only the scaling coefficients
in its diagonal (A):

X = XA



Plugging this into the optimal weight equation (where X, y refer to the training
set):

A

w = (XTX)"'XTy
(XA)XA)"(XA)y

= (ATXTXA) 'ATX Ty

— AY(XTX) AT IATX Ty
— A Y(XTX) Xy
=A'w

And so, the predicted output is:

predicted S’test = Xtestv’v
— XteStAA_lw
= XiestW

= predicted Viest

Answer: Note that since X is a linear function of x, the set of linear function
of x is exactly equal to the set of linear function of X. The predictor, in both
cases, is the function from this set that minimizes the training error. And so,
both predictors will the same.

Scoring: 5 points



7. For a training set size of 400, turn in the mean squared training and test errors for
maximal degrees of zero through ten.

Answer: To get the training and test errors for maximum degree d, we invoke
the following MATLAB command:
>> [trainE,testE] = testPoly(x,y,400,d)

degree training error test error

0 83.8070 102.2266
1 22.5196 41.2285
2 14.8128 32.8332
3 12.9628 31.7880

Here are the errors | got: 4 10.8084 5262
5 9.4376 5067
6 7.2293 4.8562 x 107
7 6.7436 1.5110 x 10°
8 5.9908 3.0157 x 10°
9 5.4299 7.8748 x 1010
10 4.3867 5.2349 x 103

These results were obtained using pinv (). Using different operations, although theoret-
ically equivalent, might produce different results for higher degrees. In any case, using
any of the suggested methods above, the errors should match the above table at least up
to degree five. Beyond that, using inv() starts producing unreasonable results due to
extremely small values in the matrix, which make it almost singular (non-invertible). If
you used inv () and got such values, you should point this out.

Degree zero refers to having a constant predictor, i.e. predict the same input value for all
output values. The constant value that minimizes the training error (and is thus used) is
the mean training output.

Scoring: 10 points were awarded for questions 5 and 7 together. Point deductions
might be noted on either place— check the "MATLAB’ score on the first page.

8. Explain the qualitative behavior of the test error as a function of the polynomial
degree. Which degree seems to be the best choice?

Answer: Allowing more complex models, with more features, we can use as
predictors functions that better correspond to the true behavior of the data.
And so, the approximation error (the difference between the optimal model
from our limited class, and the true behavior of the data) decreases as we
increase the degree. As long as there is enough training data to support such
complex models, the generalization error is not too bad, and the test error
decreases. However, past some point we start over-fitting the training data
and the increase in the generalization error becomes much more significant than



10.

the continued decrease in the approximation error (which we cannot directly
observe), causing the test error to rise.
Looking at the test error, the best maximum degree seems to be three.

Scoring: 6 points, one of which for the choice of degree

Prove (in two sentences) that the training error is monotonically decreasing with the
maximal degree m. That is, that the training error using a higher degree and the
same training set, is necessarily less then or equal to the training error using a lower
degree.

Answer: Predictors of lower maximum degree are included in the set of predic-
tors of higher maximum degree (they correspond to predictors in which weights
of higher degree features are set to zero). Since we choose the predictor from
within the set the minimizes the training error, allowing more predictors, can
only decrease the training error.

Scoring: 5 points. Discussing why this behavior makes sense, or why the error tends
to decrease is not enough.

We claim that if there is at least one feature (component of the input vector x) with
no repeated values in the training set, then the training error will approach zero as
the polynomial degree increases. Why is this true?

Answer: We show for all m > n — 1 (where n is the number of training
examples), the training error is 0, but constructing weights which predict the
training examples exactly. Let j be a component of the input with no repeat
values. We let w; 4 =0 for all i # j, and all d = 1,...,m. Then we have

m
f(x) =wo + Z Z w; X = wo + Z wj,dxz-l
i d d=1

Given n training points (1, 1), - . ., (T, Yn) We are required to find wo, w1, ..., wjm
st wo+ Yo, wjd(xi)‘j =wy;,Vi =1,...,n. That is, we want to interpolate
n points with a degree m > n — 1 polynomial, which can be done exactly as

long as the points x; are distinct.

Scoring: 3 points



Problem 2: estimation

Reference: Lecture 1-2; Recitations; Chapter four.

In this problem, we will derive maximum likelihood, and MAP, estimators for parameters
of Gaussian distributions.

Recall that a univariate Gaussian (or normal) random variable, with mean p and variance
o2, is given by the following probability density function:

Maximum Likelihood Estimation

The likelihood L(data;@) is the probability (or probability density, for continuous
distributions) of the data given the model parameters 6 (here the model is a Gaussian).
Note that we could have written P(datal|@) for the likelihood. The likelihood notation
is used to emphasize that L(data; ) is viewed as a function of the parameters § when
we have already observed the data.

1. Write down the likelihood L(z1,...,x,; u,0) of a sample drawn independently from
a normal distribution with (unknown) mean and variance.

Answer:

L(zy,xo,...xp5p,0) = H L(z;p,0)

. 1 " _Zyzl(lzi—“)
B V2mo? ‘ v

Scoring: 2 points

The maximum likelihood estimator ji(x1,...,x,), is the value of p that maximizes
the likelihood L:

a(zy, ... z,) = argmgxmng(:z:l, ey T U, O)

Instead of searching for the maximum of L, we will search for the maximum of log L.
This is fine since the logarithm is a monotonically increasing function. To find the
maximum, we would like to solve the equation:

8logL(x1,...,xn;,u,U)
o

=0



2. Calculate alogL(””g""m";“ %) and solve the above equation, in order to find the maximum
likelihood estimator fi. Show that the solution does not depend on o.

Answer:

Olog L(xq,..., T pt,0) 1 1 n
o = gp 2= = 50 n

(3 3

and equating (2) to zero we get, after multiplying by o2:
.1

Scoring: 4 points

To be entirely rigorous, one should also make sure this is a maximum and not a minimum,
e.g. by looking at the second derivative, and that the likelihood is bounded.

In general, we might have needed to find the values of o which maximize L together
with p. This is luckily unnecessary, since as you showed, argmax, L(x, o) is inde-
pendent of o.

Note that fi is a function of the sampled values, and thus i can itself be viewed as
a random variable. An estimator such as ji is said to be unbiased if the expected
value of this random variable is equal to the “true” value being estimated, that is
if Ex, . x,oN(uo) (X1, ..., X;)] = p for all g, 0. The expectation here is over the
possible choices of the random samples assuming they came from a Gaussian with
mean 4 and variance o2

3. Calculate Ex, . x,~N(uo) (X1, ..., X5)]. Is i unbiased? Hint: the expectation of a
sum is equal to the sum of the expectations.

Answer:

EXl,...XnNN(/J,U) [ﬂ(Xla Xn)] =E

]
ZXZ-] = Y BIX]
A

1
= _E
n

7

thus, fi is an unbiased estimator of p.
Scoring: 4 points



We now proceed to calculate the maximum likelihood estimator for o:

o(x1,...,x,) = argmgxml?xL(xl, ey Ty 4, 0)

We do so in a similar way, by taking the derivative of max,log L(z1,...,xn; 1, 0),
with respect to 0. Note that in taking this derivative, we assume that pu is set to its
maximum likelihood value. However, we already know the value of 4 that maximizes
L(p,0) and so can just plug it in.

2

4. Does it matter if we take the derivative with respect to the variance o=, or its square

root o?

Answer: No, it does not matter. o2 is a monotonic function of o, with

strictly positive derivative, for ¢ > 0 (which is the relevant range). Although
the derivatives with respect to o and to o2 will be different, they will zero in
the same places.

Scoring: 1 point
5. Calculate 6(z1,...,x,).

Answer: Taking the derivative of the likelihood with respect to o (we could
have also taken the derivative with respect to o):

dlogL  n 1 1 (< 2\ 0
el 7%2“_5(;(‘”’_“))%”
n (02)_2 - 2
"t (;@‘“)

Setting this to 0, we get:

1 - 2 n
gg(%—#) =52

And since we must consider also the maximum with respect to p, we can plug
in i which we previously calculated, and get:

R _
‘72:52(%—/1)2
=1

Scoring: 4 points

6. We would now like to show that 62 is not an unbiased estimator of ¢2. Calculate

Ex, . XN [02(X1,...,X,)] to do so. Hint: note that X,..., X, are indepen-
dent, and use the fact that the expectation of a product of independent random
variables is the product of the expectations.
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Answer: Because the variance of any random variable R is given by var(R) =
E[R?] — (E[R])?, the expected value of the square of a Gaussian random
variable X; with mean p and variance % is E[X?] = var(X;) + (E[X;])? =

o? + Iu2
5 1< STX
Ex oo [0° (X1, Xo)] = B[~ (X = =27
=1
1 & S X
i (O = AT
1 27,1:1 XJ En_l XJ
S Bl(X, — =4 X, j
1 — n n o n
SRR M-I W IEAT
=t 7=1 j=1 k=1
1 . 2 i n 1 n n n
= =1 =1 i=1 j=1 k=1

Consider the two summations > ", > % | E[X;X;] and > i > 0 E[X;X].
Of the n? terms in each of these summations, n of them satisfy i = j or j = k,
so these terms are of the form F[X?]. By linearity of expectation, these terms
contribute nE[X?] to the sum. The remaining n? — n terms are of the form
E[X;X;] or E[X;X}] for i # j or j # k. Because the X, are independent
samples, it follows from linearity of expectation that these terms contribute
(n? — n)E[X;]E[X;] to the summation.

S Y EXX;] =) EIX;X]

=1 j=1 =1 k=1
= nE[X?]+ (n® — n) E[X][X]]
=n(0® 4+ p?) + (n* — n)pp = no® +np® +n?u® —np

— no? + n?u?

2

11



EXl,...,XnN./\/'(u,a) [&Q(Xh cee 7Xn)]
=2 i(02 ) — 2 (no® + n2d) + = y (no® +n*u?)
o n? n® 5
1 2 1
= —(no® + nu?) — 27 21 + — (n*0® +n’p?)
n n n
) 2 2

o o
=0 +u2—2;—2u2+;+u2

2
o n—1
—_,2_ 7 _ o2
n n
Since the expected value of 6%(X;,...,X,,) is not equal to the actual

variance o2, 42 is not an unbiased estimator. In fact, the maximum likelihood
estimator tends to underestimate the variance. This is not surprising: consider
the case of only a single sample: we will never detect any variance. If there are
multiple samples, we will detect variance, but since our estimate for the mean
will tend to be shifted from the true mean in the direction of our samples, we
will tend to underestimate the variance.

Scoring: 4 points

7. Suggest an unbiased estimator ¢%(zy,...,x,) for o2, based on the the maximum
likelihood estimator above, and show that &2 is in fact unbiased. Hint: scale the
maximum likelihood estimator so that it will be unbiased.

Answer: Consider the estimator:

1
~2 . A
a—n_lg(a:Z i)

To verify that it is unbiased, we use the expectation of 62 that we derived
above:

-1
B[] =B | 6| =—— 152 =2
n—1 n—1 n

The unbiased estimator 52 is frequently used instead of the maximum likelihood
estimator. In fact, the default behavior of the MATLAB function VAR(X) is to
return the unbiased estimator. The maximum likelihood estimator, which is
also the variance of the sample, can be calculated using VAR(X,1).

Scoring: 3 points
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8. Consider a sample x1,...,x, drawn from a Gaussian distribution N (i, 0?), where
the true mean p is known, but the variance is not. What is the maximum likelihood
estimator for the variance in this case 7 Is it unbiased 7

Answer: We can use the calculations in section five, but instead of taking
the maximum over p, we just use the known, constant p. We get:

o Lg
5% = 52(%—#)2
=1

In calculating the expected value of the estimator, note that we get exactly the
definition of a variance of a random variable:

. 1 ¢
EXl,XQ...XnNN(M,O') [UQ(Xla D CHA Xn)} = E Z EX'LNN(/Lﬁ') [(Xz - M)Q}
=1

And the estimator is unbiased.

Scoring: 4 points

We now return to the case in which neither the mean nor the variance are known.

9. An estimator being unbiased does not necessarily make it good. For example, consider
the following estimator for the mean of a Gaussian random variable: fi(zy,...,z,) =
x1. Show that this is an unbiased estimator of p.

Answer: EXl,.‘.,XnN./\/’(u,U) [ﬂ(Xl, . ,Xn)] = E[Xl] =W

Scoring: 2 points

One reason that ji is not a very good estimator, is that no matter how many samples
we have, it will not improve. It will never converge to the true value of .

~

An estimator 0 is (mean squared) consistent if it converges to 6 in the following

~

sense: Ex, . x,~A(u0) [(Q(Xl, oo, X)) —0)?| = 0asn — oco. In other words, the

more data points we get, the less likely it is that the estimate é(Xl, ..., X,) deviates
much from 6.

13



10.

11.

(optional) Show that i (the maximum likelihood estimate of the mean) is a consistent
estimator of .

Answer:

E[(i—p)?’] =E

sl)

()] |

noticing that this is the definition of the variance:

Scoring: Optional question— no score recorded

Do you think 62 is a consistent estimator of 02?7 What about 62? (no proof required)

Answer: They are both consistent estimators. It is easy to see that as n
becomes large, the two estimators converge to each other (for this reason, for
large n, the maximum likelihood estimator is almost unbiased). A calculation
similar to the above calculation for i, though somewhat more involved, shows
that they are both consistent.

Scoring: No score recorded
Maximum A-Posteriori (M AP) Estimation

So far we discussed maximum likelihood estimation. Sometimes we have information
or beliefs about likely values of the parameters before actually having seen the data.
It turns out that we can incorporate such information relatively easily provided that
the information is expressed in terms of a probability distribution (density) P(0)
over the parameters 6. This density assigns high values to those parameters that we
believe are likely a priors.

Now that we have a prior distribution P(6), in addition to the distribution P(data|f),
we can talk about the joint distribution P(6,data) and more interestingly, about the
conditional distribution P(f|data). The maximum a-posteriori (MAP) estimator is
defined as the value of the parameters # that maximizes this conditional distribution:

Oriap = arg meaxp(0|data)

14



12. Start from this definition and show that the MAP estimator is given by a maximiza-
tion of the product of the prior belief and the likelihood:

Orrap = arg mgxp(ﬁ)p(data]@)

Hint: use Bayes’ law, or the definition of conditional probability, and note that factors
that are independent of # can be ignored in the maximization.

Answer: By the definition of conditional probability, we have p(f|data)

p;?(ﬁ;‘). Conditioning on the value of 6, we obtain p(6, data) = p(data|d)p(0).

This yields the following.

p(0, data) p(datald)p(0)

Orrap = arg meaxp(e\data) = argmax “p(data) 0 p(data)

Because the probability p(data) is independent of 0, it acts as a constant with
respect to the maximization over 6, and so the value of # that maximizes

% is the same value that maximizes p(0)p(datal@).

Oriap = arg mgmxp(@)p(dataW)

Scoring: 2 points
Consider samples x1,...,z, from a Gaussian random variable with known variance
0? and unknown mean pu. We further assume a prior distribution (also Gaussian)

over the mean, y ~ N (m, s?), with fixed mean m and variance s°.

13. Calculate the MAP estimate fip;4p. Hint: as we did before, set the derivative of the
logarithm to zero.

Answer: The prior distribution over the mean is p(u) = (2ﬂ32)*1/26_%.
Since the samples x; are taken to be independent, we have:
p(data|p) = e~ 27 Zim @iw?
And combining them:
(b —m)? 1 ¢

log (p()p(dataln)) = — log (2rs?) 5 log (2m0)— 5 5 > (i)’

252

Taking the derivative with respect to u:

Olog (p(pp(datalw)) _ 2(u—m)(1) 1 S @)@ — ) (~1)

o 252 202 —
. p—m 1 & oop,m 1 & N
= — 52 +§;($Z—M)——§+§+§;IZ—§
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Setting this derivative to zero in order to find the maximum:

N n N
fiavap mo 1 NiAAP
0= 4 — 4 =N gy - AP
s 2 02 = o
1=

R n 1 1 — m
P«MAP(;"‘_) = ;;xi‘f‘?

1 n m 2 n 2
fiaga FZi:lmi—{'s_?_s Zizyri"f’mo'
St ns? + o?

ns? DT N o?
= m
ns? + o2 n ns? + o2

14. (optional) Show that as the number of samples increase, the prior knowledge becomes
insignificant. That is, all MAP estimates assuming as a prior on p any Gaussian
distribution with non-zero variance, will converge to each other. What is the common
estimator that all such MAP estimators converge to 7 (Further note: This actually
holds with rather mild assumptions about the prior— it need not be Gaussian).

Scoring: 5 points

Answer: Notice that as n increases, while s, m and ¢ remain constant, we
2 . 2
have —Z— — 0 while —2%2

. 1 1, yielding jirap — =% = ji. Thatis, when
there are many samples, the prior knowledge becomes less and less relevant,
and all MAP estimators (for any prior) converge to the maximum likelihood
estimator ji. This is not surprising: as we have more data, it outweighs our
prior speculations.

This also tells us that these MAP estimators are consistent, since we already
know that /i is consistent. However, they are, of course, biased— they are biased
towards our prior guess m.

15. (optional) What does the MAP estimator converge to if we increase the prior variance
29
577

2

Answer: As the prior variance s increases, even for a small number of samples
2 2T _ o

n, we have —— — 0 while —22— — 1, again yielding fiprap — =2 = ju.
That is, when we have an uninformative, almost uniform, prior, we are left only
with out data to base out estimation on.

On the other hand, if the prior variance is very small, s> — 0, then we have
ﬁ — 1 while —3*— — 0, yielding fixzap — m. That is, if our prior is
very concentrated, we essentially already know the answer, and can ignore the

data.

Thanks to Rui Fan, Jonathan Herzog, Ray Jones, Damon Mosk-Aoyama, Luis Perez-Breva and
Gregory Shakhnarovich for making available their typeset solutions.
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