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ABSTRACT

This dissertation is a defense of the hypothesis that the noun
phrase is headed by a functional element (i.e., "non-lexical"
category) D, identified with the determiner. 1In this way, the
structure of the noun phrase parallels that of the sentence,
which is headed by Infl(ection), under assumptions now
standard within the Goverament-Binding (GB) framework.

The central empirical problem addressed is the question of the
proper analysis of the so-called "Poss-ing" gerund in English.
This construction possesses simultaneously many properties of
sentences, and many properties of noun phrases. The problem
of capturing this dual aspect of the Poss-ing construction is
heightened by current restrictive views of X-bar theory,
which, in particular, rule out the obvious structure for Poss-
ing, [yp NP VPingl, by virtue of its exocentricity.

Consideration of languages in which nouns, even the most basic
concrete nouns, show agreement (AGR) with their possessors,
points to an analysis of the noun phrase as headed by an
element similar to Infl, which provides a position for AGR; I
call this Infl-like element "D". D and Infl belong to the
class of non-lexical categories, which I prefer to call
functional categories. The analysis in which D heads the noun
phrase I call the "DP-analysis".



Importing the DP-analysis into English ylelds an immediate
solution for the problem of the Poss-ing gerund: Poss-ing
gerunds (and by extension, noun phrases generally) have a more
sentence-like structure than hitherto thought, namely, (pp
DP's D VP;pql. (In non-gerundive noun phrases, "VP" is
replaced by a projection of N. This projection of N, despite
being a maximal X-bar projection, corresponds to N-bar in the
standard analysis.)

Current trends in the treatment of minor categories -- so-
called "non-lexical" categories -- lead us to a similar
conclusion. Until recently, minor categories 1like
complementizers and modals had been treated as
syncategorematic. Under current assumptions, however, they
participate fully in the X-bar schema. In this way, two
simplifications are achieved simultaneously: we eliminate
syncategorematic elements, and we acquire an endocentric
analysis of the sentence, which had been exceptional in being
the only exocentric major category. To make these results
fully general, we are led to treat the remaining
syncategorematic elements -- in particular, determiners in
noun phrases and degree words in adjective phrases -- as heads
of full phrases. The analogy with complementizers and modals
indicates that determiners and degree words should head noun
phrases and adjective phrases, respectively. In other words,
determiners are lexical instantiations of "D" in the same way
that modals are lexical instantiations of Infl.

However, despite the conceptual links, the question of the
existence of a functional head of the noun phrase (the PP-
analysis), and the question of the place of the determiner,
are independent questions, and I treat them separately:
Chapters One through Three are concerned predominately with
the former question, Chapter Four with the latter.

Chapter One provides a brief introduction. 1In Chapter Two I
present the DP-analysis, motivating it by examining languages
with agrzement between noun and possessor. I also discuss
issues raised by the DP-analysis, with emphasis on the
parallelism between noun phrase and sentence hypothesized ,
under the DP-analysis. 1In particular, I treat the question of
PRO in the noun phrase; and I show that the numerous
differences between sentence and noun phrase do not invalidate
the parallelism of structure proposed under the DP-analysis.
In Chapter Three I apply the analysis to the three gerundive
constructions, Acc-ing, Poss-ing, and Ing-of. Finally, in
Chapter Four, I turn to the question of whether the determiner
is the lexical instantiation of D, the functional head of the
noun phrase.

Thesis Supervisor: Dr. Richard K. Larson
Title: Assistant Professor of Linguistics
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Chaptexr One

Introduction

1 A PuzzZle and Its Solution
1.1 The Puzzle

One of the most perplexing structures in English is the
so-called "Poss-ing" gerundive construction. An example is:
(1)

John's building a spaceship
what makes this construction so perplexing is that it seems to
be neither fish nor fowl, so to speak. On the one hand, it is

obviously a sentence; but on the other hand, it is obviously a

noun phrase.

Considered with regard to its external distribution, the
Poss-ing gerundive behaves exactly like a noun phrase. It
appears in noun-phrase positions -- and particularly, in noun-
phrase‘positions from which sentences are excluded, such as
subject position under Subject-Aux Inversion, embedded subject

position, or object of preposition:

14
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(2)
a. *did [that John built a spaceship) upset you?
did (John] upset you?
did (John's building a spaceshipl] upset you?
*] wondered if [that John built a spaceship]! had upset you
I wondered if [John] had upset you
I wondered if [John's building a spaceship] had upset you
c. *I told you about [that John built a spaceshipl
1 told you about [(John;
I told you about [John's building a spaceship]
Likewise, the "subject" of the gerundive -- i.e., John's
-- behaves like the "subject" of a noun phrase (the
possessor), not the subject of a sentence. This is most
evident in the fact that it receives genitive case, not
nominative case:
(3)
{John] destroyed the spaceship
{John's] destruction of the spaceship
{John's] destroying the spaceship
It is clear that externally, and with respect to the
subject, the gerundive is a noun phrase. We have this piece
of structure, then:
(4)

NP

/ N\
NP ?

|
John's
On the other hand, it is equally clear that the remainder
of the gerundive, i.e., building a spaceship, constitutes a
VP. =-ing is a fully productive verbal affix: any verb can
appzar in the gerundive construction. 1In this way it differs

from clear cases of derived nouns, which are quite sporadic in
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their productivity, in English -- we have destruction, for

example, but not *debunktion; referral, but not *interral.
More importantly, there is quite a long list of processes and
constructions which appear in the verb phrase, but not in the
noun phrase, including case assignment to the object, raising,
Exceptional Case Marking (Raising to Object), double objects,
particles and particle movement, and numerous others. All of
these constructions are to be found in the gerundive:
(5)
a. *John's destruction the spaceship

John destroyed the spaceship

John's destroying the spaceship
b. *Jonn's appearance to be dead

John appeared to be dead

John's appearing to be dead
c. *John's belief Bill to be Caesar Augustus

John believed Bill to be Caesar Augustus

John's believing Bill to be Caesar Augustus
d. *John's gift/rental (of) Mary (of) a Fiat

John gave/rented Mary a Fiat

John's giving/renting Mary a Fiat
e. *John's explanation (away) of the problem (away)

John explained (away) the problem (away)
John's explaining (away) the problem (away)

This gives us another plece of the structure:

(6)

v NP

building a spaceship

The puzzle is how to fit these two pieces together -- (4) and

(6) -- without doing violence to the principles which
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constrain phrase structure. The obvious way of putting them
together, as in (7), does not satisfy this criterion:
(7)

NP

/ N\
NP VP

| / \
John's V NP
| |
building a spaceship

The structure (7) violates widely-assumed conditions on phrase
structure, in that the highest NP lacks a head. VP cannot be
the missing head, because it does not have the same syntactic
category as NP. If (7) is not the correct structure, what is?

To date, no fully satisfactory solution has been given.

It is my goal in the present work to solve the puzzle of
the Poss-ing gerundive construction, and more generally, to
defend the novel analysis of noun phrase structure upon which
my solution depends, the so-called "DP-analysis". With
flagrant disregard for the principles of good mystery writing,
then, I sketch out my solution here in the introduction. The
rest of the thesis is a denohement, in which I work out the

detalls.

1.2 An Apparently Unrelated Fact

There are a large number of languages in which an overt
agreement element appears in the noun phrase. Consider, for

example, this paradigm from Hungarian (from Szabolcsi 1987):
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(8)

az en " kalap-om
the I:NOM hat-1sg
"my hat"

a te kalap-od

the you:NOM hat-2sg
"your hat"

a Peter kalap-ja

the Peter:NOM hat-3sqg

"Peter's hat"

Kalap- is a simple noun, not a verbal form -- it could be
replaced in this paradigm by any noun at all. Yet kalap-
agrees with its possessor, maiklng its person and number with
an agreement marker (AGR). The possessor, in turn, bears
nominative case, as does the subject of the sentence. It is
generally assumed (in the Government-Binding paradigm, which I
implicitly adopt thrcughout) that nominative case in the
sentence is assigned under government by AGR; hence the co-
occurence of agreement and nominative case. The minimal
assumption is that nominative case in the noun phrase in
Hungarian is also assigned under government by AGR. As in the
sentence, the subject of the noun phrase (i.e., the possessor)
and AGR are mutually dependent. A nominative possessor can
only appear when AGR is present, and AGR only appears when
there is a possessor (though that possessor may at times be

non-overt).

In the sentence, AGR is assumed to occupy an Inflectional
position outside the maximal syntactic projection of V. The
obvious hypothesis concerning AGR in the noun phrase is that

it occupies a similar Inflectional position; i.e., that the



\ Chapter I ' 19

\""
\
structure of noun phrase and sentence are parallel in

Hungarian:
(9)
Sentence: I Noun Phrase: X
/ \ / \
SUBJ I POSSR X'
/ N\ / \
I v X N'(')
/ \ / \
I AGR X AGR

It is not clear what the category X is, beyond saying it is a
nominal Inflectional category. We cannot say it is Infl, as
we would then be ﬁnable_to distinguish Sentence and Noun
Phrase as syntactic categories; but it is more like Infl than

anything else. i

A batch of questions arise immediately: What i; the
category k? Is the projection of N which is sister to X
maximal? If so, what consequences does that have for the
relation between noun and possessor? What consequences does'
the contemplated structure have for binding theory,
predication, and é-theory with respect to the possesgor? What

consequences does it have for extraction from the noun phrase?

Instead of facing this phalanx of questions, it| may seem

preferable to suppose that AGR in the noun phrase dogs not
appear in the same sort of position, structurally, as AGR in
the sentence. An alternative is that AGR is simply ?djoined

to NO: |
|
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(10)
NP

/ \
POSSR N'

I
N

/ \
N AGR

But there are questions that this hypothesis raises as

well. Why does AGR coindex only with the possessor, and never
with e.g. an object noun phrase? Why do AGR in the noun
phrase and in the sentence occupy different positions? This
latter question 1s'made especially pointed by the fact that
the form of sentential AGR and nominal AGR are frequently very

similar. 1In Central Alaskan Yup'ik, for example, they are

identical:l

(11)

kiputaa-g "he bought it"

kiputaa-t "they (dual) bought it"
kiputaa-k "they (plural) bought it"
kuiga-9 "his river"

kuiga-t "their (dual) river"
kuiga-k "their (plural) river"™ A

Also, AGR in the sentence and AGR in the noun phrase
frequently assign the same case: Nominative, in Hungarian;

ergative, in Yup'ik or Mayan.

Clearly, the structure given in (9) for the noun phrase
in Hungarian and similar languages is the minimal hypothesis,

and if the questions it raises can be satisfactorily answered

1. Yup'ik data drawn from Reed et al. (1977).
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-- as I believe they can -- it is eminently preferable to the

;
i

alternatives.

1.3 The Solution :

The relevance of the structure of the Hungarian noun
phrase to the puzzle of the English gerund becomes clear (if
it is not clear already) when we éxamine the Turkish gerund.
Languages which possess a gerundi?e construction of the
Poss-ing type are very rare; in fgct, Englisli and Turkish are
the only two I have found. Turkish differs from English in

that it also happens to be a lanéuage with overt AGR in the

noun phrase:2 |

i

(12) ‘
el )
*the/a hand" i

sen~in el-in ]
you-GEN hand-2sg |
"your hand"

on-un el-i
~he-GEN hand-3sg |
"his hand" |

Similar arguments as were for&arded concerning Hungarian lead

i

us to the conclusion that thefnoun phrase in Turkish is headed

by an Inflectional element, %hich hosts AGR, as in (9). The

only difference between Turkﬂsh and Hungarian is that the

: /
nominal AGR in Turkish assi?ns genitive case, not nominative
i

case.

"""""" x

2. Turkish data drawn fromenderhill (1976).

Tt e——

/

/
/

/
|
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The Turkish gerund is constructed by adding -dIg to a

verb stem:

(13) . :

Halil'-in kedi-ye yemek-§ ver-me-dig-i
Halil-GEN cat-DAT food~ACC give-NEG-ING-3sg
"Halil's not giving food to the cat"

As in English, the Turkish gerund behaves like a noun phrase
in its distribution, and in showing genitive case on the

subject. On the other hand -- again as in English -- kediye
yemek vermedidi clearly constitutes a verb phrase. Nouns do
not take accusative complements in Turkish, for example, any

more than in English.

But if we analyze the noun phrase in Turkish as in (9),
an extraordinarily simple account for the gerund falls into
our lap: under analysis (9), the noun phrase and sentence
involve Inflectional elements taking projections of N and V,
respectively. The exceptionality of the gerund consists
therein, that the nominal Inflectional element exceptionally
takes VP as a complement, instead of a projection of N. (l4a)
gives the structure of a non-gerundive noun phrase in Turkish,

(14b) that of a gerund:
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(14)
a. Xp b. Xp

/ \ / \
GEN X' GEN X!

/ \ / \
X N'('") X VP
The source of the gerund construction, under this analysis, is

a selectional quirk of X -- in the gerundive, X exceptionélly

takes a verbal rather than nominal complement.

In English, we need only suppose that there is an empty
nominal AGR assigning Genitive case, exactly corresponding to
the nominal AGR we see overtly in Turkish. With that, we can
import into English the analysis we just sketched for gerunds
in Turkish, giving us a remarkably simple and principled
solution for the puzzle of the gerund. The pieces fit
together this way: |
(15)

XP (Noun Phrase)

/ \
Xp X'

| / \
John's X vP

| / \
AGR V Xp

| |
building a spaceship

1.4 The Identity of X

The most important loose end in my solution is the
1dentity of the category X. One answer would be that it is a
new, previously unrecognized category; it is simply the noun-
phrase correlate of Infl, and the only member of category X is

the 1nvisibie AGR which assigns genitive case. One might
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object that it would be impossible for a language learner to
learn of the existence of X, if there is never any overt word
of that category. For this reason, we would have to assume
that X as the category of the noun phrase is supplied by

Universal Grammar, and not learned.

If the absence of overt members of category X does not
necessarily render the hypothesis of the existence of X
untenable, it would nonetheless be much preferable if we could
identify a class of lexical elements of category X. The
lexical class of category Infl is the class of modals. The
question is then, What is the noun-phrase equivalent of the
modal? And the only real candidate, as far as I can see, |is
the determiner. There is some a priori plausibility to taking
Determiner to be our mystery categozy; it is generally
assumed that every word projects a phrasal node. If there is
a DetP, though, under standard assumptions about the structure
of the noun phrase, it never contains any material except the
determiner. Where are the complements and specifiers of the
determiner? If we assume that X = Determiner, we kill two
birds with one stone: we provide category X with lexical
instantiations, and we provide determiners with specifiers

(the possessor) and complements (a projection of N):3

3. I have been somewhat misleading in (16), in that every is
the sole determiner which co-occurs with a possessor. All
other determiners are ill-formed in this context: e.g.
*John's the book. I discuss this in some detail in Chapter
Four.
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(16)
DP DP DP
/ \ / \ |
DP D! DP D! D!
i / \ | / \ / \
John's D NP John's D NP D NP
| I | | | |
every N AGR N the N
| | |
moment book book

On the basis of this speculation, I will use "D" to
denote the mystery category X throughout, and I will call the
hypothesis that there is an Inflectional head of the noun

phrase, the "DP-analysis".

It is important to note, though, that there are really
two questions here, that turn out to be partially independent:
(1) Is there an Inflectional head of thg noun phrase? and (2)
If there is an inflectional head of the noun phrase, is the
determiner its lexical instantiation? 1In the first part of
the thesis, though I use the symbol "D" to denote the mystery
category X, I am for the most part only concerned with the
first question. 1In Chapter Four, I turn to the second

question: whether in fact Determiner = D.

1.5 Sentence and Noun Phrase

The solution I have proposed is, in effect, to assign a
more sentence-like structure to the English noun phrase than
is commonly assumed. This is attractive for conceptual
reasons, in addition to the empirical advantages it provides.
Vverb versus noun is the most fundamental opposition in

grammar, and it is appealing to be able to assign the phrases
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built on them -- sentence and noun phrase, respectively --

parallel structure.

Similarities between noun phrase and sentence are a
recurrent theme in grammatical study. Sentence and noun
phrase play a distinguished role in many aspects of grammar:
they were the two cyclic nodes, for instance, in earlier
versions of transformational grammar; they are‘also the two

categories which freely contain'subjects.

On the other hand, there are very substantial differences
in noun-phrase and sentence structure, which cannot be
ignored. A recnrring theme of the thesis is noun-
phrase/sentence ?;mrlaritiés and differences. 1 compare noun-
phrase/sentence étructuze in a general way, briefly, for
completeness' sake. I am chigfly concerned, héwever, with a
single sentential aspect of thé noun phrase: the existence of

an Inflectidnal head of the noun phrase.

Finally, while we are on the topic of noun-
phrase/sentence parallels, it is perhaps relevant to note that
the puzzle of how to put the two pieces of the Poss-ing gerund
together is actually the same problem as led to the IP
analysis of the sentence. 1In earlier generative grammar, the
node S stood out as an exception to a restrictive version of
X-bar theory that requires all phrases to be headed. The
solution proposed for fitting the pieces of the sentence
together was to raise the status of a minor category, modal,

to head of the sentence, and to postulate an entirely abstract
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head in sentences which lacked modals. I have simply imported
this solution into the noun phrase, to solve the puzzle of the

gerund.
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2 Overviiew

The organization éf the thesis is as follows. Chapter
Two is titled "Noun Phrase and Sentence". I begin with a
general discussion of parallels that have been seen between
sentence and noun phrase, historically, and parallels in their
structure within curxent theory. 1In section 2, I focus on the
question of Infl and AGR in the noun phrase, presenting a
survey of languages in which nouns show agreement with their
ﬁossessors. After considering the evidence for an
Inflectional head of the noun phrase, I consider how this
proposal should be spelled out, in section 3. In section 4, I
discuss an issue raised in a new form by the Infl-in-NP
analysis, which is of particular relevance to noun-
phrase/sentencé parallelism: the question of PRO in the noun
phrase. Finally, in section 5, I treat‘éome of the

differences between noun phrase and sentence.

Chapter Three is devoted to the English gerund. I
present in detail the evidence which shows that it is accurate
to characterize the gerund as a creature which is half noun
phrase, half verb phrase. I discuss previous attempts to
solve this riddle, and incorporate aspects of several of these
analyses -- especially that of Jackendoff (1977) -- into my
own solution. An idea that plays a central role in my
solution is that phonologically dependent affixes can behave
as independent words, synt;ctically. Here I rely especially

on Baker (1985b).



Chapter 1 - 29

In Chapter Four, I turn to the guestion whether
determiners are the lexical elements that occupy the D
position. I argue that a major motivation for assuming so is
that it provi@es us with enough positions in a "Two-Bar" X-bar
theory to account for the quite complex range of distinctions

to be found in the structure of the noun phrase specifier.

Again, I rely heavily on Jackendoff (1977). I also discuss
the adjective phrase at some length, arguing for parallel

analyses of adjective phrase and noun phrase.



Chapter Two

Noun Phrase and Sentence

1 GCGeneral Simililarities

The similarities between noun phrase and sentence have

received much attention in Generative Grammar. In this
section, I will consider a few of those similarities in a

general way.

Lees 1960, the first doctoral dissertation to come from

MIT in linguistics, considered the similarities between

sentences and noun phrases. He noted, first, that sentences

and noun phrases are similar in their external distribution.

Both sentence and noun phrase occur as subject or direct
object; both sentence and noun phrase undergo Passive:
(17)

a. John surprised me.

That John came surprised me.

b. I know John.
I know that John came.

c. John was known t by many linguists.
That John came was known t by many linguists.
For this reason, Lees assumed that embedded sentences were

dominated by an NP node. For him, nominalization included

30

not
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only derived nominal and gerund, but all categories with
sentence-like internal semantics, which appear in an argument
position. This was a common view in early generative grammar.
At least in some contexts, embedded sentences were dominated
by noun phrases; sometimes including noun heads, which were

deleted before surface structure.

Of course, because two phrases share the same
distribution, and are subject to the same transformations,
does not mean that they are necessarily the same category. An
obvious alternative is that the processes which treat NP and
S-bar the same are stated so as to operate on a class of
categories, of which NP and S-bar are members. This is the

current view: NP and S-bar are the arquments.

NP and S are not only distinguished in being arguments,
they were also distinguished as being the two cyclic nodes, in
earlier generative grammar. That NP and S should be so
distinguished is not surprising. Noun and verb are the two
most basic categories; they play a central role in every
lar.yuage. NP and S are their "maximal projections", in an
intuitive sense (which I will make precise below). This does
not explain why NP and S have precisely the properties they
have, but'it does lead us to expect them to play a special

role in the grammar.

Another way that sentences behave rather like noun
phrases is in participating in binding relations. Consider

the following examples:
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a. [that words are meaningless]; refutes itself;

b. *[{that words are meaningless]j refutes itj
(that John is dead]lj means that he doesn't know itj

c. *it; proves that Bill thinks (that words are meaningfullj

(18) illustrates sentences participating in binding relations
that are subject to the binding conditions. (18a), (b), and

(c) illustrate binding conditions A, B, and C, respectively.

Lees also noted that certain noun phrases -- namely,
derived nominals -- were similar to sentences in their
internal structure, and he accounted for these similarities by
deriving the noun phrases transformationally from sentences.
The internal similarities between sentence and noun phrase
will be of much more concern for us than the similarities in
their distribution. The most important reason for deriving
noun phrases from sentences was to account for the near-
synonymy in pairs like the following:

(19)

a. [Nero's destruction of Rome] dismayed the Senate.

b. [That Nero destroyed Rome] dismayed the Senate.

No account was given of the interpretation of either sentences
or noun phrases, but it was considered that simplex sentences
were the domain of interpretation. Hence, to account for the
synomymy of the noun phrase in (19a) and the sentential
subject of (19b), it was necessary to derive them both from

the same simplex sentence, viz., Nero destroyed Rome. The

relevant part of the interpretation of simplex sentences is

represented in the current theory by 8-grids; by assuming
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destroy and destruction have the same 6-grid, we can dispense

with the transformational account of (19). I

Sentences and noun phrases are also similar with respect
to processes like control and binding. The basic binding
facts are the same in sentence and noun phrase:

(20)
John; portrayed himselfy
Johny's protrayal of himselfj

*himself; portrayed Johnj/him;
*his ownj; portrayal of Johnj/him;

John recommended for [himself; to portray himself;)
John recommended [his ownj portrayal of himself;]

*John recommended for (himself; to portray him;)
*John recommended (his ownj portrayal of him;)

Control facts are also gimilar in noun phrase and
sentence. Adjunct clauses can only be controlled by the
subject, not the object:

(21)

a. John criticized Billy after hisy4 talk.

b. John's criticism of Billy after hisy talk.

c. *John criticized Billy after PROj talking.

d. *John's criticism of Billj after PRO5 talking.

(Both (c) and (d) are fine where John controls PRO.)

When Chomsky iatroduced a non-transformational account of
the thematic similarities between sentence and noun phrase
(Chomsky 1970), he also considered the fact that a structural
subject-object distinction was necessary in the noun phrase as
well as sentence, and introduced the node N-bar -- and X-bar-

theory -- precisely for this reason. If we define c-command
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as follows: & c-commands 8 if neither dominates the other, and
the first (branching) node dominating @ dominates #; then with
the introduction of N-bar, the noun phrase and sentence are
similar enough in structure to account for the facts of (20)
and (21). The "subjects" of both noun phrase and sentence
assymetrically c-command the objects, allowing us to capture

the assymetry in binding and control facts.

A point on which sentence and noun phrase remain
dissimilar, under Chomsky's account -- which has become the
standard account -- is Case- and @#-assignment to the subject.
In the noun phrase, the head's "external" @-role is assigned
internal to its maximal projection. 1In the sentence, the
verb's externa; O-role‘is assigned externally. To distinguish
internal and exte?nal o-assigément, then, it seems wé must
again use the relation c-command with the first-branching-node
definition. Actually, we cannot say first branching node, but
first node: otherwise, we would incorrectly characterize the
6-role assigned to John in John's graduation (for example) as
an internal @-role. If (lack of) c-command by the head is the
relation which defines external @-assignment, we must
characterize the relation between the node which assigns the
external @-role and the recipient of that role as something
different. Namely, VP does not c-command the subject of the
sentence. The relation between VP and the subject is one of
m-command ("m" for "maximal"; the term is from Chomsky
(1986a)): @ m-commands 8 iff neither dominates the other and

the first maximal projection dominating & dominates 8. (Of
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course, the relation ii actually tighter than simply m-
command, namely government. Government is a special case of

m-command.)

The other point éf dissimilarity between sentence and
noun phrase is Case-assignment to the subject. In recent
work, Chomsky (1986b) assumes that the Case-assigner of the
subject of the noun ph:ase is the noun head. The Case-
assigner of the subject of the sentence, on the other hand, is
not the verb, but AGR in Infl. 1In either case, the relation
between the Case-assigner and the subject is again one of m-

command, not c-command.

I will return to the c-command/m-command distinction in
section 3.3. I will argue that the distinction is onfy
necessary because ﬁhe structural positions standardly assigned
to subject of noun phrase and subject of sentence are not
sufficiently parallel to account for the similarities in their
behavior in a simpler manner. What is of greater interest at
the moment, however, is Case-assignment to the subject of the
noun phrase. There is evidence that, if taking the noun to be
the assigner of genitive case is not obviously inadequate in
English, it is not adequate as a universal solution. Namely,
there are numerous languages in which Case-assignment to the
subject of the noun phrase is much more similar to Case-
assignment to the;subject of the sentence, than it is in
English. This will lead us to a different structure for the
noun phrase in these other languages, a structure which is

much more similar to the structure of the sentence. The
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question which then arises is whether this other structure --
the DP-analysis -- is adeguate as a universal characterization
of noun phrase structure, if the standard analysis is not. I
will show that it is adequate -- in fact, highly de;irable -
for English.
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2 Infl in the Noun Phrase

There are numerous languages in which the noun phraselis
much more like the sentence than it is in English, in that‘the
noun phrase in these languages has one or both or the
following properties: (1) a possessed noun agrees with its
subject in the same way that the verb agrees with its subject,
and (2) the possessor receives the same case as the subject of
the sentence, rather than a special genitive case.
Schematically:

(22)
(np NPj-nom/erg N-agrjy ... ]

" Both of these phenomena point to the existence of an AGR in
the noun phrase: we see it overtly, and we see its effects in
the case assigned to the possessoxr. 1If there is an AGR, then
the mlnima} assumption is that there is an Infl-like position
which it occupies. If not, we must £ind an explanation for
why AGR occupies differgnt positions in the sentence and noun

phrase.

The only alternative to postulating a noun-phrase Infl

which suggests itself is that AGR is adjoined to NO:
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(23)
NP
/ \

NP N'
;
/ \
N AGR
Not only is this less desirable a priori, because it makes it
more difficult to account for the constzaints on the positions
in which AGR appears, but it is also empirically inadequate.
Namely, it is reasonable to suppose that the configuration
fllustrated in (23), with "V" substituted for "N", is the
structure of object agreement markers: subject agreement
'markezs S;e generated in Infl, object agreement markers in the
verb. If NP lacks an Infl-like position, we predict that it
will only’have object agreement markers. In fact, in Yup'ik,
nouns have both subject and "object" agreement markers.? Thus
the hypothesis under which (23) illustrates the only position

for AGR in the noun phrase is empirically inadequate, and we

are forced to assume an Infl-like position in the noun phrase.

Let us begin, then, by considering the facts from Yup'ik

in more detail.

4. The "object" agreement is not agreement with an actual
object; T have called it "object" agreement because it is
morphologically identical to object agreement in the
sentence. See immedliately below, section 2.1.
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2.1 Yup'ik

Ypp'ik, a Central Alaskan Eskimo language, provides a
textbook example of a language with AGR in the noun phrase.
Nouns -- even concrete nouns -- agree with their possessors.
The agreement they show is the same agreement morpheme which
is found on the verb, sharing even the same suppletions.
Furthermore, the subject of the noun phrase takes ergative

case, the case of subjects of transitive verbs:5

(24)

angute-m kiputa-a-9
man-ERG buy-OM-SM
"the man bought it"

angute-t kiputa-a-t "the men (pl.) bought it"
angute-k kiputa-a-k "the men (du.) bought it"

angute-m kuiga-¢
man-ERG river-SM
*the man's river"

angute-t kuiga-t "the men's (pl.) river"
angute-k kuiga-k "the men's (du.) river"
The parallelism in agreement and Case-assignment is

immediately accounted for if we assume parallel structures:

5. "SM" abbreviates "subject agreement marker; "OM"
abbreviates "object agreement marker".



(25)
Ip
/ |
DP I'___
| | \
angutet I VP
[ |
AGR \'4
| I
-t kiputaa-
(26)
DP
/ |
DP D'
| | \
angutet D NP
| |
AGR N
| |
-t kuiga-

The lexical head, kiputaa- or kuiga-, raises to join to AGR,

possibly at PF.

>
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Oon the otherfhand, there is a difference between the two

structures.

whereas the noun has only one argument.

This might suggest

Namely, the verb s agreeing with two arguments,

that the alternative to the DP-analysis illustrated in (23) is

in fact correct.

Suppose that a given head can only agree

with one argument (at d-structure; head-raising may create

elements containing multiple agreement markers after d-

stthcture):

(27)

At d-structure, a head can bear at most one AGR element

We could argue that Infl is necessary in-the sentence because

the verb has two arguments, and two AGR's, but it can only

bear one of the AGR's itself: hence the necessity of an Infl
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to bear the other AGR. The noun, on the other hand, has only

one AGR; thus no noun-phrase Infl is necessary:

(28)
DP NP
/ | /|
pPi D! NPi N
| \ |
D vP N
/ \ | \ / \
D AGRi \'A DPJ N AGRi
| | / \ | i |
e -t v AGRJ prxo kuiga- -t

! |
kiputa- -a-

But under this analysis, it is curious that possessed
nouns pattern morphologically with transitive verbs, rather
than intransitive verbs. Unpossessed nouns pattern with
intransitive verbs:

(29)
yurartug-§ "(s)he dances"

yurartu-t "they (pl.) dance"
yurartu-k "they (du.) dance"

arnaq-9 "a woman"
arna-t "women (pl.)"
arna-k "women (du.)"

Despite the fact that unpossessed nouns have no argument, they
bear an "agreement" marker, which encodes their own
referential features (specifically, number). Morphologically,
this "agreement" marker is identical to that on the verb. Let
us assume that it is in fact the same element, AGR. To now we
have made the implicit assumption that AGR is licensed
(loosely speaking) by bearing an agreement relation to an

argument. We now need to qualify that assumption:



(30)

Chapter 1I1I 42

AGR is licensed either (A) by bearing the Agreement relation
to an argument, or (B) by affixing to the (semantic) head of
an argument

Reconsider possessed

show "own" agreement, and

agreement in the verb:

(31)

angute-t
angute-t
angute-k

angute-t
angute-t
angute-t

kiputa-a-t "the

kiputa-i
kiputa-k

kuig-a-t
kuig-i-t
kuig-k-t

-t "the
-t "the
"the
"the
"the

nouns now. Possessed nouns also

this agreement corresponds to object

men (pl.) bought it"
men (pl.) bought them (pl.)"
men (pl.) bought them (du.)"®

men's (pl.) river"
men's (pl.) rivers (pl.)"
men's (pl.) rivers (d4u.)"

Thus the original structure given for the noun phrase in

-

(26) =hould be revised, not to (28), but to the following:

(32)
DP
/ |
DPi D'
| | \
angutet D
/ \
D AGRi
| /
-t NJ
|
kuig-
2.2 Mayan

NP

Nj

\
AGRJ

A similar paradigm is found in Mayan. I illustrate with

data from Tzutujil, drawn from Dayley 1985.

6. -k-t suppletes to -gket.
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Tzutujil lacks case marking, but its agreement follows an

ergative/absolutive pattern, in that the subject agreement
marker for 1ntransitfve verbs is identical to the object

agreement marker for transitive verbs. For example,

(33)

x-og—-wari aspect-1pOM-sleep ‘we slept'

x-ix-wari -2pOM- ‘you (pl.) slept'
x-ee-wari - -3pOM- ‘they slept'
x-ix-ga-kunaaj aspect-2pOM-1pSM-cure ‘we cured you (pl.)'
x~-P-e-kunaaj -3s0M-2pSM- ‘you (pl.) cured him'
x-ee—-ki-kuunaaj -3pOM-3pSM- ‘they cured them'

In the Mayan literature, the "ergative" agreement markers
(which I have labelled "SM") are called Type A, and the

"absolutive" markers ("OM") Type B. The full paradigm is:

(34)

B (abs/OM) A (erg/SM)
in- nuu-

at- aa-

g- ruu-

oq- ga-

ix- ee-

ee- kee-

(Ki- is an alternant of kee-.)

Nouns agree with their possessors, and the agreement
marker they take is the "ergative" marker (SM):
(35)
ga-tza7n ‘our nose'
ee-tzaTn ‘your (pl.) nose'
kee-tza7n ‘their nose'

As in Yup'ik, we can characterize the Type A AGR as AGR

associated with a functional category ~-- I or D -- and the
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Type B AGR as AGR associated with lexical categories.
Tzutujil differs from Yup'ik only in that Tzutujil does not

use Type B AGR as "own" AGR on the noun.

2.3 Hungarian

In Hungarian as well, similar facts are to be found.
Hungarian differs from the other languages we have examined
that it is nominative-accusativé, rather than ergative-
absolutive. The releyant paradigm in Hungarian is the
following (from Szabolcsi 1984, cf. Szabolcsi 1981, 1987):
(36)

az en vendeg-e-m :
the I-nom guest-possd-ls ‘my guest'

a te vendeg-e-d
the ysu-nom guest-possd-2s ‘your guest'

(a) Mari vendeg-e-$
(the) Mary-nom guest-possd-3s ‘Mary's guest'

" Agaln, the possessor shows the case of the subject oZ the

44

in

sentence -- nominative, in this case, rather than ergative --

and the head noun agrees with the possessor. This agreement

is morphologically identical to the verb's subject agreement.

On the basis of these examples, in fact, Szabolcsi argues that

there is an Infl node in the noun phrase. She argues that
Infl is specified either for the feature Tense or for the

feature Possessed;7 the former when it appears in the

7. Horrocks & Stavrou (1985) argue for the same analysis, and

the same two features, for modern Greek. Szabolcsi and
Horrocks & Stavrou have arrived at the same analysis,
apparently independently. (Nouns do not agree with their
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sentence, and the latter when it appears in the noun phrase.
Her Infl[,pense] corresponds to our Infl, and her Infl{4poss]

corresponds to our D.

It may cause some concern that the definite article
precedes the possessor in (36). If the determiner marks the
position of noun-phrase Infl, as we speculated in the
intzoduction, then the possessor in (36) appears in the one
place it should not appear. 1In particular, if a nominal Infl
selects NP, and the determiner marks the position of Infl,

there are four possible word orders, as follows:

(37)
DP DP
/ \ / \
POSSR D' POSSR D'
/ \ / \
D NP NP D
pP DP
/ \ / N\
D' POSSR D' POSSR
/ N\ / \
D NP NP D

The two orders that are excluded are those in which the
Possessor appears between determiner and noun, exactly as in

(36).

Szabolcsi notes that az is eccentric in its position,

however. All other determiners appear where we would expect

possessors in Modern Greek; Horrocks & Stavrou were
concerned with accounting for extraction from noun phrase
in Greek. I will discuss some of their facts shortly.)
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(38)

Peter minden kalapja "Peter's every hat"
Peter ezen kalapija "pPeter's this hat"
Peter melyik kalapja "Peter's which hat"

Szabolcsi argues that az, unlike the other determiners, is not
a noun-phrase Infl, but a noun-phrase Complementizer: she
argues that the noun phrase in Hungarian parallels the
sentence in structure not only in possessing an Inflectional
head, but also in possessing a nominal Complementizer

projection beyond that.

I will not consider this extension of the basic idea of
noun-phrase/sentence parallelism in any detail, but I would
like to briefly examine the facts. Since there are also facts
from Greek which bear on the question, I will devote a
separate section to it. Tﬁe qﬁestion of the position of
lexical determiners in Hunéarian I take up again in section

IV"l.l.C.

2.4 Digression: Comp in the Noun Phrase

Szabolcsi points out that there is a second kind of
possessor in Hungarian, which takes dative case and precedes

az:

(39)

Peter-nek a kalapja
Peter-DAT the hat
"Peter's hat"

This possessor differs from the nominative possessor in that

it can be freely extracted, whereas the nominative possessor
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cannot be éxtracted at all. Szabolcsi argues that the
difference between the two possessors is that the nominative
possessor is the specifier of a noun-phrase Infl, whereuas Lhe
dative possessor is the specifier of a noun-phrase Comp. The
dative possessor can be extracted, and still properly govern
its trace, whereas the trace of the nominative possessor is
too deep inside the noun phrase to be properly governed from

outside.

Horrocks & Stavrou (1985) also argue for a Comp "escape
hatch" in modern Greek, though not on the basis of a dative
possessor. Horrocks & Stavrou note that many extractions from
noun phrase that are ungrammatical in English are good in
Creek:

(40) ,

pyoni akuses [t; fimi [t; oti [apelisan tjl]]

who hear-2s the story that dismiss-3p

X*who did you hear [the story [that they dismissed tl]

{to kokinolj mu ipes pos aghorases [tj to forema tjl
the red me-dat said-2s how bought-2s the dress
*the red you told me that you bought the t dress

He correlates this with the fact that there is a "topic"

position 1n'the noun phrase in Greek:
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(41)

a. to vivliio [{tu Chomsky]l
the book [the-gen Chomskyl
"Chomsky's book"
to endhiaferon (ya to arthro aftol
the interest fin the article this]
"the interest in this article"
to forema [to kokino]
the dress [(the red]
"the red dress"

b. [(tu Chomskylj (to vivlio tjl]
"Chomsky's book"

[[ya to arthro aftolj; (to endhiaron tjl]
"the interest in this article"

{(to kokinolj (to forema tjl]

"the red dress"
He claims that this tepic position is the specifier of a noun-
phrase Comp (K), which also serves as an escape hatch for
extraction out of noun phrase in Greek: -
(42)
{to kokinolj mu ipes pos aghorases [gp tj [pp to forema tj]]

If Horrocks & Stavrou's and Szabolcsi's claim that there

is a noun-phrase Comp can be verified -- and the evidence, at
least on the cursory examination we have given it, seems to
indicate so - it constitutes a strong case that the noun
phrase and sentence are parallel in possessing functional
heads, and bolsters the more modest proposal which I wish to
defend, namely, that there is a noun-phiase equivalent of

Infl.
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Turkish also shows an agreement element on possessed
nouns, even on concrete nouns. Consider the following
examples (from Underhill (1976)):

(43)
a. el
"the/a hand"
b. (sen-in) el-in
you-GEN hand-2s
"your hand"
c. (on-un) el-i
he-GEN hand-3s
"his hand"
In Turkish, the possessor has genitive case, not

nominative or'ergative. Also, the agreement paradigm differs

from that found on matrix verbs. The paradigms are:

(44)

Verbal: Nominal:

ls -(y)Im. 1s -Im

28 -slIn 2s -In

3s (-DIr) 38 -(s)I(n)
1p -(y)Iiz 1p -Imiz
2p -slInlz 2p -Inlz
3p (-DIr)(1Er) 3p -1ErI(n)

(The capitalized vowels are specified only [(+H]; their other
features are filled in by a process of vowel harmony. The

capitalized "D" is a dental stop unspecified for voicing.)

If nominal AGR differs from verbal AGR in Turkish in its
morphological form, and in the Case it assigns, it nonetheless

behaves like a true AGR in that it licenses pro-drop. (In
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fact, though we have not mentioned it to now, the nominal and
verbal AGR's in all the languages we have discussed to now
license pro-drop. This is not a necessary property of AGR,
but it is a typical property, cross-linguistically.) Kornfilt
(1984) shows carefully that the noun phrases in Turkish that
can be pro-dropped are all and only those whose features are
marked by either nominal or verbal AGR: i.e., subject of the
sentence, possessor, and object of certain postposi'tions.8
Though other arguments can be dropped, they cannot be dropped

freely, but only under restrictive discourse conditions.

Kornfilt argues that pro-drop is not involved in such cases.

Kornfilt also shows that nominal AGR assigns genitive
case. For example, the two are mutually dependent: a noun
phrase cannot bear genitive case unless it agrees with a
nominal AGR, and if there is any overt noun phrase which

agrees with a nominal AGR, it must bear genitive Case:

8. These postpositional phrases have the surface syntactic
appearance of noun phrases and possibly are to be analyzed
as such: e.g. masa-nin alt-i table-GEN under-3s "under the
table". ‘
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(45)

a. pasta-nin bir parga-si
cake-GEN a piece-3s
"a piece of cake"

b. pasta-dan bir parga
cake-ABL a pliece
*"a piece of cake"

c. *pasta-nin bir parga

d. *pasta-dan/@ bir parg¢a-st

Turkish also has English-type gerunds. 1In fact, all
subordinate clauses are gerundive. There afe two types, known
in the literature as "verbal noun" and "nominalization". The
verbal noun involves the affix -mE/-mEk; the nominalization
involves the affix -DIg (non-future) or -(y)EcEq (future).
There is a difference in meaning, which Underhill
chaxacteriiés as "action"™ (verbal noun) vs. "fact"
(nominélization). Their syntax is virtually the same, though:
the nominalizing morpheme is attached to the verb stem, after
which nominal suffixes -- nominal AGR, case markers -- can be
attached. The complements and adjuncts the nominalized verb
takes are identical to those which it takes as a matrix verb,
with the exception that the subject appears in genitive case,

not nominative case. Examples:
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(46)
a. i. Halil herx dakika ig-im-e karig-ir
Halil every minute business-1s-DAT interfere-3s
"Halil constantly interferes in my business"
ii. Halil'-in herx dakika ig-im-e ° karis-ma-st

Halil-GEN every minute business-1s-DAT interfere-ING-3s
"Halil's constantly interfering in my business"

b. Halil'-in gel-dig-in-i bil-iyor-um

Halil-GEN come-ING-3s-ACC know-PROG-1s

"I know that Halil is coming"
c. Kedi-ye yemek-§ ver-me-dig-iniz dogru mu?

cat-DAT food-ACC give-NEG-ING-2p true Q

"Is it true that you did not give food to the cat?"
In (46c), for example, the verb give assigns the same array of
cases it aséigns in matrix sentences; there are no underived
nouns which take a comparable array of arguments. Kornfilt
argues that AGR is the head of these embedded sentences: that
their structure is exactly parallel to that of the non-
embedded versions. She argues further that the structure
extends to possessive noun phrases: they, too, are headed by
the AGR which appears on the possessed noun and assigns
genitive case to the possessor. 8She claims that possessive
noun phrases and sentences are both IP. Under Kornfilt's
account, then, non-possessive noun phrases differ in syntactic
category from possessive noun phrase, the former being NP, the
latter IP. This problem can be eliminated by assuming exactly
what we have argqued to now: sentence and noun phrase are both
headed by inflectional elements, Infl in the sentence, D in
the noun phrase. The difference between possessed and non-

possessed noun phrases is the presence or absence of AGR, not

a difference of syntactic category.



Chapter II 53

The Turkish facts are especially interesting for two
reasons: they show that, at least in some languages, there is
an AGR in the noun phrase which assigns Genitive case,
pointing the way toward an analysis in which there is a
similar, but abstract, AGR in English noun phrases; and
secondly, the Poss~ing type of gerund appears to be rare
'cross-linguistically, but Turkish shows that it is not simply
a quirk of English. I will have a great deal more to say
about the Poss-ing gerund in the Chapter III; in III-4.3.b.

and 6.2.b. I return briefly to Turkish gerunds.
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3 The DP—aAnalysils
3.1 Concepts and Terminology

I have presented the essence of the position which I will
defend in the rest of this thesis: that the noun phrase is
headed by an Infl-like category in many languages, including
English, and probably universally. I would like to spell out

my hypothesis carefully here, and define my terminology.

3.;.3. "Inflectional™ Elements

First, I have spoken of‘an "Infl-like" node, or.an
"Inflectional element" in the noun phrase, without defining
precisely what I mean. I consider the node Infl to be typical
of A class of elements, that I have elsewhere called
functional elements, in contrast with thematic elements.?
They are typically called "non-lexical categories"; I resist
this designation because I assume that complementizers and
modals, etc., have lexical entries like any other word. The

two uncontroversial functional elements are Complementizer and

Inflection.

The primary property of functional elements is this: they
select a unique complement, which is not plausibly either an
argument or an adjunct of the functional element. C selects

IP, and I selects VP. C and I do not take typical arguments

9. Abney (1986).
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(noun phrases, prepositional phrases, subordinate clauses),
not even as an option. C and I do not take multiple
arguments, but only one IP, or one VP, respectively. And
semantically, at least on an intuitive level, C and I contrast
with N, VvV, A, etc., in that they do not describe a distinct
object from that described by their complement. In That John
hit the ball, fo:. instance, the VP hit the ball (intuitively)

describes an act of hitting, the IP John hit the ball

describes an act of hitting, and the CP that John hit the ball

also describes an act of hitting. This intuition is a major
motivation for the continuing debate over whether V is not
actually the head of the sentence. In the "passing on" of the
descriptive content of their complements, functional heads
contrast with thematic heads. The noun phrase the ball
describes a ball; when that noun phrase is the complement of a
verb, as in hit the ball, the VP emphatically does not
describe a ball, but an action; in this case, an act of

hitting.

We see, then, that the relation between a functional
element and its complement, and the relation between a
thematic element and its complement, contrast starkly. I
assume that there are syntactic relations between all heads
and their complements or adjuncts, by which those complements
and adjuncts are licensed -- a minimal condition on a well-
formed syntactic structure is that every node be licensed by
some such relation. These relations divide into two classes:

thematic relations, on the one hand, including at least &-
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assignment and the relation by which adjuncts are licensed
(there is no concensus about what precisely that relation is);
and functional selection, or f-selection, on the other hand.
The syntactic relation between a functional element and its
complement is f-selection. F-selection corresponds
semantically to the "passing on" of the descriptive content of
the complement. The relation between a non-functional element
and its complement is a thematic relation; for this reason, I
call non-functional elements "thematic" elements. I
distinguish functional elements from thematic elements by
means of the syntactic category feature (+F]. Functional

elements are [+F], thematic elements are [(-F].

There are a large number of properties that typify the .
functional elements, in contrast Qith the thematic elements,
and justify our treatment of them as a natural class. I will
discuss these properties in the‘next section. I would like to
point out here that these additional properties do ﬁot define
the class of functional elements; functional elements are
defined as those elements which possess the feature [+F].
There are atypical functional elements, qut as there are
atypical elements within virtually every gtammatical category.
This does not call into question the existence of the classes,

it only means that in some cases, it is difficult to decide

how to classify a particular item.
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3.1.b. C-Projection and S-Projection

The distinction between f-selection and thematic
relations allows us to capture the .‘ntuition that the verb is
the'head of the sentence, without supposing literally that S =
VP. Let us distinguish two notions of projection, which we
may call c-projection ("category projection", i.e.,
"syntactic" projection) and s-projection ("semantic"
-projection). (These Gesignations are of couxse modelled on
Pesetsky's (1982) "c-selection" and "s-selection".) A .node's
c-projection is its syntactic projection in the usual sense:
the maximal c-projection of Vv is VP, I IP, and C CP. A node's
s-projection path is the path of nodes along which its
descripgive content is "passed along". The maximal
s-projection of Vv is CP, via IP; likewise the maximal
s-projection of I is CP, and the maximal s-projecfion of C is
CP. Formally:

(47)
8 is an s-projection of a iff
a. a=a, or
b. # is a c-projection of an s-.rojection of @, or
c. 8 £-selects an s-projection of a
To illustrate graphicallv, the c-projection set of the lower V

is circled in (48a), and its s-projection set is circled in

(48b):
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(48)
\' vP
/ \ /
\'4 cp v
/| /|
wh C! wh |C'
I\
cC 1IP
/|
Subj I Subj

Ob3J

3.1.c.  "D" vs. "Det"

Returning to the noun phrase, what it means to propose an
*"Infl-like" node as head is that there is a functional
elemenf, a [fFi category, which heads the noun ﬁﬁrase. I. have’
designated this category D, and will continﬁe to do so, but I
must stress that the existence of a functional head of the
noun phrase, and the question whether the determiner is the
head of the noun phrase, are two separate questions. Except
in a handful of paséaqes, I will be concerned only with the
former question -- whether there is a functional head of the
noun phrase -- in this chapter and the next. 1In Chapter Four
I turn to the second question: whether or not determiners are
lexical items of category D, the way modals are items of

category I.

It is easy to conflate the two issues. The Infl node is
the site of both lexical "Infl's" -- i.e., modals -- and of

AGR. This correspondence is not necessary, however. An
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account in which there were no independent morphemes of
_syntactic category Infl would not be incoherent. As it
happens, there is some evidence that modals are of category
Infl: they are in contrastive distribution with overt AGR
(i.e., only when a modal is present do finite verbs fail to
mark agreement with the subject); they are in contrastive

distribution with infinitival to (which is itself in
contrastive distribution with AGR, overt or non-overt). It is
an open question whether similar evidence can be produced to
support the claim that lexical determiners occupy the same
position as AGR in the noun phrase (assuming there ;g,aﬁ AGR

in the noun phrase).

For the purposes of the next two chapters, then, the',
designation "D" is entirely arbitrary; it is a hypothetical
syntactic category which is [+F], but distinguished from Infl
and Comp in that it belongs to the nominal system, not the
verbal system: i.e., D is [(+N,+F], whereas Infl and Comp are
(-N,+F]. D is the site of AGR in the noun phrase. By
"Determiner", on the other hand, I mean the lexical
determiners, leaving open the question whether in fact D =

Determiner. "Det" is synonymous with "Determiner".

A few more notes on terminology: under the DP-analysis,
the noun phrase is DP, not NP. DP is subject to the Case
Filter and #-Criterion; DP undergoes Passive and Wh-Movement,
leaving behind DP-traces. When I write "NP", I mean the
maximal (c-)projection of N. NP under the DP-analysis

corresponds to N-bar in the standard analysis. I never use
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"NP" simply as an abbreviation for "noun parase" in a
pretheoretic sense. When I wish to refer to the noun phrase,
without presupposing an analysis, I always write out "noun

phrase": this refers to DP, under the DP-analysis, and NP,

under the standard analysis.

3.1.4. S8yntactic Features

I would like to conclude this section by spelling out my
assumptions about the feature composition of syntactic

categories in a little more detail.

Anticipating conclusions of later chapters, let us take
the noun-verb distinction %o be the most fundamental
categoridl distinction; adjectives clearly group with nouns in
English (though not in all languages); prepositions less
clearly group with verbs, but probably so. Adhering to
standard notation, the feature that captures the noun-verb
dichotomy is thus (+N]. I am not persuaded that adjectives
and verbs have something in common that nouns and prepositions
lack, however, in the way that they are grouped by the feature
(+V]. Certainly the adjective-verb vs. noun-preposition
dichotomy is in no way on a par with the noun vs. verb or
functional vs. thematic dichotomies. There are two major
motivations for having the feature (+V]: (1) to predict that
there are four major syntactic categories, when taken in
conjunction with [+N], and (2) to permit a treatment of

passive participles as unspecified for (+V].
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As concerns the second point, in section III-6.3 I argue
for a very different view of passive participles, which
replaces any neel for considering passive participles to be

verb-adjective hybrids, unspecified for [+V].

As concerns the first point, there are in fact clearly
many more syntactic categories than N, V, A, and P in English.
We can also add at least Q, Adv, Det, Infl, Comp, Conj. And A
and P are not so major that they appear in all languages.

Some languages lack English-type adjectives, or nearly so
(Swahili is a famous example). Other languages appear to lack
a separate class of adpositions, using nouns instead (the
Mayan languaées, for instance).

Further, there are two distinct categories, with very
different syntactic properties, which meet notional criteria
of adjective-hood (i.e., they typically denote physical
attributes, emotional states, etc.). In some languages,
"adjectives" (in the notional sense) are syntactically very
similar to -- even a subcategory of -- verbs; in other
languages they behave syntactically like nouns. Many
languages have both syntactic types, with a preponderance of
one or the other.10 1t appears, then, that there are at least
two syntactic categories that are notionally adjectives, one
essentially nominal ([(+N]l), as in English, and one essentially

verbal ([-N]). If so, and if both syntactic types of

10. See Dixon (1982) for a detalled notional characterization
of "adjective" and a survey of language types with regazxd
to the syntactic expression of "adjective" notions.
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adjective constitute major categories, then we have five major

categories, not four.

These are my reasons for being skeptical of the standard
[+N+V] category tetrachotomy. I do not claim that I have
proven in this brief discussion that there is no feature [(+V];
nonetheless, I do not adopt it. I do assume nouns are
distinguished from adjectives, and prepositicns are
distinguished from verbs, but I do not assume that these two

distinctions necessarily have anything in common.

I assume two majcr features, [+F], [(+N], which define
foui major classes of syntactic categorles.11 I also assume
that there are minor features that distinguish subclasses of
syntactic catégories, but I will not argue here for a
particular set of minor features. Unless a given minor
feature cuts across major syntactic-category classes, the
question of the identity of the minor features is not very
interesting. (A candidate for a minor feature which cuts
across major syntactic-category classes is that which
distinguishes nouns and adjectives. 1In section IV-3, I
examine the possibility that this feature also distinguishes

between main verbs and auxiliaries: i.e., that N:A::V:Aux.)

11. I do not assume that categories are necessarily defined by
their feature compositions. I assume that features define
classes of categories, but I leave open the question
whether it is possible for two categories to have all
feature specifications in common, yet remain distinct
categories.
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The four major classes of syntactic categories are as

foliows:
(49)
{-F] [+F]
[-N] V, A\lx, p(?) I, c
[+N] N, A, Q, Adv D

These classes appear not to be exhaustive. For example,
conjunctions like and, or, appear to be [+F], but unspecified
for [+N]l: they appear equally freely in both nominal and
verbal systems. Likewise, P seems to straddle the line
between functional and thematic elements; one might wish to

treat it as unspecified for [#F].

3.2 Functional . Selection

In this section, I would like to consider the properties

of functional categories in more detail.

The distinction between thematic and functional
categories is a very venerable one. Aristotle, in his
Poetics, makes a major category cut between complementizers,
conjunctions, etc., on the one hand, and nouns, verbs, and
adjectives, on the other. The traditional Japanese
grammarian, Akira Suzuki, in his Gengyo Yonsyu-Ron ("On Four
Parts of Speech": 1824), distinguishes four syntactic

categories: noun, vézb, adjective, and particles (case



Chapter II 64

markers, auxiliary verbs, etc.). The first three are si. the

last, gi.lz

The distinction between functional and thematic elements
is also important in psychclogy. Children acquire functional
elements later than thematic elements. Also, in certain
aphasias, the ability to process functional elements is lost,
while the ability to use and understand thematic elements

survives.

There are a number of properties that characterize
functional elements, in contradistinction to thematic
elements. Like all major grammatical distinctions, there is a
substantial gray area between thematic and functional
elements; there are thematic elememts with some properties of
functional elements, and vice versa, and some items that are
very difficult to categorize at all. This does not nullify
the distinction, howevci. And even though none of the
following properties are criterial for classification as a
functional element, that does not mean that it is false or
naive to ascribe these properties to the class of functional
elements. The properties which characterize functional

elements, then, are:
1. PFunctional elements conatitute closed lexical classes.

2. Functional elements are generally phonologically und

morphologically dependent. They are generally

12. My source on Suzukli is Makino (1968).
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stressless, often clitics or affixes, and sometimes even

phonologically null.

3. Functional elements permit only one complement, which is
in general not an argument. The arguments are CP, PP,
and (I claim) DP. Functional elements select IP, VP,

NP.

4. Functional elements are usually inseparable from their

complement.

5. Functional elements lack what I will call "descriptive
content". Their semantic contribution is second-ordcer,
regulating or contributing to the interpretation of
their complement. They mark grgmmatical or relational

features, rather than picking out a class of objects.

The final characteristic, concerning the semantics of
functional elements, is in some sense the crucial
characteristic. It is the pzoperty consistently chosen by
traditional grammarians to characterize functional elements.
Aristotle defines functional elements simply as "words without
meaning®, in contrast to thematic elements, "woxrds with
meaning". For Suzuki, the first property of a si (thematic
element) is that "it denotes something"; the first property of
a zi is that "it denotes nothing; it only attaches ‘voice of

heart' to si" (quoted in Makino (1968:12)).

"Descriptive content" -- what functional elements lack --

is a phrase's link to the world. If someone utters the word
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"ball", and there is a ball in view, the default assumption is
that that ball is being described by the utterance. This is
the sense in which the noun ball has descriptive content.
Verbs also have descriptive content in this sense. For
instance, if John hits Bill, and the woxrd "hit" is uttered, it

is clear what action is being descrxibed. On the other hand,

with the utterance of a functional element -- say, the modal
will, or the complementizer if -- it is not possible to pick

out some bit of the world in the same way. Words with
immediacy and concreteness are those with descriptive content;
they are the words that survive when language is reduced to
bare bones, as when one is attempting to communicate with a

non-speake)r of one's language.

More formally, thematic elements are roughly those which
denote a predicate of type <e,t> (i.e., functions from
entities to truth values: first-order predicates). This is
uncontroversial with regard to common nouns. Verbs, however,
are not usually considered to be exclusively single-place
predicates. Under most accounts, there are at least
transitive verbs of type <e,<e,t>>, in addition to
intransitives.13 My characterizaizion of thgmatic elements as

those with <e,t> denotations can be maintained, though, if we

13. On the other hand, predicates of type <e,<e,t>> (and
<e,<e,<e,t>>>, etc.) are first-order predicates, in
contrast with e.g. determiners, which are of type
<Ke,t>,<<e,t>,t>>: 1.e., which take predicates as
arquments. If one finds objectionable the extension of
Davidson's ideas I present immediately below in the text,
thematic and functional elements can still be
distinguished as first-order vs. second-order predicates.
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adopt a somewhat extreme form of Davidson's event semantics.
Let us assume that, as in my informal discussion, verbs are
single-place predicates over events.l4 Hit, for example, does
not denote aAx,y(x hit y), nor even ae,x,y(e is/was an event of
x hitting y) (as Higginbotham (1986b) assumes), but rather
Ae(e is/was an event of hitting). For thematic elements,
then, this view involves a complete divorcing of semantic
-arguments and syntactic arguments. No syntactic argument of a
verb is a semantic argument of it. Syntactic arguments (e.q.,
agent, patient) are related to the verb via 6-roles --
functions from events to objects. For example, the VP hit a
boy would have the denotation ae(e is/was an event of hitting
& Ix[boy(x) & Patient(e)=x1). I take @-assignment to be a
3;p1ace syntactic relation, holding among a #-assigner, a 6-
receiver, and a 6-role. In general, the denotation of any
phrase-marker of the form (5 b cl, where Theta(b,c,0), is

Ae(EIbl(e) & @(e)=fc}) .13

In contrast to thematic elements, functional elements
take predicates as arguments: they are functors. Following
Higg!inbotham (1985), we may assume that Infl is an existential

quantifier over predicates of events. The denotation of an

I-bar [I VP] is true iff 3e(IVPI(e)). In similar fashion,

14. In a very broad sense of "event", which means something
closer to "situation" than "event" in the usual sense. 1In
particular, 1 assume that stative verbs and the like
denote events, in the intended sense of "event".

15. There are a number of matters I am glossing over. I give
a formal, and much more detailed, account in Abney (in
preparation).
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determiners take two predicates as arguments; the
characterization of determiners (specifically,
quantificational determiners) as relations between sets is
from Barwise and Cooper (1981), cf. Higginbotham & May (1980).
The denotation of the noun phrase the boy, for instance, is
AX[XNY (boy' (y))=9(boy'(y))], if I9(boy'(y))!=1, undefined

otherwise.

3.3 Two Notions of Command

Before I turn to a preliminary consideration of the
"second half" of the DP hypothesis -- i.e., that determiners
occupy the position of D -- I would like to discuss one
agvantage that accrues to the DP hypothesis simpliciter. The
DP-analysis allows us to re-unify the notion of c-command.
For most purposes, the definition of c-command which is
required is one in which the c-domain of a node is the first
maximal category which dominates that node. But with respect
to binding in the noun phrase, a simplified version of
Reinhart's (1978) original "branching node" definition is
necessary. Consider the noun phrases of (50).

(50)

a. [q picture of himself] 1
b. The city's [g destruction t ] !
c. His [g picture of himself] '
d. Its [4 destruction t ]

e. *Himself's (4 pictuze of himself]
f. *Himself's [q4 destruction t]

If we assume the "maximal category" definition of c-command,

and assume that @ is not maximal, the subject and object
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positions mutually c-command. So we would expect that (a),
John's picture of himseif, would violate Condition C of the
binding theory, as the r-expression John is c-commanded and
bound by himself. Similarly, his picture of himself should
violate Condition B, and (e) and (£) should argﬁably be good,
with each anaphor binding the other. For this reason, Chomsky
1986a adopts two command relations: c-command, with the
“Branchlng node" definition, and m-command, with the "maximal
category" definition. We can avoid this dQuplication of
relations 'by supposing, as in the DP-analysis, that a is in
fact maximal. Then a noun's complement would fail to

m-command its subject, as desired.

It is conceptually disagreeable to have one general
notion of command -- m-command -- and another special notion
of command for binding theory, solely to be able to account
for binding in the noun phrase. But matters are in fact worse
than this. Consider again these adjunct control examples from
section 1:

(51)

a. John criticized Billy after hisj talk
John's criticism of BRilly after hisjy talk

b. *John criticized Billjy after PRO4 talking
*John's criticism of Billy after PRO4 talking

We can account for this paradigm if we assume that the
after adjunct is attached high enough that the coindexed
elements, Bill and his, or Bill and PRO, do not c-command each
other. This does not prevent the pronoun from taking Bill as

antecedent, but it does block control of PRO by Bill (51b).
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Control of PRO is possible only when the antecedent c-commands

PRO.

Undexr the standard analysis, this entails that c-command,
not m-command, is the requisite notion of command, inasmuch us

we can attach the after adjunct no higher than daughter of NP,

in which case the only node intervenrning between Bill and PRO

is N-bar.

This is problematic because it would predict that it
would be impossible for a direct object ~f a verb to control
an adjunct within VP. In the structure (52), NP does not

c-command IP; hence control should be blocked:

(52)
vP
/ A\
v IP
/ \
V NP

But there is reason to believe that control is in fact not
blocked in this configuration. Consider the following

examples:

a. Ij gave the gun to Mugsyj PROj to get rid of it
b. I; gave the gun to Mugsyj PROj to get rid of it

c. *I; gave the gun to Mugsyj PRCy to get rid of

d. Ij gave the gun to Mugsyj PROj to get rid of

We can account for this paradigm by assuming there must be
mutual c-command between the controller and the adjunct. When
there is no operator, the adjunct can attach either under IP

(53a) or under VP (53b), with corresponding differences in Lhe
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identity of the controller. When the object positloﬁ is bound
by an empty operator, on the other hand, there must be mutual
c-command between the adjunct and the antecedent of the empty
operator, viz., the gun. Hence, only the VP attachment is

avallable, and (53¢c) is ungrammatical.

If the adjunct is under VP, however, it is still an
adjunct, and for that reason cannot be under V-bar. Thus we
are brought to the conclusion that (53b) and (53d) havce Lhe
structure shown in (52), with control between the object and
the adjunct. This conclusion runs directly cuunter to the |
hypothesis that the subject-object assymetry in control in the
noun phrase (51) is to be accounted for by attaching the
adjunct outside N-bar. It is perfectly compatible with the
DP-analysis, however, where the uniform definition of command
is in terms of maximal projections, and "N-bar", but not v-

bar, is a maximal projection.

3.4 Det as Head

In this section, I would like to consider, in a
preliminary way, the hypothesis that the determiner is the

lexical instantiation of D.

The primary motivation for putting determiners in the
position of D is to allow us to maintain a general,
restrictive version of X-har theory. First, it is widely

assumed (in GB circles) that phrase structure rules should be
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entirely eliminated. If we eliminate the phrase structure
rule (54): |
(54)
ve --> { §8¢ } nN-bar
we must explain what constrains the determinex to appear in
the position it occupies, i.e., under the standard analysis:
(55)
NP
/ \
DET N'
POSSR I\
N COMPL
In current GB-theory, an account for the distribut .on of
some eclement @ generally takes the following form: a appears
cnly where it is licensed. It is licensed minimally by some
semantically-interpreted relation it bears to some other
element -- #-assignment is the quintessential such licensing
relation. Additional relations may impose additional

restrictions.

There is apparently a selectional relation between the
determiner and noun, that provides a likely candidate for the
licensing relation that determines the distribution of
determiners. Determiners only occur in noun phrases,16 and

nouns often require a determiner {e.g., singular count nouns).

16. With some exceptions. That, for instance, also occurs in
AP's: that big. But it is sufficient here that there
exist determiners, such as the, every, which only appear
in noun phrases.
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The question is then the nature of the relation between
determiner and noun. We might assume that N selects Det

(alternatively, DetP):

(56)
NP
/ \
Det(P) N'
L 3 |
t----N

The only real models we have for such a relation are the
relation between I and its subject, or that between C and its
'subjeét (following Fassi Fehri (1980), Chomsky (1986a), in
assuming that fronted wh-elements occupy Spec of C). However,
N clearly does not 6-assign Det(P), nor is there any likely
source for a movement which lands Det(P) in Spec of N. 1If
determiners were "subjects" of N, we Qould expect e.g. that
paw to be interpreted as if it were *that's paw. But

aeterminers are neither argquments nor adjuncts.

Another possibility is that Det(P) modifies N, and
selection is iméosed via this modification relation (i.e.,

Det(P) is only capable of modifying N's):
(57) v

Det(P) N!
| |
te-M--+ N
This would put Det(P) on a par with adjective phrases.

Determiners differ from adjectives in important ways, however.

Adjectives, even in prenominal position, clearly head full
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phrases, as is evident from the fact that they take their own
specifiers:
(58)
a [app nearly as devastating] attack
DetP never contains any material except Det. Corresponding to
this, AP's appear in positions other than the prenominal
position: postnominally, as complement of be, seem, etc., as
heads of small clauses. Some Det's never appear outside of
the noun phrase -- e.g. the, a -- and others, when they stand
alone, behave exactly like noun phrases:
(59)
[petp that] was a nice idea
I would like [petp somel
John thought about [petp thosel

This last fact suggests that DetP in fact is the noun
phrase. This leads us to a third hypothesis, that Det selects
a projection of N, not vice versa:
(60)

DetP

/ \
Det --+ NP

In this case, there is a ready model for the relation between
Det and NP, namely, f-selection. Det has all the properties
of a functional element. It constitutes a closed lexical
class, it ls.often phonologlcally weak, and inseparable from
its "complement" (e.g., the and a), and it lacks "descriptive

content®". If Det belongs to the same class of elements as
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Comp and Infl -- as it certainly appears to -- the minimal
assumption is that it is licensed by the same relation, viz.,
g-selection.l? The analysis (60) allows us to account for the
licensing of Det without inventing a new kind of relation; the

licensing of Det generalizes with tlat of Infl and Comp.

There are further X-bar theoretic considerations that
make the Det-as-head analysis attractive. First, D is no
longer defective with respect to X-bar-theory, but projects a
phrasal node, and takes a complement, like other categories.
This is in keeping with the analysis of I and C which has
emerged in recent years (see Chomsky 1981, Stowell 1981,
Chomsky 1986a), in which I and C are taken to participate
fully in the X-bar system. In fact, the Det-as-head analysis
is almost forced if we wish to suppose generally that "non- |
lexical" categories are not defective with respect to X-bar

theory.

Another X-bar theoretic advantage of the Det-as-head
analysis is that determfner and possessor no longer appear in
the same position. There is a tendency in current views of
X~-bar theory toward the position that there are x90 positions,

on the one hand, and X™@X positions, on the other, and the two

17. I am being a little sloppy here in my use of the word
"license". Technically, Det is not licensed by NP under
the analysis (60); rather, NP is licensed by Det. Det is
licensed by being the head of DetP, which is now the noun
phrase, and licensed in the ways that we have always
assumed noun phrases are licensed. Det is "licensed" by
f-selection only in the sense that the analysis (60)
provides a place for Det in the network of licensing
relations.
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are completely disjoint. In the formulation of the X-bar-
schema given in Stowell 1981, the Spec position (like
complement positions) can only be filled with maximal
projections, not X0's. An X0 cannot £i1l an X™X-position,
and vice versa. This separation of X0 and x™@X positions is
preserved and strengthened in Chomsky's recent work: an XMaX
can substitute only into an X™3X position, and an X™3X can
adjoin only to an X™X, putatis mutandis for X0. The Det-as-
head analysis allows us to adopt this strong version of the X-
bar schema, without confronting us with the embarassing

question of why DetP never contains any material except Det.

With regard to complements and specifiers, we now have a
very symmetric system. Only functional categories (i.e., C, .
I, D) freely have (overt) subjects:18 *({;p (John) [yp was Bill
seenl]], *[pp (John's) [yp Bill ('s) picture]]l -- if we assume
that only functional categories can host AGR, this fact is
immediately accounted for. All and only subject positions are
landing sites for movement, where substitution is involved:
(cp who [1p Bill saw tl], [yp Bill [yp was seen tl], [pp the

city's [(yp destruction t]l.

Another factor which makes a parallel syntactic treatment
of Det and Infl attractive is their semantic similiarity. The

function of the determiner is to specify the reference of a

18. The qualification "freely" is meant to exclude cases where
ECM into, say, Spec of AP or Spec of PP (under Stowell's
(1981, 1982) account of small clauses) permits subjects to
(exceptionally) appear in these categories.
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noun phrase. The noun provides a predicate, and the
determiner picks out a particular member of that predicate's
extension. The same function is performed in the verbal
system by tense, or Inflection. The VP provides a predicate,
that is, a class of events, and tense locates a particular
event in time. In Higginbotham's terms, Infl binds the VP's
evant place, in the same way that the Determiner binds 