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Abstract

The central purpose of this study is to present specific
syntactic and semantic analysis of that area of grammar known
as the grammar of focus. In particular, the thesis presents
a specific grammatical analysis of the syntactic and semantic
inter-relations which hold between pseudo-cleft sentences,
cleft sentences, and non-clefted sentences. It is argued that
pseudo-cleft sentences derive from two syntactic sources. Ore
source is a transformational source, in which the phrase mark-
er for the corresponding non-clefted sentence is incorporated
into the deep phrase marker for the pseudo-cleft sentence.

The other source is a source in the base (specifically the
base expansion NP-be-NP), in which pseudo-cleft sentences are
generatced in essentially their surface form. It is argued
that no semantic ambiguity can be associated with this duality
of source, and hence, an unambiguous surface structure may
derive from more than one deep structure source. With regard
to cleft sentences, it is argued that these derive syntactical-
ly from pseudo-cleft sentences. Finally, a specific semantic
notation is proposed to represent focus-presupposition rela-
tions. It is shown that corresponding pseudo-cleft, cleft,
and non-clefted sentences receive identical representations

in this notation, even though their deep structure represen-
tations are formally distinct. It is further shown that the
semantic notation developed for focus-presupposition relations
has uses in other areas of the grammar, specifically, that
interpretive principles for anaphoric expressions utilize

this notation.
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INTRODUCTION

The central purpose of this study is to present specific
syntactic and semantic analyses within a particular area of
English grammar, namely that which we can label as the 'gram-
mar of focus'. This term is intended to delineate an area of
grammar which has to do with the partitioning of a sentence
into portions which are 'prominent', "novel', 'emphasized’,
and so forth, as opposed to portions which are 'presupposed’,
'assumed', or 'anaphoric'.

In particular, this area of grammar has to do with sets
of sentences such as the following:

(1) what caused the greatest devastation.in the l4th

century was the plague.

(2) It was the plague that caused the greatest devasta-

tion in the 1l4th century.

(3) THE PLAGUE caused the greatest devastation in the

14th century.
Such sentences are intuitively judged as being quite similar
and related in various ways. Each.of the sentences above has
the same constituent as its focus, namely the constituent

the plague. This constituent, in each sentence, is understood
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as being semantically prominent, or novel (in a sense made
more precise in Chapter 3), with respect to the surround;ng
material. The reméinder of the material in these senteh;es
is said to be 'presupposed' or non-prominent.

In this study we investigate the syntactic and semantic
inter-relationships which hold among sets of sentences such
as (1), (2), and (3). The most important task of this thesis
is to present concrete and specific grammatical analysis of
these grammatical inter-relations. The work presented in
this study falls naturally into two parts.

In the first half of the thesis we present a syntactic
analysis of pseudo-cleft and cleft sentences. In Chapter 1,
the syntactic derivation oprseudo-cleft sentences is dis-
cussed. We attempt to show that pseudo-cleft sentences {such
as (1)) are syntactically related to non-clefted sentences
(such as (3)), and that a theory of pseudo-cleft sentences
must provide for deep structure representations of pseudo-

cleft sentences which incorporate the phrase markers for the

corresponding non-ciefied sentences. In this regard, we fol-
low Bach and Peters [1968] and Chomsky [1967]. While any
theory must express a syntactic relation holding between
pseudo-cleft sentences and non-clefted sentences, we go om to
argue that pseudo-cleft sentences also derive from a second,

independent source within the grammar, namely, a base
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expansion of NP-be-NP. Thus, it emerges that pseudo-cleft

sentences are in some ways syntactically independent frogl
non-clefted sentences, arnd we present positive evidence'for
this position. Finally, two transformational theories of
pseudo-cleft sentences are compared (i.e. that of Bach and
Peters [1968] and that of Chomsky [1967]), and we argue in
favor of so-called 'extraction analyses'.

In Chapter 2, we argue that pseudo-cleft sentences and
cleft sentences (i.e. (1) and (2)) must be syntactically re-
lated. It is proposed that cleft sentences derive syntac-
tically from pseudo-cleft sentences by a rule which extra-
poses the initial clause of the pseudo-cleft sentence. Thus,
it emerges that the syntactic inter-relations holding between
sentences (1), (2), and (3) are expressed by deriving (1) from
(3) (in the sense that the phrase marker for (3) is incorpor-
ated into the deep structure phrase marker for (1)); and by
deriving (2) from (1).

Throughout the first half of the thesis, the evidence
presented for specific syntactic analyses is formal in nature,
i.e. it is evidence from the formal shape of sentences, rather
than evidence from meaning, as such. In particular, the evi~
dence consists in arguments from syntactic distribution, for
example, arguments dealing with syntactic agreement patterns,

distribution of derived phrases, and.so forth.



13
In the second half of the thesis we investigate the seman-

tic inter-relationships holding between pseudo-cleft, clgft,
and non-clefted sentences. In Chapter 3 we begin with a con-
sideration of semantic ambiguities in pseudo-cleft sentences,
concluding that there are no semantic ambiguitieshwhich can
be associated with the dual source for pseudo-cleft sentences.
We then proceed to a discussion of the semantic representation
of sets of related clefted and non-clefted sentences. The
primary task of Chapter 3 is to develop a semantic notation
for focus-presupposition relations and to show how sets of
sentences such as (1), (2), and (3) are assigned identical
focus-presupposition representations within this notation.
We follow the general approach first outlined by Chomsky
[1969], i.e., an approach in which focus-presupposition rela-
tions are determined by semantic interpretive rules operating
on the level of (phonetically interpretad) surface structures.
It emerges that sets of sentences such as (1), (2), ard (3)
are assigned identical semantic representations, even though
their syntactic deep structure representations are not identi-
cal.

Finally, in Chapter 4, we disecuss ways in which the se-
mantic notation developed in Chapter 3 can be extended to
other parts of the grammar. Specifically, that chapter deals

with semantic interpretive principles for anaphoric



14
expressions, and we attempt to show that the notation for

focus-presupposition relations plays a crucial role in the
interpretation of certain anaphoric expressions.

While the primary purpose of this thesis is to present
specific grammatical analysis for a range of data, some of
the work presented here has direct bearing on certain theore-
tical issues of current interest. The theoretical framework
adopted in this thesis is that which has been discussed and
developed in particular by Chomsky ([1967], [1969], [1970]),
Jackendoff ([1969]), and Emonds ([1970]), and whica has come
to be labeled generally as the 'Interpretive' framework.

There are two specific theoretical assumptions of this
particular framework which are of relevance for this study:

I. There is a level of syntactic deep structure, inde-
pendent of semantic representation. In particular,
this is the level which is formed by the rules of
the base, which forms the output of lexical inser-
tion rules, and the input to transformations.

II. The level of syntactic surface structure is available
as an input for semantic interpretive rules, and thus
the semantic representatign of sentences is not de-
fined exclusively by the level of deep structure.

Confirmation of I, above, is fbund in the derivation of

pseudo-cleft sentences. We attempt to show that the pseudo-
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cleft can derive from two syntactic sources, and further that
no ambiguity can be associated with this duality of source.
Hence, an unambiguous sentence can derive from two formaliy
distinct deep structures. This is consistent only with a
theory in which deep structure representations are distinct
from semantic representations. (For recent work dealing with
the notion of deep structure, see S.R. Anderson [ forthcoming,
b] and P. Culicover [1970].)

Notice, incidentally, that the claim that an unambiguous
sentence can have more than one deep structure source does
not represent a departure from standard transformational
theory. For example, within the framework developed by Katz
and Postal [1964], it is logically necessary to assign to an
ambiguous surface structure more than one deep structure re-
presentation (the number of sources being equil to the number
of possible sources). This is simply a consequence of the
assumption that the semantic interpretation of a sentence must
be explicitly and discretely represented in the deep structure
phrase marker, and that only this level determines semantic
interpretation. However, the converse is not true. Even
within the Katz-Postal framework, LF is logically possible
for an unambiguous surface structure to derive from more than
one deep structure, each deep structure source being formally

distinct. This is because within that framework the level of
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syntactic deep structure is distinct from the level of‘seﬁan-
tic representation, and therefore there exists a logical
possibility that semantic interpretive rules can assign the
same semantic readings to formally distinct deep structure
phrase markers. We argue that this logical possibility is in
fact instantiated in the case of pseudc-cleft sentences.

Turning now to theoretical assumption II above, through-
out Chapters 3 and 4 we argue for interpretive principles
which operate on s urface structures. In Chapter 3 we present
arguments that focus-presupposition relations must be deter-
mined on surface structures: i.e., that the relevant generali-
zations are surface structural generalizations in the sense
that the focus-presupposition relaticns of a sentence are
determined by the surface derived phrase structure of a sen-
terce, as well as various factors of intonation. In Chapter
4 we present arguments that interpretive principles for ana-
phoric expressions must operate on surface structures as well,
since these must make crucial use of focus-presupposition re-
lations.

While the work in this thesis is approached from an In-
terpretive point of view, it is not our purpose to present
negative arguments against other possible alternatives. 1In
particular, this thesis is not inteﬁded to constitute a criti-

cism of the theoretical position which is known as "Generative
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Semantics" (cf. Lakoff [1969]). It is not clear =zt this time

whether in fact the twec approaches represent genuine alte;na-
tives or merely variants of some sort (for discussion of'éhis
issue, see Chomsky [1970]). Therefore, it must be emphasized
that the central purpose of this thesis is to present facts
which any theory must account for, and to present analyses

which all theories must adopt in some form.



18

CHAPTER 1

THE SYNTACTIC DERIVATION OF PSEUDO-CLEFT SENTENCES

1. Terminology

We take the term pseudo-cleft to refer to the class of

copula constructions of the following sort:

(D

(2)

a‘

b.

The one Nixon chose was Agnew.

The thing which Herman bought was that tarantula.
The place where he finally ended up was Berkeley.
The time at which John arrived was 5 o'clock.

The reason Fillmore sent Perry was to exploit the
Japanese.

The way he did that was by using a decoder.

1

Who Nixon chose was Agnew.

What Herman bought was that tarantula.

- Where he finally ended up was in Berkeley.

When John arrived was at\S o'clock.
Why Fillmore sent Perry was to exploit the

Japanese,
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f. How he did that was by using a decoder.

The initial relative clauses of (1) have full lexical heads,
while those of (2) do not have lexically realized heads."We
refer to the clauses of (1) as "bound" relatives, and those
of (2) as '"free" relatives. In each case we refer to the
post-copular constituent as the focus of the pseudo-cleft,

and the post-copular position as the focus position.

The essential feature that distinguishes pseudo-cleft
sentences from other copula constructions is that the initial
clause of the pseudo-cleft contains what is essentially a
semantic variable, a semantic 'gap' which must be 'filled' or
specified by the focus item, In this respect, pseudo-cleft
sentences are related to WH questions and their answers,
which also enter into a relation of specification. Notice
that sentences such as those of (1) contain relative clauses
whose heads function as variables ranging over given semantic
classes. Thus, one acts as a variable ranging over the class
of humans, thing ranges over the class of inanimates, and so
forth. In the sentences of (2), the WH words of the free
relatives function as semantic variables, again ranging over
appropriate classes. The focus item must specify a value for
the variable of the clause, and it thus follows that the focus
item must belong to the appropriate éemantic class, i.e., the

class represented by the variable.



. 20
Related to this is the fact that pseudo-cleft sentences

enter into paraphrase relationships with non-clefted sen-
tences, in the sense that if the variable of the clause wére
replaced by the focus item, a well-formed sentence should
result. For example, sentences such as (1) and (2) have
paraphrases of the following sort:2

(3) Nixon chose Agnew.

(4) Herman bought that tarantula.
(This parallelism with non-clefted sentences has in fact been
taken as the central fact to be accounted for in transforma-
tional analyses of pseudo-cleft sentences.) In sum, a
necessary characteristic of the pseudo-cleft is the existence
of a semantic variable (or 'gap') contained in a free or
bound relative. Further, this variable is specified by the
focus item, and in this way the pseudo-cleft is analogous in

function to question-answer pairs.
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2. Motivations for a Transformational Amnalysis of Pseudo-Cleft

Sentences

As we have mentioned, grammarians have viewed the para-
llelism between pseudo-cleft and non-clefted sentences as the
central fact to be accounted for in the analysis of pseudo-
cleft sentences. For example, Bach and Peters [1968] in
presenting their analysis discuss sentences such as:

(5) a. What John counted was the pigeons.

b. John counted the pigeons.
They note that both sentences are understood to have the same
grammatical relations, and that violations cof selectional
restrictions in one will be matched in the other (e.g., the
impossibility of a singular count noun as the object of
count). Bach and Peters go on to make the claim that whatever
can fit into the frame (6a) can also fit into the frame (6b):

(6) a. What John counted was ____ .

b. John counted ___ .
The distribution of items in post-copular position is thus
held to be a function of the distribution of these items in
non-clefted sentences. Bach and Peters go on to state:

(7) "...it is clear that in any Eheory with a modicum

of explanatory adequacy the mést highly valued

grammar compatible with these data will assign
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to a pseudo-cleft sentence a deep structure con-
taining a phrase marker closely resembling the -
deep structure of the corresponding unclefted
sentence."

part of the motivation for (7) consists in arguments
from similarity of grammatical relations and selectiomnal
restrictions. However, arguments of a more interesting sort,
which go beyond similarity of grammatical relatioms, have
also been advanced. The arguments in question are based on
the observation that in certain pseudo-cleft sentences there
is a grammatical dependence, or grammatical connectedness,
between the focus item and the initial clause.

Consider, for example, arguments based on the distribu-
tion of reflexive pronouns, which have been presented by
J.R. Ross [class lectures], and Bach and Peters [1968].

Take the following sentences:

himself

(8) a. What John did was wash § *him .
*herself
*himself
b. What John wants Mary éb do is wash { him
| herself

(Starred forms indicate impossibility of coreferentiality

with some item in the preceding clause.) The distribution
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of reflexive forms in (8a-b) is parallel with the distribu-
tion of such forms in non-clefted sentences, such as:
himself
(9) a. John washed { *him .
*herself
*himself
b. John wants Mary to wash | him
herself
To capture this fact, analyses proposed so far (Chomsky
[1967], Bach and Peters [1968], J.R. Ross [class lectures],
Emonds [1970]) meet the condition specified in (7), i.e. the
pseudo-cleft deep structure for sentences such as (8) contains
an embedded phrase marker for sentences such as (9). In this
way, such theories express the generalization that the
distribution of reflexives in pseudo-cleft and non-clefted
sentences is governed by the same principles. In this sense,
then, we use the term 'grammatical connectedness': the
appearance of reflexive pronouns in pseudo-cleft sentences
such as those of (8) is not arbitrary or independent of any-
thing else within these sentences. Rather, the distribution
of such forms is 'governed' by the ;nitial clauses. To
capture this fact, a transformationai analysis which meets
condition (7) is required.3

If we were to assume otherwise, i.e., that pseudo-cleft
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sentences bear no transformational relationship to non-clefted

sentences, it would then be costly to account for the facts
manifested in (8). First we would note that the reflexiviza-
tion rule (or principle) which operates within single clauses
could not operate on sentences such as (8), since the reflex-
ive pronoun is dominated by a different S node than its
antecedent. Therefore., some extension of the rule would be
necessary. However, such an extension of the rule would be
'merely a restatement of the rule with some ad-hoc provision
added to allow reflexives to appear in pseudo-cleft sentences'
(i.e. to allow the copula to intervene between the reflexive
and its antecedent). This is the case simply because the
facts of (8) and (9) are completely parallel.

Such distributional arguments can be extended in various
ways. For example, consider the interaction of the distribu-
tion of reflexive forms with the distribution of derived
phrases in focus position:

(10) a. What John is is eager to please (himself).

b. What John is is easy to please (*himself).

We note that derived surface phrases may appear in focus
position, which in itself presents broblems for a theory
which would generate pseudo-cleft seﬁtences completely
independently of non-clefted sentences.4 Further, one would

be faced with the problem of accounting for the fact that the
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reflexive may appear in (10a) but not in (10b). However,

theories which adhere to principle (7) have a natural account
for sentences such as those of (10), since the pseudo-cleft
deep structure would incorporate the phrase markers for the
following non-clefted ~~ntenc s:

(11) a. John is eager t. please (himself).

b. John is easy to please (*himself).

These would be represented with phrase markers of roughly the
following form:

PRO
(12) a. [ John be eager [John please 1 1
John

b. [ [PRO please John] be easy ]

These would be first subject to operations which would map
them onto sentences such as (11), and these in turn would be
subject to some sort of clefting operation. In this way,
the facts of (10) and (11) would be accounted for in a
unitary fashion. For such reasons, then, a transformational
analysis of pseudo-cleft sentences is motivated.5

The fundamental claim embodied by a transformational
analysis is that restrictions on pseudo-cleft sentences are
parallel with restrictions on non-clefted sentences. This
claim, however, needs to be qualified somewhat at the outset,
in that not all restrictions on pseudo-clefts are related to

restrictions in non-clefted sentences. In particular, since
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pseudo-cleft sentences contain relative clauses, they-are
bound to restrictions on relatives. For example, considerx
the following:

(13) a. *What I forced was Bill to leave.
b. *What I forced Bill was to leave.
c. What I forced Bill to do was leave.
The ungrammaticality of sentences such as (13a) and (13b) has
nothing to do with the specific transformational derivation
of pseudo-cleft sentences, but is a consequence of the fact
that in any event there are no relative clauses of the
following form:
(14) a. *What I forced.
b. *What I forced Bill.
The facts of (13) and (14) are naturally related to facts
concerning the distribution of pro-forms:
(15) a. *I forced something.
b. *I forced Bill something.
Therefore, we must recognize at the outset that not all
restrictions on pseudo-cleft sentences can be related to

restrictions on non-clefted sentences.

.
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3, Transformational Theories of Pseudo-Cleft Sentences

3.1. The Extraction Theory. The transformational

analysis of pseudo-cleft sentences which we adopt in this
study is that proposed by Chomsky [1967] and Emonds [1970],
which we refer to as the Extraction Theory.6 The essential
festure of this analysis is that the focus position is empty
at the deep structure level, and is filled by the extraction
transformation, which operates on an embedded clause. For
example, the deep structure for sentences such as (16) would
be (17) (taken from Chomsky [1967]):

(16) a. What John read was a book about himself.

b. What John did was read a book about himself.

(17) S

fi////77§<::\\\\\\~ be PTed
that NP Aux }rl\ A
John past |V NP2

read & book /}EL\\
about John
(The symbol Pred is here used merefy as an abbreviation for

the various category nodes which can appear in this positionif

The rule which forms the pseudo-cleft sentence is a rule which
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extracts a major constituent of the embedded sentence (e.g.
s, NP, VP, PP), and places this constituent in the position
of the empty A, leaving behind an appropriate pro-form in the
place of the extracted constituent.

To take an example, let us consider the derivation of
the sentences of (16). First, on the level of 82 of (17),
the reflexivization rule (or principle) operates to 'reflex-
ivize' the second occurrence of the NP John, thus giving for

52 John resd a book about himself. On the S1 cycle two rules

of relevance must apply, namely the Extraction Rule and then
WH-Fronting, in that order. For (16a), the extraction rule
applies to 82 by extracting NPZ, placing it in the position
of the empty predicate A, and leaving in its place a pro-form
what (i.e. WH + it). This leaves us with the following
intermediate structure:

(18) [[ it [that-John-do-WH+it]] be

VP[read a book about himself]VP ]
Again, the WH-fronting rule applies on the initial clause,
forming (16b).

It should be remarked that we assume a theory of
relativization discussed by Emonds [1970] and Bresnan [1970].
within this theory, it is assumed that the introductory that
of relative clauses is the complementizer that which intro-

duces propositional complements of certain verbs (cf. Bresnan
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[1970] for discussion). Secondly, following Emonds [1970],
it is assumed that relativization is carried out in stages,
in two possible ways. One possibility is that the NP to be
relativized (which is marked by WH) is first pronominalized.
After it has been pronominalized, the WH fronting rule moves
it to the front of the sentence, replacing the complementizer
that. The second possibility is that the NP to be relativized
is simply deleted, resulting in relative clauses introduced
by that. As an example of a derivation of relative clauses,
consider the following (from Emonds [1970]):
(20) a. Deep Structure
The friend [that-I spoke to WH-friend] drove away.
b. Removal of NP by relativization, with optional
pronoun left behind
A. The friend [that I spoke to WH-him] drove away.
B. The friend [that I spoke to ] drove away.
c. WH-fronting in A of either NP or PP dominating
pronominalized NP
A. The friend [who I spoke to] drove away.
B. The friend [to whom I spoke] arove away.
Note that the operation of the Extraction Rule produces
similar results, as Emonds points ouﬁ. That is, the rule
removes an NP from an embedded clause, leaving behind a pro-

form, which we assume is marked as [+PRO, +WH]. The pro~form
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is then fronted, and replaces the complementizer that.

Furthermore, there are cases (which we discuss later) where
the Extraction Rule removes a constituent from the embedded
clause and leaves no pro-form behind, leaving a clause intro-
duced by the complementizer that.

The Extraction Rule itself must be stated as a schema,
since it extracts any major constituent of the embedded
sentence:

(21) Extraction Rule:

[ gL X-A-Y]g be [2]] =

[ gl X - [+PRO,#WH] - Y ]g be [ A ] ]

A must be a constituent; owever, this condition need not be
stated on this particular rule, since we restrict movement
rules in general to operating only on constituents. Hence,
this general condition insures that only constituents will

be affected.

3.2. The Deletion Theory. Another analysis of pseudo-

‘
cleft sentences which has been proposed recently is that of

Bach and Peters [1968] and J.R. Ross [class lectures], which

we refer to as the Deletion Theory. The essential feature of
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this theory is that the predicate position is filled in deep
structure with a full sentence, a portion of which must be’
deleted to leave behind the focus constituent. For example,

consider the following deep structure:

NP VP
NP S be NP
//\ /\ 3
the thing NP VP it S
/\ /\
John V NP NP ’/////yg\\\\
read something John T NP
/\
read a book about
himself

In this analysis, there is an initial bound relative (with
thing as its head), with an NP dominating a sentence in focus
position., The rule which forms the pseudo-cleft is a deletion
rule, which deletes all eiements of S3 which are identical

with the non-pro-form elements of Sz. Bach and Peters state

the rule thus [1968, p. 9]:

(23)

the thing [ that X Y ]g Aux be it # [g X' NP Y']g #
1 2 3 4 5 6 7 8 9
1 2 3 4 ¢ ¢ 7¢ ¢
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In the case of (22), the items John and read of S3 are deleted
under identity with these items in Sz.

We will discuss the relative merits of fhe Extraction
and Deletion theories in section 6. The point tc be made
here is that there is good motivation for a transformational
theory of pseudo-cleft sentences which meets condition (7)
(i.e. which incorporates into the pseudo-cleft deep structure
the phrase marker.for the corresponding non-clefted sentence),

and that both the Extraction and Deletion theories meet this

condition,

4, Pseudo-Cleft Sentences as Base-Generated Structures

We have attempted to show that a theory of pseudo-cleft
sentences must allow for a transformational derivation of
the sorts discussed in‘the last section. We will point out
here that pseude-cleft sentences have also a second source
within the grammar, and that there is no non-ad hoc way of

.
preventing pseudo-cleft sentences from deriving from two

sources. We refer here to pseudo-cleft sentences as base-

-generated copula constructions.
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Among the copula constructions in English, there are, in
particular, constructions such as the following:

(24) a. Clark Kent is Superman.

b. The man I know is the man who robbed the bank.
c. My problem is my low income.
The grammar must provide a source for such sentences, and
there is no simpler source than the basic structure
[ NP - be - NP ]. This syntactic structure is also the
source for sentences such as:
(25) a. He is a doctor.
b. He is a fool.
(The difference in interpretation between sentences such as
(24) and (25) is discussed in Chapter 3.)

If constrﬁctions suc.s as (24) are basic structures, then
there is no way to prevent pseudo-cleft sentences from being
generated in the base; for example, pseudo-cleft sentences
such as:

(26) What I cooked was the spaghetti.

Both underlined phrases are dominated by the node NP, and can
appear in positions where any NP can. In particular, free
\

relatives such as the initial clause of (26) appear in all NP

enviromments:

(27) a. I threw away what John cooked.
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b. What John cooked was believed to have been

eaten by Bill.

c. What he cooked was lumpy and cold.

d. What I threw out was what John cooked.

Therefore, if the base contains the expansion [ NP - be - NP ],
then pseudo-cleft sentences are generated by the base.8

This situation raises certain questions as to how
deviant sentences are to be blocked. Compare, for example,
the following two sentences, both of which could be syntacti-
cally generated by the base structure [ NP - be - NP ]:

(28) a. What I cooked yesterday was Hemingway's

favorite Italian dish.
b. *What I c;oked yesterday was Hemingway's suicide.

We ask, then, how sentences such as (28b) are to be blocked.
Within a transformational derivation, of course, sentences
such as (28b) could not be generated, since (28b) would con-
tain in its deep structure a phrase marker for the deviant
sentence:

(29) *I cooked Hemingway's suicide.
Because of violations in selectional restrictions, sentences
such as (29), and therefore (28b), age blocked. Thus, the
transformationsl analysis relates the ungrammaticality of
(28b) with that of (29).

We must note, however, that this ekplanation won't do
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for other cases, where the transformational analysis fails to
capture certain parallels. Specifically, that analysis fails
to capture the similarity bwtween (28b) and the following,
(30):

(30) *The food was Hemingway's suicide.

Sentences such as (30), obviously, do not undergo a clefting
operation, but must be marked as deviant by the grammar in
any event. Furthermore, whatever mechanism marks (30) as
deviant will also mark (28b) as deviant.

The deviance of (28b) and (30) has to do with the fact
that the semantic composition of the two NP's connected by
the copula is in conflict. Consider, for example:

(31) *The man over there is the woman that I know.

We understand this sentence to be odd in certain ways, and

we know that it fails as a specificatiomal statement.9 This
is due to the contradiction arising in equating a noun phrase
with the semantic information [Male] with a noun phrase with
the semantic information [NonMale]. The noun phrases in a
specificational statement must necessarily 'agree' in their
semantic features. Specifically, the noun phrases in question

4
must be non-distinct with respect to all those semantic

features which play a role in selectional restrictions.lo

To take the example of (30), note that the NP food has

the semantic marking for concreteness, while the NP
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Hemingway's suicide has the semantic marking for abstractness.

The distinction concrete/abstract plays a role in selectional
restrictions, and therefore the two NFPs in a sPecificatidnal
statement must agree with respect to this feature. Since
they do not in (30), the sentence is ruled out.

We should emphasize here that features which play no
role in selectional restrictions need not agree:

(32) A man that I saw yesterday is the man who robbed

the baunk.

Even though oae NP is syntactically indefinite and the other
syntactically definite, this is a semantically well-formed
sentence. Note, in addition, that the syntactic distinction
indefinite/definite plays no role in selectional restrictions.

Returning to sentence (28b), we now note that it can be
blocked in just the manner that (30) is blocked. Let us
assume that the deep representation of the what-clause of
(28b) is [ I - cooked - [+PRO,+WH] ]. Following Katz and
Postal [1964, pp. 81=-84], we assume that the reading of a
pro-form is composed of whatever semantic information it may
possess as an independent lexical item, along with semantic
information which it acquires from' the context in which it
is found. That is, Katz and Postal propose that by a general
convention within the theory of grammar, pro-forms acquire

the semantic information projected by the selectional
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features of the items with which they enter into selectional
relations. Thus, the verb cook, in (28b), projects onto ghe
pro-form (something) the semantic features specified by the
selectional restrictions for possible objects of cook. When
the pro-form is fronted, it is thus marked with the semantic
features common to all possible objects of the verb cook.

This is necessary for reasons completely independent of
the question of blocking pseudo-cleft sentences. For example,
consider sentences such as:

(33) a. I ate what John cooked.

b. *I ate what John said.

As Joan Bresnan [1970] points out, in free relatives the
element what must satisfy selectional restrictions within the
relative itself, as well as within the matrix sentence. Thus,
in (33b), what is marked with those semantic features common
to all possible objects of say; however, in the matrix sen-
tence these features violate the selectional restrictions of
the verb eat. If we assume that semantic features are
associated with whole phrases, as well as single lexical
categories (cf. Jackendoff [1966], Chomsky [1967], McCawley
[1968]), then the free relative as'a whole takes on the
semantic feature composition of the pro-form what. This in
turn derives its semantic content from the elements with

which it enters into selectional relations. Thus, a phrase
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such as what I cooked takes on, as a whole, the semantic

features common to all possible objects of the verb cook.

In this way, (28b) is completely parallel with (30)

since the NPs what I cooked and the food share semantic

e

features common to all possible objects of the verb cook.

This will mean, then, that what I cooked will be marked, as

a whole, as semantically concrete, while the phrase

Hemingway's suicide is marked as semantically abstract.

Therefore, (28b) is marked as deviant for the same reason &as

(30).

5. Syntactic Motivation for a Dual Source

So far we have seen that a transformational derivation
of pseudo-cleft sentences is required, and further that the
base also generates pseudo-cleft sentences. It should be
noted that there is no non-ad hoc way to prevent this |
situation. It would greatly complecate the grammar to
attempt to restrict the base in such a manner as to prevent
pseudo-cleft sentences from being generated, since (a subset
of) pseudo-cleft sentences are permissible expansions of the

base rule [ NP - be =-NP ]. In this -section we note that
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there is some positive evidence for a dual source for pseudo-
cleft sentences, in that such a dualism accounts for certain
syntactic facts. The set of facts we consider here involves
the rule of There-Insertion.
If we assume that the rule of There-Insertion (c£. J.R.
Ross [1967], Chomsky [1967], Emonds [1970]) is cyelic, then
there is a class of pseudo-cleft sentences which cannot be
derived in the transformational theories outlined above (or
any transformational theory which posits a non-clefted sen-
tence embedded in the deep structure of the clefted sentence).
Consider in this regard the following:
the jack you gave me
(34) What there was in the car was .
my hat
In pre-copular position the clause contains existential
there; however, in post-copular position there is a definite
noun phrase. There is no corresponding non-clefted sentence
for (34), since There-Insertion is restricted to operating on
indefinite noun phrases:

the jack you gave me )

(35) *There was {: .E in the car.

my hat

Sentences such as (34) cannotbe derived in either the

Extraction or Deletion theories, for.differing reasons.
Consider first the Extraction Theory. The presumed

source for (34) would have to be the following:
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(36) st
///\
NP VP
/\ 2 /\
it S be Pred
/\ |
. NP VP A
m§/:§t bé//\\\EP
/\

in the car

1f the There-Insertion rule is cyelic, it may operate on 82

if its conditions are met. However, note that in 82 of (36),

the conditions for There-Insertion are not met: there may not

replace the definite noun phrase my hat. The rule fails to

apply and on the S1 cycle the extraction rule may apply. The

only

sentence which could be derived would be:

(37) What was in the car was my hat.

which is the result of extracting the NP my hat. However,

the version of the sentence with there, as in (34), could not

be derived.

that

Note, by the way, that there is good reason to suppose

the There-Insertion rule is in fact cyclic. Consider

examples such as:

Such

(38) There was believed to have been an explosion.

examples show that once there has been inserted it

behaves just as any other noun phrasé with respect to trans-

formations, such as Passive and Raising. Since Passive is a

cyclic rule, and since it may operate on there, There-



41

Insertion must also be cyclic. (For further discussion, see

Emonds [1970].)

Consider now the Deletion Theory. It cannot derive
sentences such as_(34), since the application of There-
Insertion in the leftmost clause destroys the conditions on
identity required for the deletion rule to apply. The pre-

sumed source for (34) within this theory would be:

(39) st
’///\~
NP VP
%\
the th?zg////§3\\\\\ be NP
something be iE////\\\§3

in the car

my hat be
in the car

Assuming that There-Insertion may apply in relative clauses
with full heads,11 we would derive, after application of

this rule, the following:

(40) ///,Sl\
NP VP
. 2 ////\\\\
tHe thing 8 be ////fgl\\
//\
there was something it S3
in the car T
\ my hat was

in the car

Note, however, that the application of There-Insertion has

destroyed the identity conditions for the Deletion Rule. 1In



42

order to derive the noun phrase my hat in post-copular

position, it is necessary to delete was_in the car in S3

But there is no portion of 82 identical to S3 with resPect to

this; since in Szlwe have was something in the car. Further-

more, There-Insertion has added the morpheme there to SZ,
which is not found in SS. Thus, There-Insertion, with its
addltlon of the morpheme there along with the concomitant
change in word order effected by the rule, creates conditions
such that the deletion rule can no longer apply. Thus, sen-
tences such as (34) are not derivable within either of the
transformational theories.

Sentences such as (34), however, are derivable in the
base source for pseudo-cleft sentences. Consider the follow-
ing deep source:

41) S

NP \'/ 4

/\2 /\

what was in the car my hat

}
(There was what in the car)
}
(What there was in the car)
In 82 of (41), the pro-form represénted by what is assigned

semantic features projected by the items with which it enters

into selectional relations. Thus, in a locative statement
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(i.e. was in the car) the pro-form. must be assigned features

indicating that it is semantically concrete (i.e. something
capable of occupying space). If the post-copular NP is aiso
marked with such features, the sentence is good. If the
post-copular NP is not marked with such features, fhe sentence
must be marked as deviant, just as the following are marked

as deviant:

(42) a. *The theory of grammar was in the car.

b. *The item in the car was the theory of grammar.
As before, as long as the features which play a role in
selectional restrictions agree, sentences derived from
structures such as (41) are marked well-formed, and thus the
base can derive sentences such as (34). This case, then,
provides positive evidence in favor of a second source for
pseudo-cleft sentences.

In our discussion of the transformational derivation for
pseudo-cleft sentences, we noted that the primary motivation
for such analyses involved certain distributional facts,
namely, that the distribution of post-copular items is, in
certain cases, a function of the distribution of these items
in non-clefted sentences. With reflexives, for example, we
noted that the conditions for the distribution of reflexive
pronouns in pseudo-cleft sentences were just the conditions

for the distribution cf reflexives in non-clefted sentences.
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We wish to derive pseudo-clefts in such a way that the prin-
ciples which govern reflexive coreferentiality patterns in -
non-clefted sentences also account for the distribution of
reflexives in pseudo-clefts. In this manner, a transforma-
tional analysis is motivated. On the other hand, the case
with There-Insertion is a case in which the distribution of
post-copular items is not a function of the distribution of
these items in non-clefted sentences, and in this sense the
pre-copular and post-copular items are independent (providing,

of course, that the semantic features agree).

5.1. Consequences of the Existence of a Source in the

Base. We should make clear here the logical consequences of
this situation. That is, a certain criterion is used to
establish a transformational analysis of pseudo-cleft sen-
tences, namely, what we have termed 'grammatical connected~
ness'. If, on the other hand, it is claimed that a certain
class of pseudo-cleft sentences can be generated onlv in the
base, it should be the case that thi; particular class of
sentences does not manifest any prOpefties of grammatical
connectedness of the sort which motivates a transformational

analysis.
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The case under corsideration here is one in which the

initial clause of the pseudo-cleft contains an existential .
there, while in focus position there is a syntactically |
definite NP. It ig argued that this cannot derive from
either transformational source discussed above, but\we note
that sentences of this specific sort are generated by the
base. Since it is maintained that sentences of this specific
sort are generated only by the base, then it should be the
case that such sentences do not display dependencies across
the copula which would argue for a transformational analysis
of the sort sketched out above. A specific counterexample
to this position would be one in which a pseudo-cleft sen-
tence contains there in the initial clause, a definite NP in
focus position, and yet displays grammatical dependencies
across the copula.

J.R. Ross has suggested to me that sentences with re-
flexive possessives appear to constitute such counterexamples.
For example, consider a sentence such as the following (from
J.R. Ross):

(43) What there was next to Bill was his own pistol.

The focus phrase in this case, his own pistol, contains the

so-called r«flexive possessive, own. 'If it is the case that
reflexive possessives are governed by the same principles

that govern reflexive pronouns -- i.e.; if the antecedent of
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a reflexive possessive must be in the same simplex sentence =--
then examples such as (43) would argue against generating .-
such pseudo-cleft sentences in the base. The reason, just as
with sentences such as (8), is that generating such sentences
in the base would complicate the rule or principle which
determines the antecedent of a reflexive possessive. In (43)
the possessive is in the higher sentence, while its ante-
cedent is in the embedded sentence; if, in general, the
antecedent of such a possessive must be in the same simplex
S, then (43) would constitute a special case which would
require some special statement. Just as with the sentences
of (8), sentence (43) would argue for a transformational
derivation. This, then, is the general form a counterexample
would take. |
However, if we examine this particular case, we note
that it does not, in fact, constitute a counterexample, since
the antecedent of a reflexive possessive need not be in the
same simplex S. For example, consider the following:
(44) a. John denied that he ever saw a gun, but his
own pistol was lying on the table.
b. Even though Mary looks down on people who
haven't finished their theses, her own thesis
is far from complete.

In both cases, the antecedent of the reflexive possessive is
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dominated by a different S node, and in (44b) the antecedent
is within a subordinate clause. Such examples show that the
reflexive possessive is not governed by the same principlés
which govern reflexive pronouns and thus sentences such as
(43) do not represent cases which require special extension
of the principles which determine the antecedents of reflex-
ive possessives.

Similar examples can be constructed with other sorts of
anaphoric expressions. For example, sentences such as the

following might be raised as putative counterexamples:

that
(45) What there was next to Billi was {; -}
the
photograph of himselfi which was taken last summer.
In the initial clause there is an occurrence of there, and
the focus NP is definite. Further, there is an anaphoric
item in the focus NP which is coreferential with an item in
the initial clause. Given that the coreferentiality relation
extends 'across the copula', this might be construed as the
sort of grammatical connectedness which motivates a trans-
formational analysis. This would be the case only if it
could be shown that (45) represents'a special case, i.e. a
deviance from otherwise general p:inéiples of coreferential-

ity. This would be a case analogous to that represented by

the sentences of (8), in which the pattern of coreferentiality
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in the pseudo-cleft is completely parallel with the pattern

found in non-clefted sentences. If (45) is generated in t@e
base, would it not then involve an ad hoc extension of other-
wise general principles for assigning coreferentiality?

Before answering this, it should be noted thaf this
particular sort of example is not restricted to cases which
involve existential there, as we have been discussing. David
Perlmutter has suggested to me that such sentences constitute
putative counterexamples to the gencral claim that pseudo-
cleft sentences are generated in the base. For example,
consider the following (from Perlmutter):

(46) a. What Billi read was a book about himselfi.

b. *What Billi read was a book about himi.

If sentence (45) is generated by the base, as we claim, then
the sentences of (46) would also have to be generated by the
base, since they are of the same general form, namely
NP-be-NP. In (46a) we must account for the fact that the
reflexive pronoun is coreferential with an NP in the initial
clause, while in (46b) the pronoun him cannot be coreferential

with the previous NP. This is also the pattern found in non-

clefted sentences: N
(47) a. Bi11i read a book about himselfi.
b. *Bi.lli read a book about himi.

This would then appear to be a case analogous to that
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represented by the sentences of (8), i.e. one which would
argue for a transformational derivation and against a base .
derivation. |

Once again, hqwever, sentences such as (45) (or (46))
do not, in fact, form counterexamples to the claim fhat
pseudo-cleft sentences derive from a base source. The reason
again is simply that as base-generated structures they do not
form exceptions to otherwise general principles for assigning
coreferentiality. This can be seen most easily by noting
that the very same facts hold in copula sentences which are
simple equational statements (i.e. which would not involve a
clefting transformation):

(48) a. Johni's favorite possession is a book about

himselfi.
b. *Johni's favorite possession is a book about him..

(49) that

Johnih biggest worry is {j }'photograph of

the
himselfi which was taken last summer.

The facts of (48) are completely parallel with the facts of

(46) and (47), but the sentences of (48) are only base-

generated (i.e. do not undergo any clefting rule). (49) is

also a simple basic equational statement, and there too the

focus phrase contains an anaphoric expression which is co-

referential with some item in the initial pre-copular phrase.
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There are also examples in which the antecedent and the
anaphoric expression are dominated by different S nodes:

(50) a. The greatest source of embarrassment that Jofmi
that}

has to endure is
the )}

photograph of himselfi
which was taken last summer.
b. The most difficult:project of all, which Johni
could hardly bring himself to complete, was
the article about hi.mselfi that he was supposed
to write for his publishers.
Sentences such as those of (50) are base-generated equative
sentences, and yet they display the same sort of cross-copula
coreferentiality patterns found in sentences such as (45) and
(46).14 Thus, if (45) and (46) are base-generated, they
would not represent special cases for which the principles
which determine coreferentiality would have to be extended
in some ad hoc fashion. Sentences such as those of (48),
(49), and (50) demonstrate that principles which determine
coreferentiality relations will apply in copula sentences as
well as non-eopula sentences, and therefore sentences such
as those of (45) and (46), if base-generated, cause no

additional complication in the grammér.

To sum up briefly, we have pointed out that there are

certain empirical claims inherent in the position that pseudo-
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cleft sentences have two distinct syntactic sources. In
claiming that a certain subset of pseudo-cleft sentences are
generated only by the base (e.g. pseudo-clefts with Egggg‘
within the initial clause and a definite NP in focus position),
it should be the case that such sentences do not manifest the
sort of grammatical connectedness which motivates a trans-
formational derivation. We have examined a set of putative
counterexamples, and we have found that they do not, in fact,
represent cases of grammatical connectedness, in the sense
intended. This is due to the fact that pseudo-cleft sen-
tences of the form NP-be-NP behave like other copula
sentences of that general form, and require no special
principles to account for coreferentiality relations which
hold across the copula.

If we now recall sentences such as those of (8), we can
ask why it is that the coreferentiality patterns of those
sentences in fact do constitute evidence for a transforma-
tional source. The crucial distinction between examples
such as (8) and those such as (45) and (46) is that the focal
phrases in (8) are verb phrases while those in (45) and (46)
are noun phrases. N
Consider an example with the form of (8):

(51) a. What John did was read a book about himself.
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b. *What John thought Mary did was read a book

about himself,

A sentence such as (51la) cannot be generated by the base

expansion NP-be-NP, since the phrase read a book about himself
is a verb phrase, not an NP, Thus, to attempt to génerate
such cases in the base would cause serious complications in
that an otherwise unnecessary base expansion would be

required (i.e. NP-be-VP); and, in additionm, otherwise general
principles governing coreferentiality would have to be
extended in an ad hoc manner for just these cases.

On the other hand, sentences such as (45) and (46) have
quite a different status. That is, generating them in the
base does not entail constructing an otherwise unnecessary
base expansion, for the expansion NP-be-NP is required anyway
for simple equative statements. Further, as we have seen,
these particular sentences do not require any special gramma-
tical principles beyond those independently required for
copula sentences in general. It should be the case, in
general, that pseudo-cleft sentences of the form NP-be-NP
do not display grammatical dependencies across the copula
of the scrt which motivate a transfotmational analysis.15

We have attempted to make clear what sort of evidence
would argue against generating pseudo-cleft sentences in the

base. As far as I can determine, there are no examples which
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indicate that generating pseudo-cleft sentences in this manner
results in loss of generality of the grammar. Specifically.
with regard to certain cases involving existential ggggg,(
we have attempted to show that these are generated only in
the base.16 |

We have seen that a dual source for pseudo-cleft sen-
tences is not only unavoidable, but further, that there is
some positive syntactic evidence which indicates the need to
posit a source other than the transformational source. This
is to account for facts relating to There-Insertion. (In
the sections which follow, we will consider more evidence for
a dual source for speudo-clefts.) We are therefore left with
a situation which can be described in the following sort of

diagram:

(52)

Pseudo-cleft sentences can derive from a source in the base,
or can be transformationally derived. Certain sentences,
(A), can be derived only in the base (e.g. There-Inserticn).
Other pseudo-cleft sentences, (B), can only be transforma-
tionally derived (e.g. examples with' reflexives). Finally,
a subset a pseudo-cleft sentences can derive from either
source. (We will show in Chapter 3 that for the subset of

pseudo-clefts which derive from either’ source, no systematic
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semantic ambiguity can be associated with the derivational
ambiguity.) Having discussed why pseudo-cleft sentences
derive from both a transformational and a base source, we
should now consider the‘reasons for adopting the Extraction

Theory for pseudo-cleft sentences.17

6. Extraction or Deletion?

In the course of their discussion on pseudo-cleft sen-
tences, Bach and Peters [1968] consider the Extraction Theory
proposed by Chomsky [1967], and attempt to show that such a
theory must be rejected., We will consider their criticisms
here, and attempt to show that they can be met. Further, we
will show that the Deletion Theory itself has serious defects
and that the Extraction Theory is in fact preferable.

The first objection raised by Bach and Peters concerns
the fact that on the Extraction Theory the focus of the
pseudo-cleft sentence cannot be determined at the deep
structure level. The predicate is empty at the deep level,
and there is no indication as to which particular constituent
of the embedded sentence will be extracted. The Extraction

Rule is stated as a general schema in order to express the
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generalization that any major category can appear in focus
position. It is mot until after the Extraction Rule has
applied that it is possible to determine the focus constifuent
(in fact this is not possible until the level of phonetically
interpreted surface structure). We reject, of course,
notational tricks to achieve a marking of focus in deep
structure.

Notice, however, that in the Deletion Theory itself, the
focus position of the pseudo-cleft is occupied by a full sen-
tence at the deep structure level (cf. (22)). The constituent
which ends up as the focus is that constituent which remains
after the deletion rule has applied. At the deep structure
level, before the application of the deletion rule, the focus.
is not marked in any way. If one were to propose an inter-
pretive rule to determine the focus at the deep structure
level, it would essentially have to be a restatement of the
deletion transformation. Such a rule would have to examine
both embedded sentences (e.g. 82 and S3 of (22)) and would
have to mark that portion of the rightmost sentence which is
not identical with any portion of the leftmost sentence as
the focus. This would therefore duplicate the operation of
the deletion transformation, and would needlessly complicate
the grammar. Thus, neither the Extraction nor Deletion

Theory provides a way to determine the focus constituent at
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the deep structure level.

6.1. FEvidence from Distribution of Pro-Forms. The

second objection to the extraction theory which Bach and
Peters advance involves certain problems concerning the
distribution of pro-forms in the relative clauses of the
pseudo-cleft. They note that what is not usually used as a
pro-form for animate nouns, as in:

(53) *What I persuaded to leave was Mary.

(54) *What is easy to please is Johm.
(It should be noted that their discussion is restricted to
pseudo-cleft sentences with initial ghggfclauses.) However,
it would not be strictly correct, as they point out, to
restrict pseudo-cleft sentences with what clauses such that
only inanimate nouns may appear in focus position. Consider
examples such as the following:

(55) What I saw was M‘ary.18

(56) *What I amazed was Mary.

(57) What concerned John was ﬁbry.

(58) *What loves John is Mary. |
The correct generalization, Bach and Peters maintain, is that

the pattern of grammaticality of (55) - (58) is a function of
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the distributional pattern of the pro-form something:

(59) a. I saw something.
b. *I amazed something.
c. Something concerned John.
d. *Something loves John.

The sentences (55) - (58) constitute a problem for the
Extraction Theory in the following way. When & constituent
is operated on by the extraction rule, a representative pro-
form is left in its place. For human nouns who is left
behind, for inanimate nouns what is left behind, and so
forth. Noting that (55) and (57) sre grammatical, how is it
that the pro-form what can be left in place of animate nouns?
For example, (57) would derive from:

(60} st

//\.

NP VP

if/i::::53\§‘h\‘~\\“ bé///,\\\\Efed

Mary concerned John A

The extraction rule would have to move the constituent Mary
into predicate position, leaving 2 pro-form behind. The pro-
form could be what (as well as who for this particular case),
and this specific characteristic would be expressed in the
selectional restrictions of the verb coﬁcern. However, Bach

and Peters point out (p. 6):
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(61) "Now this is a decisive fact disconfirming all
Extracting Analyses in which the selection of the-
pseudo-clefted noun phrase is carried out by a
transformation; for it is impossible to tell
at the time when this rule applies whether the
noun phrase selected could be replaced by something
since it can ... have been removed arbitrarily far
from the element(s) with which it participates in
selectional restrictions."

They go on to give examples such as the following:

(62) John is thought to have been amused by the joke.
1f this were the embedded sentence within the pseudo-cleft
deep structure, there would‘be no way to tell, at the time
the extracting rule applied, whether or not the constituent

John could be replaced by what (i.e. (WH) something) as a

pro-form, since this constituent is removed from the elements
with which it enters into selectional restrictions. There-
fore, the Extraction Theory fails to derive sentences such

as (55) and (57).

We will ciaim that such sentences are indeed not derived
by the Extraction Rule, but rather d;rive from the base.
Further, we will attempt to show that fhe basic source must
be the source for such sentences, and that the facts present-

ed by Bach and Peters cause serious prdblems for the Deletion
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Theory.

In this regard, consider the following situation. A -
verb such as believe, as Bach and Peters note, can take both
someone and something as its object:

(63) a. I believe someone.

b. I believe John.
(64) a. I believe something.
b. I believe that John is intelligent.
Notice that while a pseudo-cleft such as (65a) is well-formed,
(65b) is not:
(65) a. What I believe is that John is intelligent.
b. *What I believe is John.
However, what is to block (65b) in the Deletion Theory, when
deep structures such as the following are generated:
(66) [[ the thing [ I believe something]] be [I believe
John ] ]

The first embedded sentence, I believe something, is well-

formed, and so is the second sentence, I believe John. What

prevents the deletion rule from applying, giving (65b)?

Bach and Peters attempt to solve this problem by noting
that there are two distinct senses of the verb believe
involved, and that for this reason the‘two occurrences of
believe in (66) should be considered as non-identical verbs.

To substantiate the claim that two verbs are involved, they
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note, among other things, the possibility of the following

sort of contrast:
(67) I believe the claim that John is a liar, but I
believe him.
The two senses of the verb are quite clear, and it is perhaps
reasonable to consider the verbs of (66) as non-identical for
this reason.
This particular sort of explanation, however, fails for
other cases which are analogous. Consider, for example:
(68) a. *What he kicked was Mary.
b. *What he found in the garden was Mary.
(69) a. What he kicked was the tree.
b. What he found in the garden was the shovel.
The Deletion Theory predicts that sentences such as (68) are
well formed, since such sentences would derive from the

following sort of structure (for (68a)):

(70) //sl\
Np VP
2 T
NP S be //EQL\\
/\\
the thing he kicked something it 33

/\

' he kicked Mary

The verbs kick in S2 and S> in (70) cannot be considered as
non-identical (i.e. the sense of the verb is completely in-

dependent of the marking for animacy of the object of the
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verb). Nothing prevents the occurrence of he kicked in 83
from being deleted. Completely analogous considerations

hold for (68b).

The deviance of sentences such as (68a-b) resides in the
fact that the semantic feature content of the NPs connected
by the copula is in conflict (compare these with the analogous
(28b)). It is not possible to equate an inanimate noun phrase

(what he kicked, what he found) with an animate noun phrase

(Mary). Such sentences are marked as deviant on the same
basis as sentences such as (28b) and (30). (Therefore, they
could not be generated in the base, since their semantic
features do not agree in the relevant sense. They could not
be generated by the Extraction Transformation either, since
only the pro-form who is left behind for human NPs extracted.)
However, the Deletion Theory generates sentences such as (68)
from structures such as (70).

This observation uncovers a serious semantic problem
with the deep structures posited by the Deletion Theory. It
is reasonable to assume that sentences such as (28b), (30),
and those of (68) are to be marked as deviant on the basis of
a semantic principle of feature incompatibility (as discussed).
But they cannot be ruled out (or marked as deviant) on that
basis within the Deletion Theory, since the Deletion Theory

as stated by Bach and Peters necessarily involves violation
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of such feature agreement. Observe, once again, example (22).
The initial clause is a relative clause with the head noun .
thing. In this case the head noun is marked as semantically
concrete. However, the noun phrase in focus position is an
NP which dominates a sentence, and is marked as semantically
abstract. Thus, a concrete NP is equated with an abstract
NP, and (22) should be as deviant as sentences such as:

(71) a. *The car is John bought the car.

b. *That chair is truth.

TIn order for the Deletion Theory to work, then, it is necessary
to abandon a principle of semantic feature agreement, and to
find an alternative explanation for the deviance of (28b),
(30), and (68).

The problems we have been discussing are avoided entirely
if the Deletion Theory is abandoned in favor of the Extraction
Theory. That is, the Extraction Theory will not generate
sentences such as (68a) and (68b), because an animate NP has
been clefted in these cases and the Extraction Theory could
leave only the animate pro-form in place of the clefted NP
(i.e. who but not what). The question now arises as to how
sentences such as (55) and (57) are ﬁenerated. These, notice,
could not be derived in the Extraction'Theory since the in-
animate pro-form what is found in clauses in which animate

NPs would have been extracted. Our claim is that there is no
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problem connected with this, since sentences such as (55) and
(57) will be generated by the base in any event, given the .
expansion NP-be-NP. |
Consider as an example sentence (57). If this is gen-
erated in the base then we have a specificational statement

in which the NP what concerned John is equated with the NP

Mary. The reason why this is not ruled out is the following:
the particular semantic properties of the verb concern (and
verbs of this class), whatever these may be in detail, are
such that inanimate pro-form subjects of such verbs (i.e.

what, something, etc.) can be taken as referring to animates.

For example, any theory must have a way to account for the
following difference between verbs:

(72) a. Something concerns John, namely, Mary.

b. *Something kicked John, namely, Mary.

On the basis of examples such as (72) we conclude that it is
a particular property of a given class of verbs whether or
not inanimate pro-form subjects (or objects) of such verbs
can be specified as animates. If this is true, then in a

phrase such as what concerns John, the pro-form what will

receive this specific semantic information projected by the

verb concern. Thus, to equate what concerns John with Mary

involves no semantic violations in (57), just as there are no

violations in (72a).
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On the other hand, in sentences such as (58) and (72b),

there is indeed a semantic violation. The particular verbs.
love and kick do not allow inanimate subjects, and thus could
not be generated. Furthermore, sentences such as (68a) and

(68b) could not be generated, since the phrases what he kicked

and what he found in the garden can only refer to inanimates,

and thus cannot be equated with animates, such as Mary. The
particular verbal expressions in these cases do not allow an
inanimate pro-form object to refer to an animate entity.
Thus, the base generates the correct set of cases, and ex-
cludes the deviant set, on the basis of semantic feature
agreement.

Once again, we have a case a~alogous to the case invol-
ving existential there. That is, a certain class of pseudo-
cleft sentences -- i.e., those with the pro-form what in the
initial clause, but with animate NPs in focus position =--
cannot be generated in either transformational theory dis-
cussed. Once again, the claim is that this set of pseudo-
cleft sentences can be generated only in the base. 1f such
sentences can be generated only in the base, then it should
be true that factors which motivate a transformational
analysis should not be found with such cases. Such sentences
should not manifest the sort of grammatical connectedness

which motivates a transformational analysis. A specific
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counterexample to the position we have arrived at would be
one in which the form what appears in the initial clause,
where an animate NP is in focus position, yet where there is
grammatical connectedness across the copula which would
motivate a transformational analysis. This would be a case
which, if base generated, would cause otherwise unnecessary
complication in the grammar, O¥ would constitute an exception
to otherwise general principles.

As far as I can determine, there are no such counter-
examples. It should be borme in mind that sentences such as
the following:

(73) What concerns John is himself.
do not constitute counterexamples. Even though it appears as
if reflexivization operates '‘across the copula" in such cases,
it is not true that the coreferentiality patterns of sentences
such as (73) are parallel with patterms found in non-clefted
sentences (see note 3). Thus, consider, for example:

(74) Bill

What John wants to be concerned about
Mary
is himself.
In such sentences, the reflexive pronoun may be coreferential

either with John or Bill. In the nonpélefted sentence,

however, there is only one possibility:
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(‘Bill

(75) John wants 1. to be concerned about himself.
*Mary -
Hence, generating sentences such as (73) and (74) in the base
does not create ctherwise unnecessary complication in the
grammar, since any theory must formulate rules for coreference
in cases where the reflexive pronoun forms the focus of the
sentence (i.e. bears the intonation center). Aside from such

cases as (73), there do not appear to be counterexamples of

the sort specified in the previous paragraph.

6.2. Arguments from the Detivation of Cleft Sentences.

We have argued in the previous section that the Deletion
Theory of pseudo-cleft sentences involves certain semantic
problems, i.e. it must be the case that semantically concrete
NPs can be equated with semantically abstract NPs. Further-
more, given this feature of the Deletion Theory, there is no
non-ad hoc means of excluding sentences such as (68a) and
(68b), since these can derive from structures such as (70).
So far, then, we have presented only ﬁegative evidence. At
this point, however, we will consider-independent positive
evidence in favor of the Extraction Theory.

It is argued in Chapter 2 that cleft sentences derive
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from pseudo-cleft sentences by a syntactic transformation

which extraposes the initial clause of the pseudo-cleft to the
end of the sentence, leaving the form it in subject positién.
(For details of this derivation see Chapter 2). The Extrac-
tion Theory, but not the Deletion Theory, allows us fo derive
certain cleft sentences which otherwise present serious
problems for any analysis. We refer to cleft sentences which
have prepositional phrases in focus position. Consider, for
example:

(76) a. It was John who 1 gave the book to.

b. It was John to whom I gave the book.

c. It was to John that I gave the book.
1f we search for pseudo-cleft sources for these sentences, we
see that the first two sentences are not problematic, but the
last, (76c), presents serious problems (pointed out in
Akmajian [1970]). (76a) and (76b) can derive respectively
from the following:

(77) (the one) who I gave the book to was John.

(78) (the one) to whom I gave the book was John.
However, what is the source for (76c)? We see that there is
no well-formed pseudo-cleft source which gives us the proper
form to derive (76¢) (i.e. with a PP in focus position):

(79) a. *Who I gave the book was to John.

b. *Who I gave the book to was to John.



Given the Extraction Theory, however, this problem has

a natural solution. To see this, consider the following

input structure:

(80)
/‘///’Sl\-
/NP\ ‘}P\
it 82 be Pred
— |
that NP /V[P\ A
PP

/53\ //\\\
gave the book P NP
| I
to John

Let us consider various possibilities, given this input

structure. First of all, the extraction rule could extract

the NP John, leaving behind a pre-form (i.e. who) :

(81) st
\
N/ | VP
1E////\\\\§2 bé////\\\\ﬁP
that NP VP Jolhn
IV NP PP

gave the book P NP

Y
to who

The WH-fronting rule can now move the WH word who to the

front of the sentence replacing that, thus deriving (77).

68
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By extraposition of this initial clause we derive (76a).

Alternatively, the WH-fronting rule could transport the

entire PP dominating the WH-word, replacing the complementizer
that, deriving (78) and ultimately (76b). Consider now the
derivation of (76c). Given (80) as the input structure,

the extraction rule can operate to extract the PP and place

it in predicate position:

(82) s
N‘IT///\VP
15////\\\\32 bg////\\\\fP
that NP VP P NP
I Vv NP Lo JoLn

gave the book

The crucial fact here is that the extraction rule leaves no
pro-form behind for the prepositional phrase. (This is
discussed further in the next chapter, where it is pointed
out that there are no syntactic pro-forms available in
English for PPs such as to John in (76c¢).) Since no pro-form
is left behind, there is no WH word to front, and this re-
sults in clauses headed by the complementizer that (i.e. that
is not lost by replacement with a WH:;ord). Structures such
as (82) then undergo extraposition to’form cleft sentences.

(82), then, provides the source for (76c).
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Notice, furthermore, that the extraction theory makes

a crucial prediction for  such cases: namely, that when the .
cleft has a PP such as to John in focus position, the follow-
ing clauses must be headed by the complementizer that. Since
no WH pro-form is left behind for PPs, only a that initial
clause can result., This prediction is borne out:

(83) a. It was to John that I gave the book.

b. *It was to John who I gave the book.
c. *It was to John to whom I gave the book.

If we now examine the Deletion Theory with respect to
this data, we see that the Deletion Theory provides no
account for sentences such as (76c). The closest deep
structure source for (76c) would have to be:

(84) S

/\

NP VP
the one NP VP it S
IV NP PP NP VP
gave the boock P NP i \' NP PP
to someone gave the book NP

' to John

The deletion rule could apply to derive sentences (77) and

(78), and these present no problems. However, (76c) could
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not be derived. First of all, the preposition in 83 would

always be deleted, since it is identical with the preposition
in 82, and therefore we could not derive the prepositional
phrase in focus position. Furthermore, even if we grant
that by some means we could derive the PP in focus position,
we would still be left with the problem of how to get rid of
the preposition in the initial clause:

(85) a. *The one who I gave the book to was to John.

b. *The one to whom I gave the book was to John.
~The Deletion Theory, then, involves at least two

problems: (a) how to avoid deletion of the preposition in
focus position, and (b) how to eliminate the preposition in
the initial clause. Furthermore, in the Deletion Theory
there would appear to be no reason at all why cleft sentences
with PPs such as to John in focus position must have that

clauses.

7. The Embedded Question Alternative

‘

Before ending our discussion of the syntactic derivation
of pseudo-cleft sentences, we should consider a modification

of the Deletion Theory which has been suggested recently
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(in unpublished papers by E. Clifton [1969], R. Faraci [1970],

as well as J.R. Ross [personal communication]). The suggespion
advanced is to modify the Deletion Theory so that the initial
clause of the pseudo-cleft has the status of an embedded
question, rather than the status of a relative clause. Thus,
for a sentence such as (16a) (repeated here as (86a)) the
underlying structure on this proposal would roughly be (86b):

(86) a. What John read was a book about himself.

b. S1
/”\\
/NP\ /VP\
it S2 T ///ﬁz\\
q NP VP be it /53\
John V NP NP VP
read WH+something  John \Y NP
read a book
about
himself

The Deletion Rule would apply to such a structure, as
before.19

The proposed change saves the Deletion Theory from the
semantic problems mentioned earlier. That is, if the initial
clause is a question rather than a relative clause, as in (22),
then it will have the status of a semantically abstract clause,
and the NP dominating the question will be semantically an

abstract NP. Thus, both the initial and final clauses of the
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pseudo-cleft deep structure will always be abstract, and
therefore the problem of conflicting feature composition will
vanish, and the objections raised in section 6.1 no longer
hold. However, we will show in this section that this pro-
posed modification is incorrect for several reasons, and
must be rejected. Furthermore, while this approach solves
certain semantic problems, we will show that it leads to other
equally serious semantic problems.20

First let us note that the proposed hypothesis (hence-

forth the Question Theory) has some initial plausibility.

That is, the first clause of the pseudo-cleft acts as a
question (and is often an echo of a question which is being
answered) in that it contains a variable, and the focus of
the pseudo-cleft acts as an answer to the initial question in
that it provides a specification of the variable. This is not
reason enough to generate the initial clause as a question,
~ but does indicate that the proposal reflects a certain
intuition about the use of pseudo-cleft sentences.21

The most interesting arguments for this proposal are
advanced by Faraci [1970), the central argument of which has
to do with the fact that embedded ques%ions, but not free

22

relatives, may appear in clefted form." Consider, for

example:
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(87) a. What it was that John bought was not clear.

b. *I threw out what it was that John bought.
Noting this fact, Faraci goes on to point out that (at 1eaét
in his speech) the initial clause of the pseudo-cleft may be
in clefted form:

(88) What it was that John bought was a car.

Thus, the argument is that just as the embedded question, (87a),
can be in clefted form, so can the initial clause of the
pseudo-cleft, (88). However, the free relative in (87b) may
not be in clefted form. (It should be noted here, however,
that for my own speech sentences such as (88) are more or less
marginal.)

Faraci goes on to point out additional, but weaker,
evidence in favor of the question hypothesis. For example,
he maintains that the distribution of certain adverbs is
identical in embedded questions and pseudo-clefts, but
different in free relatives. Thus, compare the following:

(89) a. What, exactly, John bought is not clear.

b. *I threw out what, exactly, John bought.

¢c. What, exactly, John bought was a car.
(Again we give these sentences in tetms of Faraci's judge-
ments.) The argument here is that the adverb exactly can
appear in the embedded question (89a) as well as the pseudo-

cleft (89c), but not in the free relative. Therefore, the
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initial clause of the pseudo-cleft is not a free relative,
but an embedded question. (Once again, however, for my own -
speech (89c) is ungrammatical.) We must now show, however,
that even though there is some initial plausibility for the
hypothesis, there is quite a bit of evidence against the
prOposal.23

The first set of arguments which we present indicates
that the initial clause of the pseudo-cleft cannot be an
embedded question, since we do not find certain morphemes or
formal properties which we expect to find in embedded ques-
tions. For example, if the initial clause were an embedded
question, we would expect to find else and ever, but we do
not, Consider:

(90) a. What else he bought is not clear.

b. What he ever worked on is simply not known.
(91) a. *What else he bought was & car.
b. *What he ever worked on was his thesis.

We see that the embedded questions of (90) admit else and
ever; however, the clauses of the pseudo-cleft in (91) do
not. Pursuing this line further, we note that if the clause
of the pseudo-cleft were a question we would expect to find
whether-clauses, which-clauses, and clauses with double
occurrences of WH words. Compare the embedded questions of

(92) with the pseudo-cleft sentences of (93):
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(92) a. Whether he will go is not known at this time.

b. Which book he read is hard to determine.
c. Who kissed whom is not clear.
(93) a. *Whether he will go is yes.z4

b. *Which book he read was War and Peace.

c. *Who kissed whom was John kissed Mary.
Comparison of (92) and (93) reveals that the initial clause
of the pseudo-cleft in fact does not behave like an embedded
question. Further counter-evidence is found in the distribu-
tion of any in embedded questions. Since any is found in
embedded questions we should also get it in pseudo-clefts
in the initial clause, but we do not:

(94) a. I don't know what makes any sense.

b. *What makes any sense is not John's theory.
Faraci attempts to counter this by claiming that initial
embedded questions with any are ungrammatical in general.
However, examples such as the following show that this is
not true:

(95) What anyone can do about the war now is unclear.
As a final argument of this sort, note that in embedded
questions it is possible to have a préposed prepositional
phrase; however, in the clause of the.ﬁseudo~c1eft this is

impossible:
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(96) a. To whom one should give the application form

is not clear.
b. *To whom one should give the application form
is the registrar.
Thus, the Question Theory makes false predictions as to the
possible form of pseudo-cleft sentences.

However, there are more serious defects. If the Question
Theory is correct, then pseudo-cleft sentences with headless
initial clauses are completely unrelated to pseudo-clefts
with initial relative clauses, such as:

(97) The thing that John wants is a car.

In (97) the initial clause is a genuine relative, a fact which
can be tested by noting that it is impossible for the clause
to occur in cleft form:

(98) *The thing that it is that John wants is a car.
Since the clause of (97) is a relative clause, it should bear
no relation to the sentence:

(99) What John wants is a car.
since the initial clause here is supposedly a question.

In order to preserve the relation between sentences such
as (99) and (97), Faraci proposes to derive sentences such as
(97) from sentences such as (99), in tﬁe manner of the
derivation of concealed guesfions proposed by Baker [1968].

Baker proposes to derive sentences such as (100a) from (100b):
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(100) a. I finally found out the brand she uses.

b. I finally found out which brand she uses.
In a similar manner, Faraci wishes to derive the thing that

John wants from what John wants, thus claiming that ;he former

clause is really a question. However, if this were the case
we would expect sentences such as (98), since questions may

25 Therefore, the Embedded Question

occur in clefted form.
Theory forces us to treat (97) and (99) as unrelated. Ome
would expect some difference if in fact the clause of one were
a question and that of the other a relative, but (97) end (99)
are synonymous in this case.

We present now evidence that the Question Theory must
face serious semantic problems connected with the referential-
ity of noun phrases. Consider an example such as:

(101) What John ate was the steak.

The nominal phrases underlined in (101) are both understood
to be referential, i.e. to have a specific referent in the
universe of discourse. Now if this is the case, then the
phrase what John ate cannot be an embedded question; since
embedded questions cannot be used to refer to objects in the
world, and do not have specific referénts in the sense that
relative nominals do. |

We can in fact test the claim that phrases such as

what John ate are referential NPs in several ways. Consider
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first the fact that in a specificational statement; the post-
copular NP and the pre-copular NP must both be referenti&l.'s
This is shown by comparing sentences such as the following:

(102) a. The thing that John ate was the steak.

b. *Some thing that John ate was the steak.
Thus, a phrase such as some thing that John ate, which is
understood to be non-referential, i.e. to have no specific
referent in the universe of discourse, cannot occur in a
specificational statement where the post-copular NP is
referential. (This, we should note, is completely parallel
with the property mentioned earlier that in specificational
statements relevant semantic features must agree.26) Return-
ing now to (101) we note that since the post-copular NP is
referential, the initial nominal must also be referential.
Hence, it cannot be an embedded question.

Another simple test for the claim that the initial
~clause of the pseudo-cleft must be referential has to do with
the fact that appositive relative clauses can be adjoined to
such phrases. Appositive clauses can be adjoined only to
NPs which have specific referents, as we see from the follow-
ing examples: '

(103) a. The man, who was very tall; addressed us.

| b. *Some man, whc was very tall, addressed us.

Given this fact, we now note that such appositives can be
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adjoined to the initial clauses of pseudo-cleft sentences,
but not to embedded questions:

(104) What John got from his father yesterday, which
was very expensive, was that Jaguar XKE.?f7
(105) a. *No one knows what John got from his father

yesterday, which was quite expensive.
b. *What John got from his father yesterday, which
was quite expensive, is a mystery.28
The embedded questions of (105) cannot take appositive
relatives, since such clauses sre not referential.

Returning for a moment to sentences sucﬁ as (87) and (88),
we should note that Faraci's evidence from clefting possibil-
ities is weaked a great deal by the fact that certain relative
clauses can in fact occur in clefted form. These are, in
particular, relative clauses with whatever:

(106) a. Whatever it was that John bought cost him

a lot of monmey.
b. She threw away whatever it was that John bought.
The phrases with whatever are clearly not questions. There-
fore, even if seatences such as (88) exist, they do not show
that the clause of the pseudo-cleft mﬁét be an embedded
question, since we see here that certaiﬁ relative clauses can

occur in clefted form.

What seems to be the relevant generélization here is that
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non-referential clauses may occur in clefted form. This

generalization covers embedded questions, which we have seen
are not referential, and also clauses with whatever, since =
these, too, are non-referential. This can be seen simply in
the fact that such clauses cannot occur in pseudo-cleft sen-
tences, nor can appositive relatives be adjoined to them:
(107) a. *Whatever (it was that) John bought was a car.
b. *Whatever John bought, which cost a lot, was
broken two days later.
Therefore, we claim that non-referential clauses occur in
clefted form. (If this is the case, it shows why, for the
speech of certain speekers, including myself, sentences such
as (88) are judged as deviant. That is, it is not possible
for the initial clause to be non-referential if the final

clause is referential.)

8. Summary

The objective of this chapter has been to establish the
. Y
basic hypothesis that pseudo-cleft sentences can derive from
two syntactic sources within the grammar. This is the case

since for one class of pseudo-cleft sentences, a
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transformational analysis is necessary, and for another class
a base source is necessary. Furthermore, there is no non-

ad hoc way to prevent the base from generating pseudo-cleft;
sentences in any event. While given classes of pseudo-cleft
sentences derive either from one source or the other, there
is partial overlap, and for a subset of pseudo-cleft
sentences, either source is possible. We have attempted to
show that of the current transformational theories of pseudo-
cleft sentences, the Extraction Theory must be chosen, given
that the Deletion Theory (and its variant, the Question
Theory) gives rise to various semantic and syntactic problems

which are not found with the Extraction Theory.
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FOOTNOTES TO CHAPTER 1

Many speakers find sentences such as (2a) unacceptable
(or less acceptable than sentences (2b)-(2f)) but judge
as acceptable sentences (2b)-(2f). For this particular
dialect we can assume that sentences such as (2a) obliga-
torily become cleft sentences (e.g. ''It was Agnew who
Nixon chose'). Note that correlated with the fact that
(2a) is unacceptable is the fact that in cleft sentences
the only WH clauses which can appear in extraposed
position are who clauses (cf. *"It was a car what I '

bought'"). For further discussion, see Chapter Z.

We assume, of course, that the sentences of (3) have the
same foci as the sentences of (1) and (2). For example,
sentence (3) is a paraphrase of sentences (la) and (2a) if

the intonation center of (3) comes on the constituent

Agnew:



84
(2) (cont'd.)

(i) a. The one Nixon chose was Agnew.
b. Who Nixon chose was Aénew.
c. Nixon chose Hénew.
The sentences of (i) all have identical foci and pre-
suppositions (i.e. focus on Agnew, with the presupposition
that Nixon chose someone). Thus, clefted and non-clefted
sentences are paraphrases provided the focus constituents

are identical.

3. It should be noted that Bach and Peters use certain
examples involving reflexives which do not, in fact,
motivate a transformational analysis. An example of this
sort given by them is:

(i) Wwhat the missile damaged was itself.
Notice that this is a case in which the reflexive pronoun
is the sole item in focus position, and bears the intona-
tion center of the sentence. In cases such as this one,
in which the reflexive is the focus, the restrictions
governing coreferentiality of reflexive pronouns are
relaxed, i.e. pseudo-cleft sentences of this form are not
parallel with non-clefted sentences. Consider:

(ii) a. The one John wants Mary to describe

is himself.
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(3) (cont'd.)

b. The one John claimed had been cheated
was himself.
Note that there are no non-clefted sentences parallel with
these:
(iii) a. *John wants Mary to describe himself.
b. *John claimed that himself had been
cheated.
Thus, pseudo-cleft sentences with reflexives as the sole
focus do not provide motivation for deep structures in
which the phrase marker for the corresponding non-clefted
sentence appears. (For further discussion of this
phenomenon, see Chapter 4, note 1.)

In contrast, notice the sentences of (8). 1In these
cases the reflexive pronoun is part of a larger phrase,
and, in particular does not bear the intonation center.

In such cases where the reflexive pronoun is within the
focus phrase but does not constitute the sole focus, the
coreferentiality patterns in clefted and non-clefted
sentences are then parallel. It is this parallelism
which motivates a transformational analysis. It is inter-
esting to note, once again, that even in sentences such

as (8), if the reflexive is given the highest stress, then

the coreferentiality patterns change:
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(3) (cont'd.)

(iv) What John wants Mary to do is wash HIMSELF.
(cf. (8b)). Thus, when using coreferentiality patterns ‘
as examp'es of grammatical connectedness in pseudo-cleft
sentences, one must be careful to choose examples in
which the anaphoric expression within the focus phrase
does not bear the highest str..:, eicher optionally or

obligatorily.

For example, if pseudo-cleft sentences were to be gener-
ated only in the base, in essentially their surface form,

then there would be complication in generating derived

phrases such as easy to please and eager to please, for

reasons which have now become well known. See Chomsky

[1965].

It should be added that there are further arguments from,
grammatical connectedness which have been discussed. For
example, J.R. Ross [class lectures] has pointed out the
parallelism of clefted and non-clefted sentences with
respect to the distribution of gggg[ggz. Consider, for
example:

anyone )

(i) a. I doubt that needs this money.
*someone



(5) (cont'd.)

87

*anyone
b. I don't doubt that needs this money.
someone

anyone
(ii) a. What I doubt is that needs
*someoneJ
this money.
*anyone
b. What I don't doubt is that needs
someone
this money.
Once again, the facts manifested in the pseudo-cleft
sentence are parallel with those manifested in the ncn-
clefted sentence. Pairs such as (i) and (ii) provide
additional support for deriving pseudo-cleft sentences

from deep structure sources which incorporate the phrase

markers for the corresponding non-clefted sentences.

We modify Chomsky's theory somewhat, however, by stipu-
lating that the extraction rule leaves behind a pro-form
with the marking [+WH], and we drop Chomsky's rule which

converts it+that to what.

The semantic interpretation of such deep structures as
(17) is discussed in Chapter 3, section 4.l., where it is

pointed out that the empty predicate in such structures
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(7) (comt'd.)

10.

causes no semantic complications.

We should note that it is just this base expansion that is
required by the deletion theory to form the deep structure
of the pseudo-cleft (cf. (22)). Further, this expansion
is required by the Extraction Theory whenever thg focus of
the pseudo-cleft is an NP. Recall that the term PRED is
used as a cover term for the nodes which can appear after

the copula. Thus, (17) is more accurately represented as:

S1
//\
it 82 be NP

John read a book
about himself

This tree, we note, requires the base expansion

[ NP - be -~ NP ].

For clarification of the term 'specificational statement'

see Chapter 3, section 2.1,

\

Note that it would be too strong to'state that the NPs

being equated must be identical with respect to the
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(10) (comnt'd.)

11.

features which play a role in selectional restrictionms.
Consider, for example:

(i) That person over there is the man I know.
Thus, the NP person is neutral with regard to the marking
for the semantic feature (Male), but (i) is still well-
formed. The crucial distinction between (i) and (31) is
that in (i) the two NPs connected by the copula do not
have distinct markings for the feature (i.e. (=) vs. (+)).
In what follows we will speak of feature 'agreement';
however, the term 'agreement' will be used to mean

"jdentity or non-distinctness'.

It is not clear that the rule‘can in fact apply in such gn
environment, given the oddity of sentences such as:
(i) ?The thing that there was in the car was my hat.

(ii) ?I threw away the thing that there was in the car
This seems to be related to the fact that relative clauses
cannot occur in clefted form:

(iii) *The thing that it was that was in the car

was my hat. \

(Such sentences are discussed further in section 7.) That
is, it is impossible to relativize an item from post-

copular position in bound relatives. Note, however, that
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(11) (cont'd.)

12.

13.

this is possible in free relatives:

(iv) I threw out what there was in the car.

It should be kept in mind that sentences such as the
following:

(i) what there was in the car was a hat.
could derive from either the transformational or the base
source. Since There-Insertion operates on indefinite
NPs, a sentence such as (i) could be derived from a
structure such as (36). -It could, of course, also be

generated in the base, with the expansion NP-be-NP.

Incidentally, note further that for (43) there is no
corresponding non-clefted sentence, with or without
existential there. In particular, the following are not
possible:

(i) *His own pistol was next to Bill.

(ii) *There was his own pistol next to Bill.
In neither case is the reflexive possessive coreferential
with the NP Bill. Yet, if it werexargued that (43) were
derived transformationally, such a derivation would indeed
require (ii). Since neither (i) nor (ii) is possible,

this provides further support for the view that sentences
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(13) (cont'd.)

such as (43) are generated only in the base.

14. Note, in particular, that sentences such as (50) are not
pseudo-cleft sentences, nor could they undergo a cleiting
transformation. They would not be labeled as pseudo-
cleft sentences since the heads of the initial phrases
of the sentences of (50) are not semantic variables, in
the sense discussed in regard to the sentences of (1) and
(2). Further, these cannot undergo a clefting transfor-
mation for the reason that there is no place within the
pre-copular phrase from which the post-copular phrase
could originate. For example, the basic equation of
(50b) is:

(i) The most difficult project of all was

the article about himself that he was supposed

to write for his publishers.

The reason why (i) could not undergo any sort of clefting
transformation is that there ic simply no place in the
initial phrase from which the post-copular phrase could
be extracted. Rather, (i) (and the sentences of (48),
(49), and (50)) are simple basic equations. Such examples

can be multiplied indefinitely. Consider:
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(i1) a. The only mystery John, can't solve is

that .
article about himselfi which appeared
the

in Playboy.

b. The cross that Johni has to bear is the
article about himselfi which exposes all those
embarrassing details.

Again, these are basic equational statements, in which
there is no way for the post-copular phrase to originate

within the initial phrase.

15. In other words, it turns out that pseudo-cleft sentences

which display a syntactic form other than the form

NP-be-NP are those sentences which provide motivation for
a transformational analysis. For example, these would‘
include pseudo-cleft sentences with VPs and Adjective
Phrases in focus position (cf. "What she did was wash
herself vigorously", "What John is is easy to please').
Further, as we discuss in section 6.2. and in Chapter 2,
pseudo-cleft sentences with PPs iP focus position also
motivate a transformational analysis (in particular, these
form the basis for cleft sentences; cf. "It was to John

that I gave the book'"). Our claim is that sentences of
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(15) (cont'd.)

16.

the form NP-be-NP do not provide support for a transfor-
mational analysis. (Needless to say, this claim is
obviously based on the assumption that phrases such as

wash herself, easy to please, and to John are not noun

phrases.)

The argument that sentences such as (34) can only derive
from the base source depends crucially on the existence
of a restriction prohibiting There-~Insertion from operat-
ing on definite NPs. Kenneth Hale has suggested to me a
way in which this argument might be answered. That is,
Hale points out that one might claim that There-Insertion
is not restricted only to indefinite NPs, and that sen-
tences such as (35) should be generated as well-formed
but subject to a special semantic interpretation (mot
associated with cases which have indefinite NPs).
Specifically, it has often been noted that existential
there can co-occur with syntactically definite NPs when-
ever there is a sense of "listing" involved. For example:
(i) Wwhat did you find in thg.car?
(ii) Well, there was the picnic basket, the blsnket,
the inner tube, the broom you got for Christmas,

and a photo of Spiro Agnew.
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(16) (cont'd.)

Hale thus suggests that one might argue that sentences

such as:
the jack you gave m

e
(iii) There was ( } in the car.

my hat
should be generated as well-formed, and subject to the
special interpretation of "listing", as with (ii). 1If
(iii) were allowed in this manner, then in a structure
such as (36) There-Insertion could apply in Sz, thereby
deriving sentences such as (34) from the transformational
(extraction) source. (Notice, incidentally, that this
would be possible only with the Extraction Theory -- the
arguments against the Deletion Theory would still hold
in any event. That is, whether or not There-Insertion
were formulated to apply on definite NPs, the point is
that the rule of There-Insertion would still destroy the
identity conditions required by the Deletion Theory.) '
It seems to me that such an approach would be mis-
taken. That is, as for my own judgements, sentences such
as (iii) are not acceptable, even with some special inter-
pretation of "listing". I would not judge sentence (iii)
as an appropriate answer to (i): the sense of "listing"

arises only when there is in fact a list of more than one

item given, and the longer the list the more acceptable
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(16) (cont'd.)

the sentence (obviously, within reasonable limits).
Thus, consider:

(iv) What did you find in the car?

(v) a. *There was the jack you gave me in the car.

b. ?There was the jack you gave me and the
lug wrench in the car.

c. There was the jack you gave me, the lug
wrench, the radio, and the picnic basket
in the car.

Furthermore, at least for my own speech, sentences such as
(34) do not carry a sense of "listing', but are inter-
preted just as sentences with indefinite NPs are.
Compare, for example:

(vi) a. What there was in the car was my hat.

b. What there was in the car was a hat. .

These are both interpreted in the same way -- the case
with the definite NP has no special interpretation.

The claim that There~Insertion may operate with
definite NPs has ceriain consequences which are more
serious, however. Once the restriptions on There-
Insertion are relaxed in this manner, we are then left

with no explanation for the following facts:
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(16) (cont'd.)

(vii) a. If you're looking for your coat, there's
one in the bedroom.
b. *If you're looking for your coat, there's

it in the bedroom.
Sentences such as (vii-b) are direct counterexamples to
the claim that There-Insertion may operate with definite
noun phrases. (As far as I know, there are no speakers
who accept such sentences.)

Similar examples have been discussed in a recent
squib by Joan Bresnan [1970]}. In discussing pronominali-
zation, Bresnan argues that (viii-a) cannot derive from
(viii-b):

(viii) a. Some students think that they are running
the show.
b. Some studentsi think that some studentsi are
running the show.
If (viii-b) were the underlying form for (viii-a), it
should be possible for There-Insertion to apply on the
embedded sentence, producing:
{(ix) Some studentsi think that there are some

students, running the show.

i
It should then be possible for pronominalization to apply

on the upper cycle, producing:
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(x) *Some studentsi think that there are they

running the show.

Bresnan argues, however, that sentences such as (x)
cannot be generated if the pronoun they appears in the
underlying form (i.e. (viii-a) woauld form the underlying
form, as such). There-Insertion cannot apply when there
is a definite pronoun present, and hence (viii-a) could
not become (x). If the restrictions on There-Insertion
are relaxed so that the rule may apply with definite NPs,
then there is no way to block sentence (x) above. If the
rule is restricted to applying with indefinites, then
there is an explanation for sentences such as (x).

As for sentences such as (v=-c), these are permissible
only under special circumstances, and it is not clear how
these are generated. Note further that, at least in my
own speech, such sentences occur in restricted environ-
ments. Ir particular, they cannot be questioned or
negated:

(xi) a. *Was there the jack, the lug wrench, and the

picnic basket in the Qar?
b. c¢f: Was there a jack, a lug wrench, and a

picnic basket in the car?
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17.

18.

98

(xii) a. *There wasn't the jack, the lug wrench, and

the picnic basket in the car.
b. cf: There wasn't a jack, a lug wrench, and
a picnic basket in the car.
In any event, however sentences such as (v-c) are to be
generated, it would be wrong to assume that sentences
such as (v-a) could be generated in the same way, for

reasons given above.

The arguments for a transformational source for pseudo-
clefts which have been presented so far are independent

of any particular transformational theory of pseudo-

clefts. Thus, the existence of a dual source for
pseudo-clefts is an issue which is independent of the
issue of the choice of a particular transformational

theory of pseudo-clefts.

I do not find sentences such as (55) as acceptable as
sentences such as (57). The reason has to do with the
fact that the pro-form what most naturally functions to
refer to human nouns with verbs which take as subjects
(or objects) both abstract nouns and human nouns. For

example:
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(18) (cont'd.)

19.

20.

(i) a. The lack of justice concerned John.
b. Mary's situation concerned John.
c. Mary concerned John.
In a certain sense the NP Mary in (i-c) is abstract in
that particular context. Thus, the pro-form what is
appropriate. (I am grateful to Morris Halle for pointing

out these facts.)

Since this modification of the Deletion Theory still
retains the basic deletion process, it is also subject to
the criticisms advanced in the previcus section (i.e.
there is still no natural way to derive prepositional

phrases in focus position).

One of the problems faced by this theory is that while the
pseudo-cleft necessarily derives from a deep structure
which has the ’nterpretation of an equation of two agbstract
NPs, the surface structures which derive from these may
not have the same interpretation. Consider:
(i) a. What he cooked was thag steak.
b. [ [ Q-he-cooked-what ] be
[ he-cooked-that~-steak ] ]

A sentence such as (i-a) derives from a structure such as
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(20) (cont'd.)

21.

22,

(i-b). (i-b) is an equation of two abstract NPs, but (i=a)

does not have this interpretation since the NP that steak

is semantically concrete., Therefore, the semantic reading
of the deep structure (i-b) is not preserved by the

Deletion Rule.

J.R. Ross [personal communication] has suggested that the
deep structure of the pseudo-cleft, on the Embedded
Question Theory, should actually be (roughly) the
following:
(i) [ [ The answer to the question (of)

[ Q-John-read-what ] ] is

[ John-read-a book about himself ] ]
However, it seems to me that it would be difficult to
motivate the presence of the lexical items answer and |
question, and it is hard to see what syntactic function
these items would fulfill. At any rate, this suggestion
(as well as Faraci's) is subject to the criticisms we
advance in this section.

\

For a discussion of the differences between free relatives

and embedded questions, see Baker [1970].
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Further, it is necessary to point out that the parallels

between pseudo-cleft sentences and question-answer pairsx
can be accounted for in other ways. In Chapter 3 we
present a system of semantic notation which can be used in
simple ways to capture the similarities between questions,

answers, and pseudo-cleft sentences.

(93a) is particularly damaging to Ross' suggestion, since
the following is well-formed:
(i) The answer to the question of whether he will
go is yes,
From this well-formed deep structure, however, no well-
formed pseudo-cleft can be derived. (Some of these

counterexamples, by the way, are also noted by Faraci.)

Faraci in fact maintains that sentences such as (98) are
well-formed for him, and these constitute evidence for him
that the clauses of such sentences are in fact questions.
Such sentences are ungrammatical for myself and others I
have checked, however.

.
Thus far we have stated this agreement phenomenon in terms

of agreement of semantic features which play a role in
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(26) (cont'd.)

27.

28.

selectional restrictions. It is not clear to me"ﬁhether‘
the property of referentiality is also a semantic featﬁre
in this sense. In any event, this property must be a

property of both NPs of a specificational statement.

Sentences such as (104) provide additional evidence against
the specific proposal mentioned in note 21. That is, the
following is impossible:
(i) *The answer to the question of what John got
from his father, which was very expensive,

was a Jaguar XKE.

The examples in (105) do not depend crucially on the

presence of negation (cf. (105a). For example, consider:
(i) *We all realize what John got from his father,

which was very expensive.

Notice, furthermore, that various sorts of parenthetical

clauses can occur with the initial clauses of pseudo-cleft

sentences, but not with embedded questions. Consider:
(ii) a. What he cooked for us »- the tastiest dish

I've had this week -~ was an English mutton

pie.
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b. What he saw in the box -- a sight which
terrified him -- was a dismembered hand.
Compare these with the following:
{iii) a. *What he cooked for us -~ the tastiest dish
I've had this week -- was obvious to all of us.
b. *We do not know what he saw in the box =-- a
sight that terrified him.
These facts indicate, again, that embedded questions and

the WH clauses of pseudo-clefts do not behave alike.
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CHAPTER 2

THE SYNTACTIC DERIVATION OF CLEFT SENTENCES

1. Deriving Cleft Sentences from Pseudo-Cleft Sentences

There is a great deal of similarity between pseudo-cleft
sentences and their corresponding cleft sentences. If we ex-
amine as an example a pair of sentences such as:

(1) a. (The one) who Nixon chose was Agnew

b. It was Agnew who Nixon chose

we note that the pseudo-cleft and its corresponding cleft sen-
tence express the same grammatical relations, share the same
presuppositions, have the same focus, in short, they are '
synonymous and are used interchangeably. Since the semantic
representation of pseudo-cleft and corresponding cleft sen-
tences is identical, we will discuss the semantic representa-
tion of both syntactic forms in Chapter 3. The objective of
this chapter, however, is to provide a' general account of the

syntactic derivation of cleft sentences, and in particular,

to show that cleft sentences derive syntactically from pseudo-
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cleft sentences.

We will propose specifically that cleft sentences are Qg-
rived from pseudo-cleft sentences by a transformation which
extraposes the initial clause of the pseudo-cleft to the end
of the sentence. We refer to this rule as the Cleft Extra-
position rule, and its operation can be iliustrated by the

following pair of phrase markers:

(2) a.
””’,,f -\~‘-~VR\\
//\ 2\ be/ wp?
who Nixon chose Alnew
b. SE_;
NPl‘”"’d” \\\\\‘s

NV AVEPAN

Agnew who Nixon chose

Note here that the initial clause of the pseudo-cleft is a
free relative, not a bound relative, and we show in a later
section that the cleft source (Za) must ultimately derive from
a deep structure with an empty predicate such as that posited
in the Extraction Theory. For the bulk of the discussion,

\
however, it does not matter whether the initial clause is

thought of as a free or bound relative, since both kinds of

relative clause share certain properties which are cruciual for
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the derivation of cleft sentences.

2. On Motivating Transformational Rules

Whenever a new transformational rule is proposed, it is
of course necessary to provide ample justification for the
particular transformational derivation advanced. The question
arises, however, as to vhat sort of justification -- i.e. what
kind of evidence -- is required to establish a given analysis.
In particular, we refer here to the tendency in recent work to
justify transformational analyses on the basis of semantic con-
siderations. We have noted, for example, that pseudo-cleft
sentences and their corresponding cleft sentences are synony-
mous, and it is easy to see that semantic violations (e.g. se-
lectional violations) in one would also be matched in the
other. However, arguments from similarity of selectional re-
strictions and grammatical relations should be secondary in
attempting to justify a transformational analysis.

It is imperative to provide independent syntactic evi-
dence for proposed analyses, where by the term 'syntactic' we

mean the strictly formal properties of given constructionms.



107
What we wish to bring out here is that the analysis proposed

here for cleft sentences is not justified on the basis of
semantic considerations, but rather, the arguments which wiil
be given are all arguments from syntactic form of the cleft
construction. The analysis is justified primarily on the
basis of the fact that one can predict complicated syntactic
agreement patterns by deriving cleft sentences from pseudo-
cleft sentences. Further, we would claim that any transfor-
mational analysis proposed must be justified by formal evi-
dence of this sort. With this in mind, we turn now to the

specific evidence for the proposal.

3. Evidence for the Proposal

3.1. Evidence from Verb Agreement Patterns. One of the

most interesting syntactic properties of cleft sentences is
the verbal agreement pattern. I will be concerned primarily
with my own dialect, which I label Dialect I, however, I will
discuss two other dialects as well. 1In Dialect I, (which is
the dialect of most speakers I have interviewed) the follow-

ing is the typical pattern:



(3) a.

b.

108

It's me who is responsible.
Iit's you who is responsible.
It's him who is responsible.

John and me
it's

us

who are responsible.
It's you who are responsible.

them
Iit's who are responsible.
those two

Pronouns in focus position are always in the objective case,

and the verb in the clause is systematically third person.2

The verb does not agree in person with the focus noun (or pro-

noun), but does agree in number with the focus noun. Thus:

(4)

a.

b.

does
It's you who this job. (Singular)
*do
(But: You do this job.)
It's you who do this job. (Plural)
does
It's me who this job.
*do
(But: I do this job.)
It's us who do this job.

*get Y
It's me that always the tough breaks.

gets
(But: I always get the tough breaks.)
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f. It's us that always get the tough breaks.

How can we account for this complicated pattern of agreement§?
Why is there number agreement but no person agreement? We |
answer both these questions by deriving the cleft from the
pseudo-cleft sentence, since the pseudo-cleft sentence exhi-
bits precisely the properties we want. For example, compare
the following with the above sets:
(5) a. The one who is responsible is me.
b. The one who is responsible is you.
c¢. The one who is responsible is him.
John and me
d. The ones who are responsible are
us
e. The ones who are responsible are you.
those two }

f. The ones who are responsible are {
them

does \
g. I am the one who this job.
*do
h. I am the one that always gets the tough breaks.
The relative clause of the pseudo-cleft sentence has a third
person head noun, one; in (d)-(f) we have the plural head noun
ones, and thus the plural verb in the relative clause.3 Hence,
systematic third person marking, but agreement in plural mark-

ing. We account for the paradigm of Dialect I in a completely
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natural manner. The complicated agreement pattern is given to

us by regular rules of agreement -- no new rules are needed..
There are two other dialects I will discuss here, both
of which are more complicated, and thus more interesting, than
Dialect I. The first of these, Dialect II, has the following
sort of patternA:
(6) a. It is I who is sick.
b. It is me who(m) John is after.
c. It is I who is being chased by Mary.
d. It is me who Mary is being chased by.
Verbal agreements in Dialect II are exactly those of Dialect
I: consistently third person, with number agreement. Thus,
just as with Dialect I, the proposed theory correctly predicts
the agreement patterns. Dialect II differs from Dialect I with
regard to case marking only. At first sight it seems to be
the case that the focus pronoun agrees with the relative pro:
noun in case marking (assuming, of course, that relative pro-
nouns are marked for case). However, this can't be right,
since in Dialect II we have sentences such as:
(7) It is me who John says is sick.
where the relative pronoun would be marked nominative, being
the subject of is sick, yet where the focus pronoun is accusa-

tive. Steve Anderson has suggested to me that the relevant
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generalization with regard to case marking is this: when there
is a surface subject in the clause of the cleft sentence, thg
focus pronoun is marked accusative; when there is no surfacé
subject, the focus pronoun is marked for nominative. Thus,
the clauses of (6b), (6d), and (7) all have subjects (John,
Mary, and John, respectively), hence the focus pronoun is
marked as accusative. (6a) and (6¢c) have clauses in which
there is no surface subject intervening between the focus pro-
noun and the verb of the clause, hence in these cases the fo-
cus pronoun is marked as accusative. I will assume that
speakers of Dialect II differ from those of Dialect I in that
they assign case to focus pronouns according to the surface
generalization just stated.

We noted earlier that in Dialect I, focus pronouns are
consistently marked for accusative. This suggests that
speakers of Dialect I assign accusative case to focus pronouﬁs
on the basis of the fact that focus pronouns are in immediate
post-verbal position (accusative case is used quite generally
for items in post-verbal, or non-subject, positions). As
G. L. Brook [1964, 152] points out:

One of the most frequently discussed problems is

whether to say it is I or It is me. The latter ex-

pression gained ground so quickly that it is now the
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usual idiom, especially in colloquial speech... As
early as the sixteenth century we find instances off
the replacement of I by me, which probably arose be-
cause the pronoun here follows the verb, and the ob-
jective case generally follows the verb... Jesperson
sums up what is happening to English pronouns: '"On
the whole, the natural tendency in English has been
towards a state in which the nominative of pronouns
is used only where it is clearly the subject, and
where this is shown by close proximity to (generally
position immediately before) a verb, while the objec-
tive is used everywhere else'... The opposition of-
fered by prescriptive grammarians to the idiom It's
me has had the result that many speakers have gained
the impression that I is in some way more respectable
than me. '

Brook points out further that many speakers say:
(8) I sent for the man who had done it.
where the use of who is correct; on the other hand they say:
(9) I sent for the man whom I knew had done it.
These facts seem to correlate with the+ facts of Dialect II;
where a noun subject intervenes between the relative pronoun

and the verb phrase (had done it), the relative pronoun is
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marked for accusative. The speakers of Dialect II follow this
rule with respect to focus pronouns.

wWhat is crucial is that the proposed theory predicts cor-
rectly the facts of agreement for both Dialect I and Dialect
II. I assume that the two dialects differ with respect to the
rule(s) assigning case, where Dialect I assigns accusative
case to post-verbal elements in general, and Dialect II has a
more complicated rule based on a surface generalization con-
cerning surface subjects in the clause.

Finally, let us examine Dialect III, which is more com-
plicated than either of the previous two. Our data comes
from Ross's paper on performative verbs [1968], where he

points out the following sentences:

am
(10) a. It is I who responsible.
*is
*am '
b. It is me who responsible.
is

‘Apparently, in this dialect, the case marking of the focus
pronoun can be either nominative or accusative. The interest-
ing feature of this dialect is that if the focus pronoun is
nominative, then the verb of the clause, agrees in person with
it. Otherwise, just as with Dialects I and II, the verb is

third person.
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Since (10b) exhibits a pattern identical to that of

Dialects I and II, our theory accourts for at least part of
Dialect III with no changes made. The problem is how to ac-;
count for (10a). Note that if the cleft sentence derives from
the pseudo-cleft sentence, then (10a) derives from a sentence

' not, "the one who

such as "the one who is responsible is me,’
am responsible is me." The problem is how to account for the
agreement in person between the verb of the clause and the fo-
cus pronoun.

I suggest that if the pronoun happens to be marked as
nominative, then there is a low level rule in Dialect III
which changes the marking on the verb of the clause so that it
agrees with the focus pronoun. Why should Dialect III have
such a rule? I would suggest that speakers of Dialect III
produce sentences such as (10a) by analogy to the pattern as-
sociated with appositive clauses. When an appositive clause
is associated with a pronoun marked for nominative case,
‘there is person agreement between the verb of the clause and
the pronoun; however, when an appositive clause is associated
with a pronoun marked for accusative case, there is no agree-
ment, but rather the verb of the clause is consistently third
person.5 For example:

am

(11) a. I, who tall, was forced to squeeze into
*is
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that VW.
has
(11) b. He had the nerve to say that to me, who .
*have
made him what he is today.
know
c. I, who him, have come to hate him.
*knows

d. I wish she had said that to me, who { N } sen-
*am
sitive enough to understand these things.
These sentences are not particularly flowing, but the facts
are intuitively quite clear. Furthermore, the above pattern
is one which is found in all dialects, not just Dialect III.
it is easy to see how the appositive paradigm could in-

fluence the cleft sentence pattern in Dialect III. Note that

in surface structure the clause of the cleft sentence immedi-

ately follows the focus pronoun, and this is exactly the sur-"

face configuration of the appositive clause case (with the ex-

" ception that the appositive clause is separated from the pro-
noun by a phonological pause):

(12) a. It is I who am responsible.

b. I, who am responsible, coyld never agree toO that.
(12b), a comstruction shared by all speakers, provides a

reasonable model for the pattern of (12a), as both construc-
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tions are virtually identical in surface structure. There-
fore, it is suggested that Dialect III is derived basically
just as Dialects I and II are, with (10b) being the basic

form. The case marking rule apparently can assign nominative
case optionally to focus pronouns, and if this happens then
speakers of Dialect III 'correct' the verbal agreement in the
clause on analogy with the appositive pattern. Hence, the dif-
ference between the dialects lies in differing conditions on
case-marking, with Dialect III containing a low level agree-
ment rule.

We should note that it is not particularly surprising
that such low level '"correction'" rules exist. While postu-
lating such ad-hoc rules is to be avoided, we must take note
of the fact that we deal here with a particularly troublesome
area of English grammar, one which is often tampered with by
grammar teachers in the schools. It is interesting to note
that some speakers we have interviewed express complete con-
fusion on the matter of proper pronominal and verbal forms in
cleft sentences. It is in just this sort of situation that
we would expect to find low level, ad-hoc corrections on the
part of speakers, often in an attempt to speak "correct"
English.

It has been suggested to me [by David Perlmutter,
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personal commmication] that the verbal agreemenc patterns in
cleft sentences might be accounted for in a completely differ-
ent manner, namely, by claiming that there is a universal |
principle that only nominative case can cause agreement of the
verb, and all other case forms cause the verb to remain in
third person (i.e. unmarked) form. Such a universal princi-
ple would account for the appearance of third person verb
forms in cleft sentences, and therefore, part of the evidence
for our proposal would be neutralized. However, this proposal
fails to explain certain crucial facts, namely, as we pointed
out for the sentences of (3) and (4), there is in fact number
agreement between the focus pronoun and the verb of the clause,
even though there is no person agreement. Hence, accusative
case pronouns are in fact causing certain agreements to occur.
The derivation from pseudo-cleft sentences shows why this pat-

tern of partial agreement occurs.

3.2. Evidence from Reflexive Agreements in the Clause.

At this point I will consider another range of data, which
confirms the view I have presented. This evidence concerns

the agreement patterns which occur between the focus item and
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reflexive pronouns in the clause. We find, in fact, that
third person reflexive forms occur quite regularly. For ex-
ample, the following are typical:
(13) a. It's not me that shaves himself with a straight
razor.
b. Was it you that saw himself in the crystal ball?
c. It's me that cut himself so badly.

d. It's you and me who nearly drowned themselves

out in the lake.
Sentences such as these once again indicate that the clause
has a third person subject. As we would expect, the pseudo-
cleft sentences exhibit just this pattern:
(14) a. The one who shaves himself with a straight razor
is not me.
b. Was the one who saw himself in the crystal ball
you?
c. The one who cut himself so badly was me.

d. The ones who nearly drowned themselves out in

the lake are you and me.
Since we propose to derive the sentences of (13) from the sen-
tences of (14), we are able to account [for this pattern of re-
flexive forms in the cleft sentence. There is no other way

that I see, which is not ad hoc, to account for the fact that
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himself could co-occur with a first person focus pronoun.

I have first presented the cases where the reflexive pro-
noun in the clause does not agree with the focus element, but
is systematically third person. This, I claim, is the basic
pattern. We must now consider cases where the reflexive pro-
noun does, in fact, agree with the focus pronoun, and we must
try to account for this agreement.

Let us begin with sentences in which reflexives occur in
the clause:

(15) a. It's me that cut myself.

b. It's you that cut yourself.

c. It's us who cut ourselves.

myself
d. It's me who has always kept out of
himself
trouble.
myself
e. It's me who has to protect .
himself t

Such sentences are problematic for our view, since in the
pseudo-cleft the initial relative clause has a third person
head, and non-third person reflexives cannot be generated:
(16) a. *The one that cut myself is me.
b. *The one that cut yourself is you.
c. *The ones that cut ourselves are us.
d. *The one who has always kept myself out of trouble

is me.
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(16) e. *The one who has to protect myself is me.
How, then, can we account for the fact that the reflexive pro-
nouns agree with the focus in (15), if cleft sentences derivé
from pseudo-cleft sentences?

I would suggest that the problematic reflexive forms in
(15) are spurious, and are not produced by the rule of re-
flexivization. To see this, notice that for one thing, in
(15d) and (15e) we have a syntactic paradox. That is, while

the reflexive pronoun agrees with the first person focus, the

finite verb is marked for third person. We do not have sen-

tences such as:

(17) *It's me who have to protect myself.
Somehow, we must account for the fact that a first person re-
flexive co-occurs with a third person verb form.

Note further that the same pattern occurs in sentences
such as the following: N

(18) a. I am the one who cut myself.

b. I am the one who has to protect myself.

These sentences are essentially inverted pseudo-cleft sen-
tences: the focus element has been brought to the front of the
sentence, and the clause is sentence f;nal. As with cleft
sentences, a first person reflexive can. occur, but with third

person verb forms. Thus, we have the following situation:
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himself
(19) a. The one who has to protect is me.
*myself
himself
b. I am the one who has to protect
myself
himself
c. It is me who has to protect
myself

On the basis of (19) we see that it is when the clause fol-
lows the focus item in surface structure that the first per-
son reflexive is possible. We must account for the appear-
ance of this form with a third person verb form.

1 suggest that the reflexive forms in (15) and (18) arise
under certain surface structure conditions. To see this,
notice that in (15e), the version with myself answers a dif-
ferent question than the version with himself.8 The version
with myself answers the following question:

(20) a. Who has to protect you?

b. It's me that has to protect myself.
I am the one who has to protect myself.
Whereas the version with himself answers the question:
(21) a. Who has to protect himself?
b. It's me that has to protect himself.
I am the one who has to protect himself.
Let us examine further the answers to qﬁestions such as (20a).

A very interesting pattern emerges:
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(22) Who cut you?

(i) It was him who cut me.
(ii) It was vou who cut me.

(iii) *It was me who cut me — It was me who cut

myself.

1. He is the one who cut me.

2. Ycu are the one who cut me.

3. *I am the one who cut me — I am the one who
cut myself.

In answering this question, then, we would be forced into
uttering the sentence, "It was me who cut me;" hence, the
more acceptable form, "It was me who cut myself," or, "I am
the one who cut myself."

It is interesting to note that there is no obvious syn-
tactic reason why sentences (22.3) and (22iii) above should
be bad. The two pronouns are dominated by different S nodes °
in deep structure, and this should be just as acceptable as

" Jjohn is the one who cut me or It is John who cut me. We cer-

tainly would not expect reflexivization to apply here. It
seems reasonable to suppose that the repetition of phono-
logically identical person pronouns is somehow unacceptable
in surface structure. In fact, as we see, a succession of
identical person pronouns is unacceptable even when the pro-

nouns are at different levels of embedding:
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(23) a. Who was it that John believed hit you?

b. *It was me that John believed hit me.
*I am the one that John believed hit me.

(Cf. 1t was me that John believed hit Bill.)
while (23b) is quite unacceptable, it is somewhat more accep-
table to have:

(24) 71t was me that John believed hit myself.
Thus, it seems to be the case that under certain conditions
(which I do not understand) a rightmost occurrence of a pro-
noun is changed to a reflexive pronoun under identity with a
pronoun on the left. This seems to relate to the fact that

there is a succession of phonologically identical personal

pronouns, and I suggest that the appearance of such reflexives
has the same status as the agreement rule we spoke of; that
is, a "correction'" of sorts. The derivation, then, is as
follows:
(25) a. The one who has to protect me is me. — (Cleft
Extraposition).
b. It is me who has to protect me. — (Reflexive
Correction).
c. It is me who has to protect myself.

a'.

I am the one who has to protect me. — (Reflexive
Correction).

b'. I am the one who has to protect myself.
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Once again, we note that such solutions -- i.e. low
jevel correction rules -- are not, in general, attractive.
Yet, as before, I think we ought to note that in this particu-
lar area of grammar it is not surprising to arrive at such
solutions. Again we are dealing with an area subject to wide
dialectal fluctuation, and an area, as we have noted, which
some speakers avoid completely. It seems to me that the
crucial fact in this case is the appearance of the first per-
son reflexive with the third person verb form. The third per-
son verb form indicates that the clause has a third person sub-
ject, and the first person reflexive would indicate that the
clause has a first person subject. This paradox can be

avoided by positing a first person non-reflexive pronoun

(which does not imply a first person subject for the clause),

which at a late stage in the grammar is corrected by a trivial

N

rule. This alternative eliminates the paradox while account-
ing for the syntactic gap created by the non-existence of

‘sentences such as (25b) and (25a').9

3.3. Reflexives in Focus Position. We have seen examples

in which the clause contains reflexive pronouns which agree

in person with the focus pronoun. There are also cases in
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which a reflexive pronoun appears in focus position, and
agrees in person with a pronoun in the clause, just the re-
verse of the case we just discussed:

(26) a. 1t was myself that I shaved.

b. It was yourself that you cheated.
These, however, do not present problems for our view, since
these patterns are found in the pseudo-cleft sentence:

(27) a. The one that I shaved was myself.

b. The one that you cheated was yourself.
The Cleft Extraposition Rule will convert the sentences of
(27) to the cleft sentences of (26).

It is interesting to note that pseudo-cleft and cleft
sentences are parallel in yet another way, in that both con-
tain instances of 'anomalous' reflexive forms in focus posi-
tion. For example, consider the following sentences:

(28) a. It was himself that John claimed had been

cheated.
b. It was himself that John wanted Bill to describe.

(29) a. The one who John claimed had been cheated was

himself.
Bill
b. The one who John wants to describe is
{ﬁary
himself. .
In the (a) sentences himself is coreferential with John, and

in the (b) sentences himself can be coreferential with either



126
John or Bill. Note, though, that there are no non-clefted

sentences corresponding to these:
(30) a. *John claimed that himself had been cheated.

Bill
b. *John wants to describe himseilif.

Mary
(30a) is totally ungrammatical, and (30b) is starred since

it has only one reading (where himself = Bill), and thus has

jost the ambiguity in (28b) and (29b). We should note fur-
ther that non-reflexive pronouns in focus position can only
be interpreted in a non-coreferential way:
(31) a. *It was him that John claimed had been cheated.
b. *The one John tlaimed had been cheated was him.
(32) a. *It was him that John wanted Bill to describe.
b. *The one that John wanted Bill to describe was
him.
The focus pronouns in these cases can only be interpreted as
having outside reference. Thus a coreferential interpretation
"in these cases requires a reflexive pronoun.
We might possibly derive cases such as (28) and (29) by
positing a pseudo-cleft source with emphatic reflexives,
since these have the readings of (28) and (29):
(33) a. The one John claimed had been cheated was John

himself.
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John
(33) b. The one John wants Bill to describe is
Bill
himself.
A source such as (33) has the ambiguities in question, and
accounts for the appearance of the reflexive pronoun. Fur-

ther, application of Cleft Extraposition to the sentences of

(33) will derive the cleft sentences in question.10

3.4. Evidence from Idiomatic Reflexive Constructions.

The next area which I will examine constitutes the final set
of cases involving syntactic agreements. I refer to what we

can call reflexive constructions; i.e., constructions which

require identity between the subject and some possessive pro-
noun, and these include certain idioms, reflexive possessives,
and certain verbs of perception. Regarding idioms, note that
there is a required identity in the following:
(34) a. I held my breath for five minutes.

b. I found my way home.

c. I made up my mind.
It is impossible to have any other proﬁbminal forms =-- the

identity is obligatory. However, as we would expect, in

cleft sentences the pronouns are in third person form:
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(35) a. Was it you that held his breath for five minutes?

b. It was only me who could find his way home in
the storm.
c. It was me that made up his mind before anyone
else.
I do not know the facts for other dialects, but in my own,
agreement cannot occur. Sentences such as, '"Was it you that
held your breath for five minutes?" are anomalous since they
imply contrasts such as *"Or was it John that held your
breath for five minutes?" These facts show, once again, that
the clause has a third person subject. The pseudo-cleft sen-
tence gives us just the right paradigm:
(36) a. Was the one who held his breath for five minutes
you?
b. The only one who could find his way home in the
storm was me.
c. The one who made up his mind before anyone else
was me.
(Cf. *The one who made up my mind before anyone
else was me.)
The same facts hold for reflexive\possessives. There is
an obligatory identity:
my own

(37) I hit father.
*his own



129

Yet, in the cleft sentence (and in the pseudo-cleft) we have

no agreement, but systematic third person:

his
(38) a. It's me that hit } own father.
* my
his
b. The one who hit own father is me.
* my

Finally, with certain verbs of perception we have similar

obligatory identities:

(39) 1 felt a spider crawl up {my } leg.
*his
But once again we get third person forms in the cleft sen-
tence:
(40) a. It wasn't me who felt a spider crawl up his leg.
b. The one who felt a spider crawl up his leg was me.
Agreement does not occur in cleft or pseudo-cleft sentences,
at least in Dialect I, and this is especially clear if we add °
a negative element:
(41) a. *It wasn't me who felt a spider crawl up my leg.
b. *The one who felt a spider crawl up my leg
wasn't me.
To sum up, we have presented evidegce from three general
areas, namely, verbal agreement patterns, reflexive agreement

patterns, and agreement patterns in reflexive construction.

The evidence presented indicates that the clause of the cleft
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sentence has a third person head, and agreements within the
clause, with few exceptions (such as (15)), are for third per-
son. We show that these patterns are just those found in thé’
initial relatives of the pseudo-cleft, and therefore we can
predict the range of agreement patterns for the cleft sentence
on the basis of such patterns in the pseudo-cleft sentence.
Having presented this evidence, we will turn now to a more

detailed look at the specific derivation proposed.

4. The Deep Structure Source for Cleft Sentences

In our discussion so far we have used pseudo-cleft sen-
tences with bound relatives as examples in the derivation of
cleft sentences. However, we have stated that cleft sentences’
do not derive from these, but rather from pseudo-cleft sen-
‘tences which have free relatives, in particular, those formed
by the extraction rule. Thus, instead of derivation (42),
derivation (43) is the proper derivation for cleft sentences:

(42) a. [The one who Nixon chose was Agnew.

b. It was Agnew who Nixon chose



131
(43) a. [{ it [Nixon chose Agnew] be A ]

b. I—[ it [Nixon chose who] be Agnew ]

c. I-[ it [who Nixon chose] be Agnew ]

d. [ it is Agnew [who Nixon chose] ]
Our claim is that cleft sentences derive ultimately from struc-
tures such as (43a).

An immediate and obvious advantage of derivation (43) is
that it provides a natural source for the dummy it of the
cleft sentence, since free relatives (including those formed
by the extraction rule) arise from NPs which dominate [it-S].
When the S node is extraposed, it is left behind, and if
extraposition does not apply, it is deleted, as it is in
general. With a derivation such as (42), however, it is not
clear that the dummy it has any natural source, and we face
further the problem of eliminating the lexical head of the
relative when the clause is extraposed. Hence, (42) is more
complicated.

Secondly, there are semantic problems associated with
postulating pseudo-clefts with bound relatives as the source
for clefi sentences. For example, compare the following sen-
tences: .

(44) a. The place where I found John was in the garden.

b. wWhere I found John was in the garden.

c. It was in the garden that I ﬁound John.
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(44b) and (44c) are synonymous, but they are not in turn

synonymous with (44a). (44a) tells us where a certain place
is located, while (44b) and (44c) tell us where John was lo- }
cated. This can be seen even more clearly in sentences such
as:

(45) a. The place where John was was in the garden.

b. Where John was was in the garden.
where, again, the first tells us of the location of a certain
place, while the second tells us of the location of gghg.ll
Thus, the lexical head of the bound relative makes an addi-
tional independent semantic contribution to the total meaning
of the sentence, which is not found in sentences with free
relatives.

To consider another example, note that in certain cases
it is impossible to have a lexical head for the relative. 1In
some instances, the presence of the lexical head causes an
ill-formed copula statement. For example:

(46) a. *The place where John went was to Boston.

b. Where John went was to Boston.
c. It was to Boston that John went.
(46a) is ill-formed since the basic equation is anomalous,

i.e. [the place was to Boston]. 1In other words, we can not

specify the place in question by equating it with a preposi-

tional phrase. 1In other instances, the relative clause can
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apparently have no lexical head at all. Compare the follow-
ing examples:
(47) a. *The way young men are registered is in this
atmosphere.
b. ?How young men are registered is in this atmo-
sphere.
c. It is in this atmosphere that young men are
registered.
(47a) is completely ungrammatical, and there is apparently no
other lexical head possible for this case. (47b) is more
acceptable, but at best awkward. (47c) is completely accep-
table. This case, in fact, leads us to the strongest evi-
dence for derivation (43), namely, cases in which preposition-
al phrases are the foci of cleft sentences. As we shall see,

only derivation (43) can generate such cases.

5. Evidence from the Derivation of Prepositional Phrases

The most problematic cases for anX.analysis of cleft sen-
tences are those such as the following:
(48) a. It is in this atmosphere that young men are

registered.



134
(48) b. It was to John that I gave the book.

c. It was by the police that John was beaten.

d. It was out of spite that he kissed her.

e. It was with Howard Johnson that we met first.
We have already seen that there are no pseudo-cleft sources
for most of these sentences.l2 In attempting to account for
such sentences we are therefore faced with the problem of
finding a source which allows us to generate prepositional
phrases in focus position, which further accounts for the
iack of prepositions in the clause. In addition we must ex-
plain why only that clauses, and not WH-clauses, are permis-
sible with these cases. We should also note that certain of
these clauses would be ungrammatical in isolation (for example

the clause that we met first in (48e)), and we must explain

this. All of these factors are explained by deriving such

sentences according to derivation (43). Consider, then, the

phrase markers:

(49) a. sk
1\u:‘/a/ \VP
iﬁ//' \\\ 2 bé///, PP
that-——"'7$ \ '
NP ' A
| /P ~
young men \" PP

are in this
registered atmosphere
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PN ) s
if 52 be bp
NP VP
| | in this
young men are registered atmosphere

-—/ \
that / \
I I

in this young men are registered
atmosphere

1t be PP

(49a) constitutes the deep structure input to the Extraction

Rule, which extracts the PP in this atmosphere and places it

in predicate position, forming the derived structure (49b).
Note that no pro-form is left behind for the prepositional
phrase. This is a crucial fact, since it means that when such
PPs are extracted, one should be left with that-clauses, since
the complementizer that (e.g. in 82 of (49b)) will not be re-
placed by a WH pro-form.

The crucial fact here is that there are no syntactic
pro-forms for prepositional phrases sucﬁ as those in (48).
To see this, note that noun phrases can~5e pronominalized in

various ways (and thus have representative pro-forms), however,
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many prepositional phrases cannot be pronominalized. This can
be seen in the fact that there are no pro-forms in English
which could occupy the following kinds of slots:

(50) a. I gave the book to John, and Bill gave the car

b. John was arrested by the police, and Bill was
beaten
That is, there is no pro-form which could stand for the

phrase to John, or by the police, and the only pronominaliza-

tion possibility is to pronominalize the NPs within the pre-

positional phrases (e.g. to him, by them). Along with the

fact that such prepositional phrases cannot be pronominalized
goes the fact that they cannot be questioned. One way to
illustrate this is to note that the prepositional phrases,
(b), cannot answer the questions, (a):
(51) a. How are young men registered?
b. *In this atmosphere.
(52) a. How was John beaten?
b. *By the police.
In other words, our claim is that English grammar contains a
gap in its system of syntactic pro-formg. As a consequence
of this, in structures such as (49b), no pro-form is left be-
hind in place of the extracted prepositional phrase, resulting

automatically in clauses headed by the cogplementizer that.
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The Cleft Extraposition Rule maps (49b) onto (49c), and thus

the problematic cleft sentences such as those of (48) can be
derived.

We should note here that we have stated that many pre-
positional phrases do not have syntactic pro-forms. This
equivocation is due to certain considerations involving
locative and temporal phrases which seem to indicate that
some prepositional phrases might indeed have syntactic pro-
forms. We refer here to the locative where and there along
with the temporal when ;hg\gggg. First of all, note that
prepositional phrases can épparently be pronominalized by
there and then:

(53) a. I went to Boston and John went there too.

b. I left at 5 o'clock and Bill left then too.

Furthermore, where and when in questions seem to stand for

prepositional phrases, and we can see this by noting the N
possibility of answering such questions with prepositional
‘phrases:
(54) a. Where did John go?
b. To Boston.
(55) a. When did John leave?
b. At 5 o'clock.
Given these considerations, it appears fo be the case that

such prepositional phrases have pro-forms. If this is the
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case, then the extraction rule could indeed leave behind pro-

forms for certain prepositional phrases.13
If the considerations of the above paragraph are valid,
then derivations such as the following should be possible:

(56) a. [ [it [that- John went to Boston] ] be A

b. [ [it [that- John went where] ] be to Boston]
c. [ [it [where John went] ] be to Boston]

Since the prepositional phrase to Boston is one of those
which apparently can be replaced by a pro-form, (56b) can be
formed from (56a). Note, however, that if such derivations
are possible, we must prevent sentences such as (56c) from
undergoing Cleft Extraposition since we do not get cleft sen-
tences of the form:

(57) *It was to Boston where John went.

In order to derive the appropriate cleft sentences, we
must impose the following restrictions:

(58) a. Structures with initial WH-clauses may not
undergo Cleft Extraposition.14

b. Structures with initial that-clauses must under-
go Cleft Extraposition.

Furthermore, we must then stipulate that the extraction rule
optionally leaves behind a pro-form for phrases it extracts.

If the extraction rule happens to leave behind a pro-form,

then pseudo-clefts with initial WH-clauses are formed. If
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the extraction rule does not leave behind a pro-form (as, for
example, when there is none to leave behind), then it will
result in structures with initial that-clauses, which must
obligatorily undergo Cleft Extraposition. Note that it would
be necessary in any event to stipulate that pro-forms are left
behind optionally, since even when NPs are extracted, it is
possible to have that-clauses:
(59) It was John that I saw.
Since we argue that that-clauses arise from simple deletion
of some item (i.e. with no pro-form left), this means that no
pro-form has been left behind for sentences such as (59).
To sum up the possibilities in the derivation of cleft
sentences, consider the following examples:
(60) a. [ [it [that- I saw John] ] be 4 ]
b. [ [it [that- I saw ] ] be John]
c. [ it be John [that I saw] ]
(61) a. [ [it [that- I saw John] ] be A ]
b. [ [it [that- I saw who] ] be John]
c. [ [who I saw] be John]
(62) a. [ [it [that- John went to Boston] ] be 4 ]
b. [ [it [that- John went where] ] be to Boston]
c. [ [where John went] be to Boston]
(63) a. [ [it [that- John went to Boston] ] be & ]

b. [ [it [that- John went ~ ] 1 be to Boston]
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(63) c. [ it be to Boston [that John went] ]

(64) a. [ [it [that- we metl with HoJo] ] be A& ]
b. [ [it [that- we met ] ] be with HoJo] -
c. [ it be with HoJo [that we met] ]

(61) and (62) represent derivations in which a pro-form has
been left behind for the item extracted, and these ultimately
end up as pseudo-cleft sentences with initial WH~-clauses.
(60) and (63) represent derivations in which no pro-form has
been left behind, and these cases obligatorily become cleft
sentences. (64) represents a derivation in which there is
no pro-form which can be left behind, thus it can only become
a cleft sentence.15

To sum up this section, we have attempted to show that
the derivation of cleft sentences with prepositional phrases
in focus position represents evidence in favor of deriving
cleft sentences ultimately from deep structures posited in the.
Extraction Theory. We have shown that, given the Extraction
" Theory, there is a straightforward means of deriving preposi-
tional phrases in focus position. Further, we can explain
why no preposition appears in the clauses, and why, in fact,
the clause itself contains a gap (cf. 264c)). Finally, we
note that sentences such as (48) can have only that-clauses,
and no WH-clauses, for the reason that no pro-forms can be

left behing when the extraction rule operates. Hence, there



141
could be no possibility of forming WH-clauses. (This would

jeave unexplained, however, potentially exceptional cases
1isted in note 13, as well as (56)). These considerations, -
then, provide support for deriving cleft sentences from
pseudo-cleft sentences (i.e. ultimately from structures under-

lying pseudo-cleft sentences).16

6. Restrictions on Items which can Appear in Focus Position

In discussing the syntax of cleft sentences, we should
note that there are restrictions on the sort of items which
can appear in focus position. For most speakers interviewed,
the items which can appear in focus position are noun phrases
(including verbal complements which have heads) and preposi-
tional phrases:

(65) a. It was John that I saw.
(in the garden
at 5 o'clock
b. It was < out of spite . that John kissed

by pirning her down

\because he loved herJl

Mary.
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(65) c. It's the fact that Mary hates me that I can't

bear.
d. It's John's driving that bothers me.
e. It's Sirhan's assassination of Kennedy that
astounds me.
it is not possible, however, to have verb phrases in focus
position, or verbal complements without heads: |
(66) a. *It was go that John did.

b. *It was for John to go that I wanted.

c. *It's that the world is round that I believe.
At first glance these facts appear to be unsystematic; however,
J. Emonds has provided a principled explanation for the facts
of (65) and (66) within what he terms the Structure Preserving
Framework.17

Recall that the extraction theory posits a deep struc-

ture source for pseudo-clefts which has an empty predicate. N
The node Pred, however, is an abbreviation for the nodes
" which can possibly appear after the copula. In fact, in deep
structure, the syntactic source for pseudo-cleft sentences
contains in predicate position major category nodes such as
NP, PP, VP, and so on, which dominate Ehe dummy symbol [A].
Further, within the Structure Preserving Framework, the deep
structure which ultimately becomes a cieft sentence must also

contain an S node at the end of the VP. Thus, for a sentence
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such as (65a) we have the deep structure source:

©n __,_,———”"' ."“-~..____
it/ \sz /// \

]
g~
N
o
==
D—
D> e

saw John

In (67), the NP dominated by the verb phrase, NP3, dominates
the dummy symbol [A], and this NP can be replaced by an ex-
tracted NP (hence '"filling" the empty predicate). No other
kind of constituent can replace this NP, since, on the Struc-
ture Preserving hypothesis, movement rules can move some item
X into a position where the phrase structure rules generate
the node X. In other words, movement rules can move an NP
only where the phrase structure rules of English generate the

AN

NP node. Thus, after extraction we would have:
1

Y / \

(68)

/ |\ v
that NP VP |
l be John A
I \ t
I
saw

At this point the Cleft Extraposition rule must apply. Once
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again, movement rules can move the §? node only to where the
phrase structure rules generate S nodes. In this case, 82
can be moved to the position where the phrase structure ru1e§
have generated 83. This results in:

(69) | sl

‘L v/////73\\\\\\\
i
NP2 S2
| | é N
be John that I saw

In short, both the Extraction Rule and the Cleft Extraposition
Rule, being movement rules, can only move constituents of

type X where the phrase structure rules provide nodes of type
X.

With this brief background (for detailed discussion, see
Emonds [1970]), we can now appreciate how the Structure Pre-
serving Hypothesis predicts that sentences such as those of
(66) are not possible. That is, for such sentences to be
possible, the deep structure would have to contain VPs of the
following sort:

(70) a. b.

VP \'/ 3
V///g\\\s V//fdg\\\s

Thus, (66a) would require a structure such as (70b), since it

has the form (it) betgotthat John did, in other words, it

V+VP+S. Sentences such as (66b,c) would require structures
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such as (70a), since these are of the form be+S+S. The cru-
cial fact, however, is that the English phrase structure rules
provide no VP expansions such as those of (70) (as argued in ’
detail by Emonds). There are expansions such as that of (68)

(i.e. V+NP+S, cf. force+John+to leave), and expansions such as

V+PP+S (e.g. mention+to John+that S8), and thus we can have

cleft sentences with NPs and PPs in focus position. However,
sentences such as (66) are blocked because the phrase struc-
ture rules of English do not provide the proper VP expansions

which would allow such sentences to be generated.18

7. Further Extensions

The extraposition process we have posited here appears to*
be more general than we have stated it. That is, we have
"assumed that it operates only on certain output structures of
the Extraction Rule. However, there appear to be base-genera-
ted structures to which it also applies. Consider sentences
such as: N
(71) a. My job is to keep order here.

b. The task of syntax is to describe sentences.

c. My feeling is that John should stay.



146
when the items connected by the copula are reversed, there is

a drop in acceptability:
(72) a. ?To keep order here is my job.
b. 7To describe sentences is the task of syntax.
c. ?That John should stay is my feeling.
However, notice that there are sentences such as those of
(73), which are synonymous with those of (71):
(73) a. It's my job to keep order here.
b. It's the task of syntax to describe sentences.
c. It's my feeling that John should stay.
1f we assume that the sentences of (72) have the following
structure:
(74) a.[[it [ (for me) to keep order here]] is [my job]]
b. [[it [(for it) to describe sentences]] is [the
task of syntax]]
c.[[it [that John should stay]] is [my feeling]]
then we can assume that Cleft Extraposition operates on the
embedded sentences leaving it behind. These, then, are
analogous to the cleft sentences we have discussed in that
the embedded clauses have no WH-pro-forms, but rather have
complementizers such as that (and her £g£:£g as well). Thus,
the rule extraposes an initial clause in a copula‘construction
(i.e. specificational statement) whichAhas no WH pro-forms.

In this way, it is not limited to cleft sentences.
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8. Summary

The objective of this chapter has been to provide an ac-
count of the syntactic derivation of cleft sentences. We ar-
gue that the cleft sentence must derive from pseudo-cleft sen-
tences (ultimately from the deep structure provided by the
extraction theory). The evidence adduced in support of this
proposal is evidence from formal (i.e. syntactic) considera-
tions, not from semantic considerations. The first general
sort of evidence presented deals with syntactic agreement pat-
terns, and we show that these can be predicted, given the pro-
posed derivation for cleft sentences. The second sort of evi-:
dence has to do with the derivation of prepositional phrases
"in focus position in cleft sentences. This area provides sup-
port for the extraction theory, and for the proposal to derive

cleft sentences in the manner of (43).
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FOOTNOTES TO CHAPTER 2

Even though the discussion in this chapter centers on sen-
tences such as (1), the analysis is, of course, intended
to extend to all cleft sentences, in particular to pairs
such as the following:
(1) What John bought was a car — It was a car that
John bought.
(ii) Where I saw John was in Boston — It was in
Boston that I saw John.
(iii) When John left was at three o'clock — It was at
three o'clock that John left.
(iv) Why John did that was to irritate me — It was to
irritate me that John did that.
(v) How John did that was by standing on a ladder —
It was by standing on a ladder that John did

that.
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For my own speech, who and that are completely inter-
changeable as relative pronouns of the clause in cleft
sentences. There are dialects in which there is a dif-
ference in acceptability in many cases between the use of
who as opposed to that; however, as far as I know, this

should make no difference to the analysis proposed here.

The examples used in the first section of this chapter
have pseudo~cleft sentences with bound relatives, rather
than free relatives, even though we claim that cleft sen-
tences do not derive from these particular forms. The
reason for this is soleiy the fact that some speakers do
not find acceptable pseudo-cleft sentences with free rela-
tives, such as (ii)-(v) in footnote (1). Since it makes
no difference in these sections which form is used (i.e.
both have the properties needed), we naturally use the
form acceptable to most speakers.

We should make clear, however, that free relatives do
have the properties necessary to derive cleft sentences.

Consider, for example, the following input structure:

-



150
(3) (cont'd.) sl

it/ \32 be/ v\?
NP/ \VP '

| \
I bé// Adj

responsible
The Extraction Rule can apply to extract the subject of
the embedded sentence, the NP I. When this is placed in
predicate positidn, the pro-form who is left behind, since
who is the pro-form for human nouns. This results in the

following:

NP
1f(/// \\\\32 bé/// NP
/ \ i
me
NP VP
uLo Y///’ Adj
be responsible

Note that the pro-form who is syntactically third person,
and when the verb agreement rule applies be of 82 is in-
flected to agree with the subject, who, and ends up as the
third person is. Note further that 1f a plural subject
had been extracted, the pro-form would be marked as syn-

tactically plural, and the verb would end up as the third
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(3) (cont'd.)

person plural are. (Since most speakers find pseudo-cleft
sentences with initial who clauses unacceptable (as men-
tioned in Chapter 1), these must obligatorily undergo
Cleft Extraposition to become cleft sentences. See note

16) -

4. I am grateful to Steve Anderson and Morris Halle for

pointing out the facts of Dialect II.

5. This fact was pointed out to me by Peter Culicover, to
whom I am grateful for discussion on this section. It
should be made clear that by stating that certain cleft
sentences in Dialect III are produced 'by analogy to"
appositive clauses, T wish to express two facts; namely,
(a) that the patterns found in both constructions (with -
regard to case marking) are identical, and (b) that the
appositive clause construction is "primary" since it is
found in all dialects, while the cleft sentence agreement
pattern of Dialect III is found only in that one dialect.

\

6. It is not possible to discuss the analysis of appositive

clauses in this paper; however, it is interesting to note

one further fact: appositive clauses associated with
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(6) (cont'd.)

accusative pronouns can begin with head nouns such as the

one, the person, etc., however, this is not possible when

such clauses are associated with nominative pronouns:
(1) He had the nerve to say that to me, the one who
has made him what he is today.
(ii) *I, the one who loves her, will always defend

her.

7. Note also that these facts hold for Dialect II, as well.
Steve Anderson points out interesting cases such as the
following:

It is I who in spite of himself is sick.

8. This fact was pointed out by Ray Jackendoff, and is quoted

in Ross [1968, footnote 52].

g. The matter is not as simple as we have stated it, however.
J.R. Ross has pointed out to me cases in which a succession
of identical person pronouns is unacceptable, but in which
reflexive forms are equally unaccepteble: ‘e

(i) 1It's me who thinks Mary loves
*myself

Only the third person non-reflexive pronoun is acceptable
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(9) (cont'd.)

10.

11.

in this environment:

(ii) 1t's me,; who thinks Mary loves himi.
It seems to be the case that the occurrence of the re-
flexive is most acceptable when there is no subject NP
within the clause in which the reflexive occurs (as in

(25¢) and (25b')).

The matter of "anomalous' reflexives is discussed further
in Chapter 5, where it is shown that such forms cannot be
interpreted as normal reflexives, since they form the foci
of their containing sentences. We show that interpretation
of pro-forms changes significantly depending on whether

the pro-form is focal or non-focal.

The distinction between (44a) and (44b) is manifested in
another difference as well, namely that the tense of the
copula need not agree with the tense of the verb in the
clause in (44a):

(i) The place where John was is in the garden.

(ii) *Where John was is in the garden.
As we point out in Chapter 3, non-agreement in tense indi-
cates a non-specificational use of the copula. In the

case of (i) above, we have a locative use of the copula in
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(11) (cont'd.)

the statement [the place is in_the garden].

12. (48a) and (48b) have no sources for reasons pointed out in
connection with (47a,b) and Chapter 1, (79). There are no
corresponding pseudo-cleft sentences for (48c) and (48d);
(48e) has as the closest possible source the sentence:

(i) (the one) who we met with first was Howard
Johnson.
where, just as with (79) of Chapter 1, there is a problem
in generating the PP in focus position, and eliminating

the preposition of the clause.

13. The matter of pro-forms for prepositional phrases forms a
complicated area of English grammar. For example, on the
basis of examples such as (54) and (55), one might also
argue that why and how also can represent prepositional
phrases:

(i) Wwhy did John go?
For no reason.
(ii) How did John do that?
By standing on a ladder.
However, there are no analogues of there and then (i.e.

non-WH pro-forms) for why and how, as we see from the
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blanks in the following:
(iii) a. I did it for that reason and Bill did it
too.
b. John did it by standing on a ladder, and Sam
did it _____ too.
There is no pro-form which replaces the phrase for that
reason, and no pro-form which replaces the phrase by stand-

ing on a ladder (although it may be marginally acceptable

to use the pro-form thus). There are, in other words, un-
systematic gaps in the set of pro-forms for prepositional
phrases.

The situation is complicated even more by the fact
that in certain cases the preposition can actually appear
with some of these forms. Thus, consider:

(iv) a. Where did John go to?

'b. Where did John come from? (cf: *Where did
John come?)
(v) a. *I went to Boston and Sam went to there also.
b. I came from Boston and John came from there
too. .
Given sentences such as (ivb) and (vb) it is questionable

whether where (and there) are pro-forms for prepositional

phrases, since the preposition in these cases must appear.
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(13) (cont'd.)

14.

15.

it is not our purpose to embark on a study of such forms.

The only point is that if in fact there are pro-forms for .~

some prepositional phrases, then such pro-forms could be

left behind by the extraction rule.

There is one exception to this principle, namely, clauses
which have who:
(i) a. It was John who I gave the book to.
b. It was John to whom I gave the book.
Thus, we must allow such clauses to extrapose. (See note

16.)

It should be noted that there are some restrictions on the
kinds of prepositional phrases which can be extracted and
placed in focus position. For example, note sentences
such asv
(i) a. ?It is about Nixon that he always talks.

b. *It is about Nixon that he always reads books.
Note, however, that the facts represented in (i) do not
have to do specifically with the der?vation of cleft sen-
tences, but are rather part of a more general phenomenon,
and the restriction in question can be related to restric-

tions on movement rules in general. Thus, compare the
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(15) (cont'd.)

16.

sentences of (ii) with those of i):

(ii) a. ?About Nixon he always talks.

b. *About Nixon he always reads books.

We see that when such prepositional phrases are moved by
the rule of Topicalization, the sentences are just as un-
acceptable as the cleft sentences of (i). Thus, whatever
restriction is involved here, it is a restriction on move-
ment rules in general, and not a special restriction on

the extraction rule.

The restrictions listed in (58) remain, at this writing,
as specific restrictions on Cleft Extraposition. It would
be desirable, of course, if such restrictions were appli-
cable in a wider range of cases, or if they followed from
more general principles. However, at the present time it
is not clear to me whether such restrictions generalize to
other areas of the grammar.

Note that for (58a), the situation is complicated by
seemingly erratic facts and dialect differences. For most
speakers I have interviewed, it is tbe case that extraposed
WH phrases are unacceptable. The only exception consists
in extraposed who clauses; however, as we have mentioned,

this correlates with the fact that pseudo-cleft sentences
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(16) (cont'd.)

with initial who phrases are judged as unacceptable, or at
least less acceptable than pseudo-clefts with other WH-
clauses. We can relate these facts by assuming that ini-
tial who-clauses obligatorily undergo extraposition.

Other speakers I have interviewed accept not only
who clauses, but also other WH-clauses in extraposed
position. For example, J.R. Ross has pointed out to me
sentences such as:

(i) 1t was in the garden where I saw John.

(ii) It was on the beach where I first met her.
Ross further points out, however, that if the focus pre-
positional phrase is a directional phrase, then such ex-
traposition is unacceptable:

(iii) *It was to Boston where he went.
Thus, for some speakers extraposition may apply to WH-
clauses besides who clauses, with restrictions of various
sorts. It can be said, however, that for most speakers

(58a) holds true with the single exception noted.

17. For a detailed exposition of the Structure Preserving
‘
Framework see J. Emonds [1970]. For the discussion of
cleft sentences in particular, see Emonds [1970, section

3.2.1].
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18. I leave as an open question whether adjectives can appear
in focus position. While (i) seems unacceptable, (ii)
seems to be better:
(i) 1It's tall that John is.

(ii) It's idiotic that John always manages to be.
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CHAPTER 3

THE SEMANTIC INTERPRETATION OF CLEFTED SENTENCES AND THE

SEMANTIC REPRESENTATION OF FOCUS-PRESUPPOSITION RELATIONS

1. Objectives

in the last two chapters we have discussed the syntactic
derivation of clefted sentences, and we have seen that these
can derive from two deep structure sources. In this chapter
we attempt to show how it is possible that a single surface
structure deriving from two deep structure sources can be as-
signed only one semantic reading. We first point out that
the dual source for clefted sentences cannot be associated
with semantic ambiguities, and that ambiguities which are
found in clefted sentences are in fact part of more general
phenomena. We then show that the two deep structure sources
from which a single clefted surface structure can derive are
semantically equivalent, and thus that no semantic difference
results from the fact that the deep structures are formally

distinct. Finally, we discuss focus-presupposition relations,
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and show that since these are determined by factors of surface
structures, a single clefted surface structure will receive
only one set of such relations. Thus, since the deep stxuc-
tures are semantically equivalent, and since other aspects of
interpretation are determined from the single surface form,
clefted sentences deriving from two sources receive only one
reading.

The discussion of focus in this chapter is particularly
central. First of all, this is important given that the deep
structures posited by the FExtraction Theory contain an empty
[A], end give no indication as to which constituent (s) may be
the focus. Since this is the case, we must show that this
deep structure source causes mno semantic problems, and that
for independent reasons focus-presupposition relations must be
determined from factors of surface structure, not deep struc-
ture. For this reason, we discuss focus in some detail, and
in the course of this discussion we propose a semantic nota-
tion for focus-presupposition relations. Therefore, this
chapter has a broader purpose than that of discussing clefted
sentences in particular, namely, to show what a representation
of focus-presupposition relations would }onk like. We justify
this representation on the basis of arguments from the struc-

ture of discourse, as well as 'logical scope'. Further, in
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Chapter 4 we present additional justification for this nota-
tion. Thus, in discussing these broader issues, we will show
that there is nc need for deep structures to include any indi~"
cation of focus-presuppoéition relations, and that a distinc-
tion in deep structure source for clefted sentences need not

lead to any semantic distinctions.

2. Basic Factors in the Interpretation of Clefted Sentences

2.1. Specificational vs. Predicational. 1In the course of

our discussion of the interpretation of clefted sentences, we
will have occasion to refer to two fundamental senses of the

copula, namely, the specificational sense as opposed to the

predicational sense. These two senses of the copula are il-

{ustrated in simple examples such as:
(1) a. The first candidate for the trip to Mars is Spiro
Agnew.
b. The first candidate for the trip to Mars is short
and fat. .
There is an intuitively clear distinction between these two

sentences, in that the first sentence jdentifies, or specifies,

some entity. while in the second sentence given qualities are
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predicated of some individual. An obvious difference between
these two is that the first sentence tells us who the candi-
date is, while the second sentence does not. From the second
sentence, we do not know who the candidate is, we only know
what he is, that is, what qualities he has. Clefted sentences

are always specificational: that is, the clause of the clefted

sentence contains a semantic variable (represented by the WH
word), and this variable is specified by the post-copular item.
Hence, of the following two sentences, (2a) is a clefted sen-
tence, while (2b) is a predicational sentence:
(2) a. (the one) who we chose to go to Mars was Spiro
Agnew.
b. (the one) who we chose to go to Mars was short
and fat.
Once again, sentence (2a) tells us who was chosen (i.e. the
variable has been given a value), however, from (2b) we do not -
know who has been chosen, we only know that, whoever it was,
he has certain qualities of being short and fat. Thus, the
variable is not specified in (2b). This fundamental distinc-
tion is manifested in various syntactic and semantic differ-
ences, which can in fact be used as dia%nostic tests for the
two senses. First of all, we note that in a specificational
statement, the order of items connected by the copula can be

rerersed, while in a predicational statement such reversal
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yields an ungrammatical sentence. Thus, compare the sentences
of (2) with those of (3), in which reversal has taken place:

(3) a. Spiro Agnew was the one who we chose to go to

Mars.
mb. *Short and fat was the one who we chose to go to
Mars.
The specificational sentence (2a) (and also (la)) may be re-
versed, as shown by (3a), however, the predicational (2b)
may not.

A second basic difference between the two senses rests
with the fact that predication is a semantic relation which
admits comparison and modification of degree, while specifi-
cation is a semantic relation which in some sense implies
uniqueness, and there can be no modification of degree.

Thus, one can say that someone is very fat, or somewhat tall,
or that someone is taller than someone else. However, one
cannot say that Jones is somewhat the man who robbed the bank,
or that he is more the man who robbed the bank than he is the
man who lives on the corner. Jones either is or is not the
man who robbed the bank, and there can be no sense of modifi-
cation of degree. .

Predicational and specificational senses are also distin-
guished in interesting ways in pseudo-cleft sentences them~-

selves. Consider a pseudo-cleft sentence such as:
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(4) what he is is tall.

This is a specificational statement (i.e. the item tall is

not predicated of the subject NP what John is, but rather is

a specification of the variable represented by what) and this
can be seen from the fact that (4) allows reversal:

(5) Tall is what John is.
Even though (4) is itself a specificational statement, the sen-

tence from which it is formed must be a predicational state-

ment. Thus, from (6a) we can form the pseudo-cleft sentence
(7a), however, from (6b)we cannot form (7b) :
(6) a. He is tall.
b. He is the man who robbed the bank yesterday.
(7) a. What he is is tall.
b. *What he is is the man who robbed the bank yester-
day.
Thus, for predicational statements there are corresponding
pseudo-cleft sentences which have the form what X is, however,
for specificational statements there are no such pseudo-cleft
forms. This provides another differentiation between the two

senses.
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2.2. Referential vs. Non-Referential. In order to explain

the facts manifested in (7), we must look at cases with predi-ﬁ
cate nominals. So far we have discussed predicational state-
ments in terms of sentences which contain adjectives, however,
predicate nominals, as well, appear in predicational state-
ments:
(8) a. John is a fool.

b. *A fool is John.

c. John is more a fool than he is a pedant.

d. what John is is a fool.
According to the tests we have established, (8a) is clearly
a predicational statement. The difference between a predica-
tional statement such as (8a) and a specificational statement
such as (6b) rests with the fact that the post-copular NP of

(6b) is referential, while the post-copular NP of (8a) is

non-referential (following the terminology of Kuno [1969]).

As Kuno points out, noun phrases such as a focl in (8a) are
non-referential, in the sense that they are understood to
have no specific referent in the universe of discourse. Thus,
the speaker who uses the phrase a_fool %n (8a) does not denote
any individual in the world by using that phrase. On the

other hand, the noun phrase the man who robbed the bank

yesterday in (6b) is in fact understood as denoting a specific
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individual, i.e. an individual can be picked out by the use of
that phrase.1
The difference in referentiality, however, is also mani-.
fested in certain syntactic differences. The primary differ-
ence, as Kuno points out, is with respect to pronominaliza-
tion: non-referential NPs may be proncninalized by which, even
when they are marked as animate. However, referential NPs
may not:
(9) a. He is a gentleman, which you are not.
b. *Jones is the man who robbed the bank yesterday,
which Smith is not.
Similarly, in pseudo-cleft sentences, non-referential NPs may
be replaced by what, however, referential NPs may not:
(10) a. What he is is a gentleman.
b. *What he is is the man who robbed the bank yes-
terday.
Conversely, referential NPs may be replaced by who, while non-
referential NPs may not:
(11) a. *Who he claims to be is a gentleman.
b. Who he claims to be is the man who robbed the
bank yesterday. ‘
Thus, the difference between referential and non-referential
NPs shows up in the difference between possible syntactic

pro-forms which may replace such NPs (when the NPs in question



168

are animate). Referential NPs may be represented pronominally
by who, and non-referential NPs may be represented by which

or ghgg.z Kuno provides an example, in fact, where both what ~
and which appear:

(12) What you need is a good wife, which you don't have.

For such reasons, then, we see why (7b) is not possible: the
pro-form what, in the initial clause, has incorrectly replaced

~

a referential NP.J

2.3, Further Distinguishing Features. Another distinc-

tion between specificational and predicational senses we can
cite is the fact that certain tense agreement phenomena in-
fluence the interpretation of the copula with respect to these
two senses. That is, it has been noted often that in pseudo-
cleft sentences the tense of the copula must agree with the
tense of the verb in the clause. Thus, consider:
(13) a. What you are holding in your hands is a small
brown butterfly with spots on its wings.
b. What you are holding in your hands was a small
\
brown butterfly with spots on its wings (once).
c. What you are holding in your hands will be a

small brown butterfly with spots on its wings.

-
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As we see, only (13a) informs us as to precisely what is being
held; (13b) does not specify what is being held, but merely
indicates that the object in question once had certain pro-
perties; (13c) as well does not specify the object in ques-
tion, but states certain properties which the object will

come to possess. It is interesting to note that only (13a)
allows reversal, while reversal in (13b) and (13c) causes un-
grammaticality:

(14) a. A small brown butterfly with spots on its wings

is what you are holding in your hand.
b. *A small brown butterfly with spots on its wings
was what you are holding in your hand.
c. A small brown butterfly with spots on its wings
will be what you are holding in your hand.
This suggests that (13b,c) are predicational, while (13a) is
specificational. Because the focal items in (13b) and (13c)
do not in fact specify the variable in the clause, these are
therefore not considered as 'clefted' sentences, in the sense
in which we have discussed that term.

It should be noted that while the phenomenon illustrated
by the sentences of (13) has been vieweq in terms of tense
agreement, it is in fact part of a deeper phenomenon. Con-
sider, for example, sentences such as:

(15) a. His old job was building radars at Lincoln Labs.
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b. *His old job is building radars at Lincoln Labs.

The use of the adjective old in his old job denotes a former

state of affairs, now no longer extant. Given this inter-
pretation, it is not possible to speak of a former state of
affairs as if it still existed; however, fthis is just what is
implied in sentence (15b), where the present tense of the co-
pula is used. Such examples, which do not involve agreement
of verb tenses as such, indicate that specificational state-
ments imply a temporal congruence of the entities referred to
by the NPs in such statements. It is clear, then, that agree-
ment in tenses in (13) is a superficial reflex of a deeper
phenomencn.

As a final example of the distinction between predica-
tional and specificational senses, we note that this distinc-
tion forms the basis for ambiguous sentences such as the fol-
lowing:

(16) What he wants his next wife to be is fascinating.

In the predicational sense, the adjective fascinating is taken

as modifying the entire complex subject, what he wants his

next wife to be. In this sense, the variable of the clause is

not specified, and thus we do not know what it is he wants

\
his next wife to be, we only know that it strikes the speaker
as fascinating. On the other hand, in the specificational

sense, (16) can be paraphrased as follows:
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(17) He wants his next wife to be fascinating.
Furthermore, under reversal, (16) has only a specificational
sense:

(18) Fascinating is what he wants his next wife to be.
The two senses are distinguished in an interesting way in the
following, where on the specificational reading (19) repre-
sents a contradiction, however, on the predicational sense
(19) is consistent:

(19) What John wants his next wife to be is fascinating --
believe it or not, he wants her to be dull and
boring.

Within the framework we have developed so far, there is

a straightforward means of distinguishing these senses. We
can account for the ambiguity in sentences such as (16), in
that such sentences can derive either from a predicational

source in the base, or from a transformational source:

/\
el N,

|

what he wants his next wife to be

(20)
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(21) S

ueSoonts his next wife to be fascinating

The predicational sense of (16) has a representation such as
that shown in (20), the source in the base, and thus it has

a representation of the same form as simple predicational
statements (e.g. ''The idea is fascinating'"). Such a repre-
sentation correctly shows the 'scope' of the adjective fas-
cinating to be the entire complex subject NP. The represen-
tation for the sPecificational sense is (21), which ultimate-
1y undergoes the Extraction Rule. This representation cor-

rectly indicates that the scope of the adjective fascinating

is not the entire complex NP which dominates Sz, but rather

is the NP his next wife within the embedded sentence.

The unitary surface structure (16) is thus differentiated
at the level of deep structure. On the assumption that gram-
matical relations are determined in deep structure, (20) will
be interpreted as a predicational statement (i.e. the gram-
matical relation holding between subject and predicate is that
of predication, since the structure is Sf the form NP-be-Adj).
The deep structure predicate of (21), on the other hand, is

semantically empty. (As we discuss in section 4.1, the
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element [A] carries no semantic interpretation). Thus, at

the deep structure level (21) does not receive a specifica-
tional interpretation. Rather, the specificational interpre- -
tation associated with the pseudo-cleft which derives from
(21) (in this case, (16)) is assigned to it as part of its
focus-presupposition relations. (This is discussed through-
out section 6. See in particular note 18.) Thus, the ambi-
guity of (16) is accounted for in the following way: it can
be generated as a basic predicational statement (i.e. (20));
or, as a specificational statement, it is generated as (21)
and receives its specificational interpretation as part of
its focus presupposition relationms, in a manner discussed in
section 6.

The distinction between predicational and specificational
senses is a fundamental aspect of the interpretation of copula
sentences, and therefore one of the crucial aspects in dis-
tinguishing clefted sentences from other copula sentences. In
discussing semantic representations in later sections, we will
need to use certain notation to represent various meanings,
and we will use the symbol [=] to refer to the semantic rela-
tion of specification, and we shall simply use the ortho-
graphic spelling [is] as a technical sygfol for the relation
of predication.5 Thus, as a first rough approximation, we

can represent the senses of (16) as:
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(22) a. What he wants his next wife to be is fascinating.

b. What he wants his next wife to be = fascinating.

We will develop such rough representations further as we g0

along.

3. Semantic Ambiguity in Clefted Sentences

Before discussing semantic representations, we should
discuss further certain aspects of the semantic interpreta-
tion of clefted sentences, namely, the existence of certain
ambiguities. It is clearly important to investigate the ques—
tion of ambiguities thoroughly, since we wish to determine
whether a semantic notation must provide formal expression
for ambiguity, if any is present. Furthermore, given the con-
clusions we have reached as to the syntax of clefted sentences;
the matter of ambiguity becomes significant: it is important
to determine whether any semantic ambiguity can be systemati-
cally associated with the syntactic derivational ambiguity of
clefted sentences. We will show that while various ambiguities
can be found in clefted sentences, the aﬁbiguities in question
cannot be associated with the specific defivation of clefted

sentences as_such. Rather, the ambiguities in clefted
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sentences are reflexes of much more general phenomena, and

thus can not in fact be associated with a dual syntactic
source for clefted sentences.

We have already discussed certain ambiguities in sentences
with predicate adjectives, and we will now consider ambiguities
in sentences with nominals in post-copular position. For
example:

(23) What he threw away was a valuable piece of equip-

ment.
This sentence is ambiguous in a way analogous to sentences
such as (16). It has a specificational sense, in which the

phrase a valuable piece of equipment is taken to have a spe-

cific referent in the universe of discourse. In this sense
we know exactly what it was that was thrown away, and this
sense allows reversal:
(24) A valuable piece of equipment was what John threw
away.
On the other hand, (23) can have a predicational sense, in

which the NP a valuable piece of equipment is not urd erstood

to have any specific referent. In this sense we do not know
what was thrown away; we only know that, whatever it was, it
has certain qualities, as described in Eﬁe predicate phrase.
Note that in this sense, the tense of the copula need not

agree with the tense of the verb in the clause:
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(25) What he threw away is a valuable piece of equipment.

At first glance, it would appear as if the ambiguity of
(23) should be accounted for in a manner analogous to (16),
namely, by differentiating the two senses on the basis of the

two sources for pseudo-cleft sentences, as follows:
1

(26) /s\

/// \\\ VP\\\\
2 NPZ
,////// \\\\\\\\\\ a valuable piece
what John threw away of equipment

(27)

/\
/\2

=

John threw away a valuable piece of equipment

Thus, (26) would represent the predicational sense, while

(27) would represent the specificational sense, as before.
However, this approach would be mistaken in several ways.

Consider, for example, a sentence such as:

)

(28) What John threw away was the valuable piece of

equipment.

This sentence is understood unambiguously as specificational,
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i.e. the underlined NP in (28) is unambiguously referential.
The crucial point here is simply this: sentence (28) could
arise from either (26) (as NPZ), or from (27) (in the posi-
tion of the underlined NP embedded in Sz). The phrase struc-
ture rules allow NPs to be generated after the copula (as in
(26)), as well as in positions such as that of the NP in 82
of (27). Such NP positions can be expanded either as inde-
finite NPs or definite NPs, and therefore, (28) could arise
from either (26) or (27). The difference between (26) and (27)
can not be used to explain the Specificational/predicational
ambiguity of (23), since each source in turn can generate
sentences which are either predicational or specificational.
The ambiguity in (23) is not specifically associated with
the derivation of pseudo-cleft sentences, as such, but is a

function of the semantic nature of the noun phrase a valuable

piece of equipment. The distinction between the predicational

and specificational senses is a function of the referentiality
of this particular NP, rather than any property of the deri-
vationof clefted sentences.

The view that the ambiguity in question is not associated
specifically with the derivation of clefted sentences is
greatly strengthened by noting that thé'same ambiguity shows
up in non-clefted sentences as well. Consider, then:

(29) He threw away a valuable piece of equipment.
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This sentence is ambiguous in just the way sentence (23) is,

and the two senses can be resolved by addition of appropriate
contexts:

(30) a. Jones is an idiot -- he threw away a valuable
piece of equipment, which I certainly could use
right now.

b, We don't know what the secret agent threw away --
we only know that he threw away a valuable piece
of equipment.

The ambiguity of (29), like that of (23), is a function of

the referentiality of the NP a_valuable piece of equipment:

when the NP is taken as being referential, the sentence is
understood to have a specificational sense, and when the NP
is taken to be non-referential, the sentence is understood as
having a predicaticnal sense. Such examples show that the
ambiguity in question is not associated with the specific
derivation of clefted sentences. Thus, the ambiguity in (23)
is not accounted for by positing a dual source (as in (26)
and (27)), but rather it is a function of the general pheno-
mena of referentiality of nominal expressions.

Even if we leave aside such considerations, however,
positing a dual source such as (26)-(27)‘to account for the
ambiguity of (23) would be mistaken on purely syntactic

grounds. Suppose that (26) were the source for the
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predicational sense of (23), and (27) the source for the spe-
cificational sense, and furthermore, that special conditions
were placed on such structures to insure that each structure
would represent either one or the other sense, but not both.7
If this were the case, then there would be no reason to ex-
pect that referential and non-referential NPs should have the
same, or even similar, formal syntactic distributions. It
would be a total accident that both sorts of NPs appear in the
same syntactic environment. This would be an absurd conse-
quence. The general formal distribution of NPs is not in any
way governed by the referentiality of NPs, which is why we
find both referential and non-referential NPs in the same
syntactic enviromments. Thus, positing a dual source toc ac-
count for ambiguities such as that in (23) is mistaken on
several grounds.

Returning to sentences such as (23), we note that such
examples can be multiplied freely. For example, in a paper
by E. Clifton [1969] cases such as the following are discussed:

(31) What I drew was a piece of trash.
This can be paraphrased either as, ''There is a piece of trash
which I drew (sketched)'", or roughly as,\"My drawing was quite
poor'. Once again, the ambiguity is predicated on the basis
of whether or not the object NP is taken as referential. And

again, it is mistaken to assume that the ambiguity can be
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associated with the specific derivation of clefted sentences,
since the very same ambiguity appears in non-clefted sen-
tences:

(32) 1 drew a piece of trash.
The ambiguity can be resolved by changing the main verb:

(33) I wrote a piece of trash.

(34) I photographed a piece of trash.
Thus, in (33) only the non-referential interpretation of the
object NP is compatible with the selectional restrictions of
the verb write; in (34) orly the referential interpretation is
compatible with the selectional restrictions of the main verb.
It is clear, then, that the Specificational/predicationa1
ambiguity in sentences such as (23), (29), (31) and (32) is
a function of certain properties of noun phrases, and not a
function of the derivation of particular syntactic forms.

We have been considering cases with indefinite focal
NPs, however, clefted sentences with definite focal NPs also
manifest certain ambiguities, not entirely unrelated to the
specificational/predicational sort. Consider, for example:

(35) What he told us was the answer.
This can be taken as meaning either that he intentionally
told us what he recognized as the answer: or on the other
hand, that he told us something, and that we, perhaps at a

later time, label what he told us as the answer. Note that
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the former sense is preferred under reversal:

(36) The answer was what he told us.
while the latter sense is preferred when there is non-agree-
ment of tenses:
(37) What he told us is the answer.
Could this ambiguity be grounds for positing some dual source
for the pseudo-cleft? Once again, this cannot be the case
since the ambiguity is not restricted to clefted sentences.
The very same ambiguity appears in simple non-clefted sentences
such as:
(38) He told us the answer.
The ambiguity can be resolved by addition of appropriate con-
texts:
(39) a. After we tortured him for 5 hours, he finally
told us the answer.
b. When he told us Richard Nixon's birthdate, he
didn't realize it, but he told us the answer.
The ambiguity is a function of certain properties of refer-
ence, namely whether both speaker and hearer are committed
to a given description, or whether just the speaker alone is
committed to a description. Again, this has nothing to do
A
with the particular derivation of clefted sentences.8
In Chapter 1 we noted that certain clefted sentences

could only be derived in the base, while others could only
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be transformationally derived. However, for a subset of
pseudo-cleft sentences we noted that either syntactic source
is possible. Here we have attempted to show that no seman-
tic ambiguity can be associated specifically with this
duality of syntactic source. This leaves us, therefore, with
the situation that a single surface structure with a single
semantic reading can derive from two deep structure sources:

(40) Rl Semantic Representation

1/ \Dsz
N

DS Syntactic Deep Structure

S Syntactic Surface Structure
In the sections that follow we will consider the semantic
representation of clefted sentences, and we will show why

(40) is possible, given certain assumptions about the nature

of semantic interpretation.

4. The Semantic Interpretation of Clefted Semntences

In examining the question of the semantic representation
of clefted sentences, several relevant questions arise. Most
obvious, of course, is the question of how a single surface

structure which derives from two formally distinct deep
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structures is assigned one semantic reading. Since an unam-
biguous surface structure expresses one set of grammatical
relations, if it derives from more than one deep structure
source it must be the case that each distinct deep structure
expresses just the same set of grammatical relations: the
deep structure sources in question, though formally distinct,
are semantically equivalent. We will show that this is the
case.

After discussing deep structure aspects of the interpre-
tation of clefted sentences, we discuss those aspects of in-
terpretation determined at the surface structure level, i.e.,
focus-presupposition relations. We extend and modify in
various ways the general principles for interpreting focus
first discussed by Chomsky [1969], and we propose a semantic

notation for representing focus-presupposition relations.

4.1. Deep Structure Considerations. Consider a pseudo-

cleft sentence such as the following:
(41) What we must aveid is the draft.
Sentences such as (41) can derive from either of the follow=-

ing sorts of deep structures:
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(42) /s\
’// \\ 2 be//'vz\\\i\IP2
// S, |

| /\3

we v

must avoid the draft

NE\\
16/, /§2 bé/// NP2
/ \\\\\\\\\ I
NP AUX VP the draft
I ' //, AN 3
we \% T NP
]
mlst avoid %iggo%

We assume that grammatical relations are determined at the
level of deep structure. Since sentence (41) expresses un-
ambiguously one set of grammatical relations, the same set
of ‘grammatical relations must be assigned to both (42) and
(43). 1In fact, (42) and (43) are semantically equivalent for
reasons which we now discuss.

Beginning with S2 of both (42) and (4?), semantic rules
operate to determine the grammatical relations expressed in

this embedded sentence. The only semantic difference between
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(42) and (43) at the level of 82 is that (42) has a fully

specified NP as object in 82 (i.e. NPB), while (43) has a
less semantically specified NP in this position (i.e. a pro-
form). Thus, while the'embedded sentences of both (42) and
(43) express the same set of grammatical relations, the se-
mantic information they contain differs to the extent that

NP3 of (43) is less specified than NP3

of (42).

There is an additional semantic operation in 52 of (43),
since, by convention, a pro-form receives semantic features
projected by the selectional restrictions of the items with
which the pro-form enters into selectional relations (cf.

Katz and Postal [1964]). Thus, the pro-form in (43) receives
semantic features -~rojected by the object selectional restric-
tions of the verb avoid. Further, we assume, as discussed in
Chapter 1, that the semantic features of the pro-form become
associated with the larger NP which dominates the free rela-
tive.9 These operations on 82 are not carried out by parti-
cular interpretive rules, but are rather general semantic con-
ventions, which form part of the universal definition of 'pro-
form' and 'free relative'. This completes the relevant se-
mantic operations on Sz.

Moving now to the level of Sl, consider first deep struc-

ture (42). We assume, with Emonds [1970], that empty nodes at

the level of deep structure are ignored by interpretive rules,
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i.e. are semantically empty and contribute neither to the
semantic ill-formedness nor well-formedness of a sentence at
this level. They do not make any semantic contribution in
the determination of grammatical relations or selectional vio-
lations, and are simply left as uninterpreted items. This
means that the predicate of (42) is semantically empty. Re-
call now that the semantic interpretation of the copula is a
function of the semantic nature of the items which it links.
(See note 3.) For this reason, the copula in (42) cannot re-
ceive an interpretation, since the post-copular NP is seman-
tically empty. Thus, at the deep structure level the cleft
superstructure, represented as the matrix sentence Sl, is se-
mantically empty. The semantic information which (42) ex-
presses is just the semantic informztion of the embedded sen-
tence, and no more.

Consider now S1 of (43). Since grammatical relations are
determined at the deep structure level semantic rules operate
on (43) to mark it as a specificational statement. (It is at
this point that such sentences would be marked as semantical-
ly deviant if the semantic features of the items connected by
the copula did not agree, as discussed in Chapter 1. Here,
however, the relevant features are in agreément (i.e. the NP
the draft has those semantic features which are shared by pos-

sible objects of the verb avoid)). Note, however, that the
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important point here is this: since NPl is marked with the

features of the embedded pro-form, and since NP1 is then

specified as NP2, the net effect of these two factors is that
the pro-form of 52 ends up specified as the post-copular NPZ.
Once we see this, it is clear that (42) and (43) express
the same semantic information. On the level of Sz, (42) and
(43) differ only in that (43) contains a less specified object
NP. Thus while (43) tells us that something must be avoided,
(42) tells us specifically that the draft must be avoided. How-
ever, this semantic difference is neutralized at the level of
Sl. Since the pro-form of (43) is specified as NP2 at the
level of Sl, the two deep structures (42) and (43) become
semantically equivalent, for the same reason that the follow-

ing formulations are semantically equivalent:

(44) avoid the draft

(45) avoid x, x = the draft
The essential difference between (42) and (43) is that (42)
expresses the grammatical relation between verb and object as
(44), while (43) expresses this relation, in effect, as in
(45). Since these are logically equivalent formulations, the

deep structures in question are semantically equivalent.

‘



188

4.2. Surface Structure Considerations. The determina=-

tion of grammatical relations forms only one aspect of the
total semantic representation of a sentence. Projection
rules operating on the level of deep structure, assign a par-
tial semantic reading to a sentence. This deep structure
reading contains the basic semantic proposition(s) expressed
by the sentence, in that it represents the basic logical
('grammatical') relations found in the sentence. The deep
structure reading of a sentence, in a clear sense, represents
the basic logical information of the sentence, the semantic
information which has bearing on the truth conditions of a
sentence.

The basic information expressed in sentences, however,
can be 'processed' in various ways by speakers. Certain por-
tions of the information expressed can be highlighted or made
semantically prominent, while other portions can be treated
as redundant or presupposed. Certain portions of the infor-
mation may be novel with respect to a given discourse, while
other portions may be known to both speaker and hearer. Im
other words, given a basic logical proposition (i.e. deep
structure reading), there are various modés in which the infor-
mation contained in the proposition can be presented.

Broadly speaking, while the logical propositions
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expressed by sentences are determined by factors of deep
structure, the information 'processing' (or mode of presen-
tation) is determined by factors of (phonetically interpre-
ted) surface syntactic structure}l) Such factors of surface
structures as surface constituent structure, placement of in-
tonation center, and shape and scope of intonation contours,
determine the manner in which semantic information associated
with given deep structures is processed as to semantic promi-
nence, novelty, and so forth. The system of focus-presupposi-
tion relations comes under this general area of information
processing, that is, it is a semantic system determined by
factors of surface structures. Recent research, especially
that of Chomsky [1969] and Jackendoff [1969], has shown that
factors of intonation (e.g. the placement of the intonation
center) are used to split up and categorize the semantic in~
formation of a sentence into focus (generally speaking,

'novel' information) and presupposition.

5.'Focus' and 'Presupposition'

Chomsky [1969] defines focus as a technical term refer-

ring to a constituent of a sentence (where constituent is
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defined in such a way that the entire sentence may be a con-

stituent) which contains the intonation center, i.e. the

position of highest pitch and stress. The term is intended
to cover both cases where a constituent receives normal sen-
tence final stress, as well as constituents which receive so

called emphatic stress. The presupposition of a sentence, in

the sense in which Chomsky uses it, is defined in terms of
the notion of focus in the following way: the presupposition
is a statement derived by replacing the focus of a sentence
with an appropriate semantic variable. For example, consider
the sentences:
(46) a. MITCHELL urged Nixon to appoint Carswell.

b. Mitchell urged NIXON to appoint Carswell.

c¢. Mitchell urged Nixon to appoint CARSWELL.
The difference which we intuit in such sentences is a function
of the shifting focus-presupposition relations. 1In (46a)
Mitchell is the focus (being the constituent which contains
the intonation center). The presupposition of the sentence
(in the sense of 'presupposition' used by Chomsky) is the
statement derived by replacing the focus with a variable.
If we replace the focus constituent Mitchell with a variable,

x, we derive the presupposition x urged Nixon to appoint

Carswell. Turning to (46b), according to our definitions

the constituent Nixon forms the focus (since it forms the
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intonation center), and replacing this constituent with a

variable we derive the presupposition Mitchell urged x to

appoint Carswell. Finally, in (46c). we interpret the focus

as the constituent Carswell, and we derive the presupposition

Mitchell urged Nixon to appoint x. In sum, the term 'focus’

in one sense refers to a constituent which contains the into-
nation center; the term 'presupposition' is defined in terms
of focus, and, by definition, is always a statement which
contains a variable.

As semantic notions, focus and presupposition form part
of the semantic reading of a sentence. As for the general in-
terpretation of these notions, if we examine the sentences
listed in (46), we intuitively understand the focus consti-
tuent in each case to have a semantic prominence with respect
to the rest of the sentence. The focus constituent is set
apart from the surrounding material by its higher stress, and
the speaker singles out this constituent as being semantically
special and important. As Halliday describes focus [1967,

p. 204]:

(47)"Information focus is one kind of emphasis, that
whereby the speaker marks out a part (which may be
the whole) of a message block as that which he
wishes to be interpreted as informative. What is

focal is 'mew' information; not in the sense that it
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cannot have been previously mentioned, although it
is often the case that it has not been, but in the

sense that the speaker presents it as not being re-

coverable from the previous discourse. The focal

information may be a feature of mood, not of cogni-
tive content, as when the speaker confirms an asser-
ted proposition; but the confirmation is itself still
'new' in the sense intended... The focus of the mes-
sage, it is suggested, is that which is represented
by the speaker as being new, textually (and situa-
tionally) non-derivable information." [Emphasis
mine -- AA]
Hence the general interpretation of the notion 'focus' is that
portion of a sentence which is 'new' (in the sense of (47)),
informative, "interesting", and semantically prominent with
respect to the surrounding material. This "surrounding ma-
terial" is relatively low-key, semantically non-prominent ma-
terial, and forms the presupposition. The use of the term

presupposition reflects the intuitive feeling that non-focal

material is generally indeed presupposed by the speaker to be
known to the hearer, and thus is material which is non-infor-
mative. N

As we see from the examples of (46), semantic prominence

is correlated with phonetic prominence. The interpretive
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principle implied by such examples can be stated as follows:
(48) The portion of the semantic reading of a sentence

which is to be assigned as the focus is that portion
of the reading which is associated with any consti-
tuent of the surface syntactic structure which con-
tains the intonation center. For every possible
focus there is a presupposition which is the pro-
position derived by replacing the focus material
with appropriate semantic variables.

This is, in effect, the interpretive principle for focus

given by Chomsky [1969]. We will make the principle more ex-

plicit in the course of developing a semantic notation for

focus and presupposition.

Before this can be discussed meaningfully, however, we
must first approach the question of the linguistic signifi-
cance of these notions. Are the notions of 'focus' and 'pre-
supposition' indeed part of the semantic representation of
sentences? If so, how do we justify this position? Secondly,
if focus-presupposition relations are part of the semantic
representation of sentences, what evidence indicates that
these relations are determined by properties of surface struc-

tures? We turn to these issues at this pdint.
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5.1. The Linguistic Significance of the Notions 'Focus'

and 'Presupposition'. It has become clear from recent re-

search that focus-presupposition relations play a crucial

role in several areas of the grammar. In particular, such
relations are crucial in explicating the structure of well-
formed discourse (e.g. in formulating notions such as "appro-
priate response'); and secondly, in the broad area of so-
called 'logical scope' of negation, questioning, and adverbial
elements. We shall review here in a general fashion research
presented by S.R. Anderson [forthcoming, a], Chomsky [1969],

and Jackendoff [1969].

5.1.1. The Notion of Focus and the Structure of Dis-

course. To begin with, consider the fact that we understand
thg sentences of (46) to answer different questioms. That is,
the sentences of (46) answer, in respective order, the follow-
ing questions:
(49) a. Who urged Nixon to appoint Carswell?
b. Who did Mitchell urge to appbdint Carswell?
c. Who did Mitchell urge Nixon to appoint?

If we pair-off questions with answers, we note that (46a)
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answers only (49a), (46b) answers only (49b), and so on.

This is the only natural pairing possible, since all other
possibilities are judged to be unacceptable. For example,
the following do not form a natural question-answer pair:

(50) a. Who urged Nixon to appoint Carswell?

b. Mitchell urged Nixon to appoint CARSWELL.

If we look for an explanation for these intuitively clear
facts, it is striking that there is no recourse to deep struc-
ture differentiation: all three sentences of (46) express the
same logical proposition, i.e. express just the same grammati-
cal relaticns. If this is the case, why are not all three ac-
ceptable as answers for any of the given questionms of (49)7?

To answer this, consider the question (49a). The speaker who
asks this question already has certain information given to
him, which he presupposes, namely that someone urged Nixon to
appoint Carswell. He requests certain novel information,
namely, the identity of the person who urged Nixon. An
analogous presuppositional analysis can be given for the other
qu;stions as well: the WH-word represents a request for novel
information, while the surrounding material is presupposed to
be given. When searching for appropriate responses to such
questions, we look for answers which share the presuppositions
of the questions, and further which indeed specify the seman-

tic "gap" of the question, i.e. which provide novel
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information. If we examine the sentences of (46), we note that
the constituents which contain the intonation center are in-
terpreted as representing novel information, while the sur-
rounding material is taken as non-novel, already given infor-
mation. In short, we match answers with questions if they
share presuppositions, and if the focus of the answer is a
specification of the question word of the question.

To illustrate the presuppositional analysis of the sen-
tences we have discussed in a more revealing fashion, we can
convert the sentences of (49) and (46) into the following
paraphrase forms:

(51) a. Someone urged Nixon to appoint Carswell -- who?

b. Someone urged Nixon to appoint Carswell, namely,
MITCHELL.
(52) a. Mitchell urged someone to appoint Carswell --
who?
b. Mitchell urged someone to appoint Carswell,
namely, NIXON.
(53) a. Mitchell urged Nixon to appoint someone -- who?
b. Mitchell urged Nixon to appoint someone, namely,
CARSWELL.
One does not, of course, hear such question-answer pairs in
everyday speech. The point, however, is that such paraphrase

forms allow us to compare and check questions and answers to
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determine in a general fashion which answers form natural
responses to which questions. The definition of 'natural’
response can then be stated generally as follows:

(54) A 'nmatural' response to a given question must share
the presupposition of the question, and must contain
as focus an item which specifies the semantic
varizble of the question.

The paraphrase forms of (51)-(53) allow us to apply principle
(54) in a straightforward manner, since such paraphrase forms
isolate foci and presuppositions clearly. Insofar as the
notions of focus and presupposition allow us to explain pair-
ing phenomena, they are linguistically significant.

The sentences of (46) are examples in which the intona-
tion center shifts within one given surface structure, there-
by causing a corresponding shift in focus-presupposition rela-
tions. Consider now the case of a set of distinct surface
structures which all derive from the same deep structure
source. Even though such surface structures are cognitively
synonymous, insofar as the surface constituent structure of
each is distinct, each variant determines a distinct (but patr-
tially overlapping) set of focus-presupposition relations.
Such examples are discussed in Chomsky [1969], but to take an
example which has been raised recently (by Lakoff [1969]) we

note the following pair of sentences:
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(55) a. He called up a girl who he had met in Chicago.

b. He called a girl up who he had met in Chicago.
These sentences are identical at the deep structure 1evéi
(having as a source the structure underlying (55a)). (55b) is
derived if the structure underlying (55a) is operated on by
the rules of Particle Movement and Relative Clause Extraposi-
tion (cf. Ross [1967]). The surface constituent structure of
these two sentences is different, with the result that (55a)
and (55b) determine distinct (but partially overlapping) sets
of focus-presupposition relations. Assuming that the intona-
tion center of these sentences comes on the final constituent,
Chicago, then there are several focus-presupposition possibi-
lities determined according to principle (48). 1In both (55a)
and (55b) the entire sentence may be the focus, or the VP may
be the focus, and this is reflected in the fact that both may
answer the following questions:

(56) a. What happened?
b. What did he do?

However, note that the phrase a girl who he had met in Chicago

-

forms a surface constituent in (55a), but not in (55b). (48)
predicts that this can form a posgible focus of (55a) but not
of (55b), and this is borne out by moting the difference in
naturalness these sentences manifest as responses to (57a):

(57) a. Who did he call up?
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(57) b. He called up a girl who he had met in Chicago.

c. #He called a girl up who he had met in Chicago.
(The symbol [#] is used to mark sentences which are judgéd
as less natural responses). Sentence (57c) is judged to be
less natural a response to (57a) than (57b) is. If we again
use the paraphrase forms of the sort introduced above, we
see why this is so:

(58) a. He called up someone -- who?
b. He called up someon%, namely, a girl who he had
met in Chicago.

The presupposition '""He called up someone" is shared by (57a)
and (57b), however in (57c) the constituent structure is such
that this presupposition cannot be formed according to prin-
ciple (48). Thus, we predict that (57c) is a less natural

1 Differences in constituent structure

response than (57b). "
allow one transformational variant to determine focus-presup-
position relations that another variant does not. On the
other hand, note that there is a sense in which differences in
constituent structure do not have bearing on focus-presupposi-
tion relations. Consider the case in which the VP constituents’
of (55) are chosen as foci: \

(59) a. called up a girl who he had met in Chicago

b. called a girl up whe he had met in Chicago

Even though the phrases chosen as foci are syntactically dis-
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tinct, they determine the same focus in each case, since they
are associated with the same portion of the semantic reading
(i.e. are synonymous). In a similar fashion, consider pairs
of clefted sentences such as:

(60) a. It was a girl from CHICAGO that he called up.

b. (The one) who he called up was a girl from
CHICAGO.

Assuming that CHICAGO is the focus, the presupposition is
determined by replacing that constituent with a Qariable.
Using the symbol x for the variable, this would give us the
following:

(61) a. [It was a girl from x that he called up]

b. [Who he called up was a girl from x]

Even though (6la) and (61b) are formed from syntactically
distinct forms, they don't form distinct presuppositions,
since they have identical readings. Hence, differences in
constituent structure do not have any effect on focus-pre-
supposition relations just as long as the syntactically dis-
tinct phrases are associated with just the same semantic re-
presentation.

It should be pointed out that any theory must have
available to it the mechanisms for determining the semantic
reading associated with given surface structure constituents.

If the focus is determined by factors of the surface structure,
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then a theory, whether it is interpretive or not, must have

some mechanism available to locate the semantic reading asso-
ciated with some given chunk of the surface structure. 'ﬁay
Jackendoff has suggested [personal communication] that a pos-
sible mechanism might be the use of 'identification indices'
which could be associated with all nodes of the deep structure,
and which would serve to track given nodes through a deriva-
tion. These would have no semantic content whatever, and
would serve only to allow surface nodes to be traced through
a derivation to determine what portions of the semantic
reading are associated with these nodes.12

A clear implication of the data we have discussed so far
is that derived phrases, not present at the deep structure
level, can serve as foci. For example, note the following
pairings:

(62) a. What is John like?

b. John is easy to please.

c. #It is easy to please John.
d. #To please John is easy.

(63) a. John is bound to lose, isn't he?

b. No, John is certain to win.

c. #No, that John will win is certain.

d. #No, it is certain that John will win.
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(64) a. Were the Cambodians invaded by the Viet Cong?

b. No, they were attacked by the Americans.

c. #No, the Americans attacked them.
In each case a surface constituent of the question is paired
with a surface constituent of an answer. It is interesting
to note that paraphrases of these answers are judged to be
relatively less natural as responses. If we examine the focus-
presupposition relations involved, we see that the particular
constituent structures of the (b) sentences above allow cer-
tain foci to be formed which cannot be formed in the (c) and
(d) sentences because of their particular surface constituent
structures. Thus, the (b) sentences form more natural pair-
ings with the (a) sentences than either the (c) or (d) sen-
tences.

We have discussed so far one area in which the notions
of focus and presupposition have linguistic significance,
using examples of the sort discussed in Chomsky [1969]. In-
sofar as these notions allow us to state what constitutes a
'natural response', they deserve to be included in the seman-
tic representation of sentences. However, there is stronger
evidence for inclusion of focus im semantic representationm,
from an area which is much less subject to dialectal varia-

tion. We refer here to the phenomenon of 'logical scope'.
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5.1.2. Scope of Logical Elements. The notion of 'logi-

cal scope', which has been discussed primarily by Jackendoff
[1969], refers to that aspect of the semantic interpretation
of negation, questioning, and adverbial elements which has
to do with the demarcation of that portion of a sentence
which is taken to be modified by these items. The particular
portion of a sentence which forms the domain of modification
of these elements forms the 'scope' of such elements. We
will discuss here the adverbial item even, and the principles
which determine its scope, as a typical example of the nature
of scope phenomena. Specifically, we will review recent
work by S.R. Anderson [forthcoming, a] dealing with even.

Anderson begins with the fact (noted in Fischer [1968])
that the scope of even is associated with a constituent which
has the intonation center:

(65) a. John even eats Skrunkies for DINNER.

b. John eats Skrunkies even for DINNER.
c. John even eats SKRUNKIES for dinner.

If the position of the intonation center is invariant, no
semantic difference results from moving even to various posi-
tions in the sentence (within limitations noted by Anderson),
as illustrated by (65a) and (65b), where the scope of even

is the same in both cases. However,. if the intonation center
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is shifted, then the scope of even is also changed, and shifts
with the intonation center (compare (65a) and (65c)). This
fact alone does not argue that the scope of even (i.e. the
focus of the sentence) must be determined in surface struc-
ture. Indeed, Fischer [1968] argues that a feature [-+Promi-
nent] can be associated with any deep structure constituent,
and that this feature will be realized phonetically as
emphatic stress, and semantically as being a marker for con-
stituents which form the scope of even. Such a feature would
allow the interpretation of the scope of even to be carried
out at the deep structure level, and this analysis would
posit a transformation which would optionally move even
(after it has been interpreted) to various positions in the
sentence.

Anderson argues against this proposal by showing that
(a) there are cases where the scope of even is not a single
constituent, (b) where the scope of even is a constituent
present only at the surface structure level, and (c) instances
where an even-movement rule would have to violate general con-
straints on movement transformations. (Note that his argu-
ments hold for a wide range of adverbials, as well, including

only, just, also, as well as cases discussed in Jackendoff

[1969]).

As an example of the first sort, Anderson gives the
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following three sentences, along with their interpretations,

which we quote here:

(66) a.

Jones can't even sell WHISKEY to the Indians.
(This implies that one can normally sell any-
thing to the Indians: that is, that the Indians
are soft touches.)

Jones can't even seil whiskey to the INDIANS.
(This implies that normally one can sell whiskey
to anyone: that is, the whiskey is in great
demand. )

(Jones claims that he can sell refrigerators to
the Eskimos, but in fact) he can't even sell
WHISKEY to the INDIANS.

(This implies that of all the selling tasks one
could undertake, selling whiskey to the Indians
would be the easiest. This could be sc either
because of a tremendous demand for whiskey, or
because the Indians are suckers. In fact, it
could be true for reasons distinct from both of
these: it might be that the government subsi-
dizes whiskey sales on the reservation, an ad-
vantage to local whiskey traders which is exten-
dable neither to other sales to Indians, nor to

whiskey sales elsewhere.)
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The crucial point of these examples, as Anderson points out,
comes in the interpretation of (66c), which could not be de-
rived in deep structure by associating even with either

whiskey or Indians. Furthermore, the interpretation of (66¢c)

could not be derived by attaching even to both whiskey and

Indians. This is the case since (66c) is not synonymous with
either (66a) or (66b), and furthermore, there are no sen-
tences such as the following from which (66c) could derive:
(67) *He can't sell even whiskey to even the Indians.
In other words, the special interpretation of (66c) is based
on one occurrence of even, the scope of which consists of two
separate stressed constituents. Since the two stressed con-
stituents do not form a single larger constituent, (i.e.

whiskey to the Indians is not a constituent) it is impossible

for the deep structure theory to associate one occurrence of
even with both of the stressed constituents. This, however,
is just what needs to be done. 1If, on the other hand, we
specify that the scope of even is the focus constituent of a
sentence, and further, if we allow for more than one focus
per sentence, then the scope of even will be assigned as the
two constituents whiskey and Ind:i.ans.13
The second set of examples which Anderson brings up

demonstrates that the scope of even can be a constituent which

is not present at the level of deep .structure:
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(68) Our new boss is a dream; he's pleasant, doesn't make

you work very hard, and he's even easy to get a

raise out of.

(69) Naked Came the Stranger was printed by a respectable

publisher, it was carried by all the big bookstores,

and it was even reviewed seriously by the New York

Times.

In (68) the scope of even is the phrase easy to get a raise

out of, and in (69) it is the phrase reviewed seriously by

the NYT. For reasons which have become familiar, neither
phrase is present at the level of deep structure. To take
one example, the constituent which forms the scope of even
in (69) is not present until after the application of the
passive rule. Anderson points out that it would be no solu-
tion to maintain that sentences which undergo the passive
rule are marked as such in deep structure, and thus that the
scope of even could somehow be determined at that level.

Such a move would mean that some principle would have to be
formulated to the effect that if the rule of passive is to
apply, the scope of even (when attached to the VP) consists
of the verb, and the subject of the sentence, and specifically
excludes the object. In other words, any alternative of this
sort simply builds in a semantic repetition of the syntactic

rule of passive in order to account for the scope of even at
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the deep structure level.

Thus, just as phrases of the easy to please sort and
phrases formed by the passive can form responses to queétion
words (cf. (62)-(64)), they can also form the scope of ad-
verbial elements such as even. Notice that if the scope of
even can be a surface constituent, then we would expect to
find other cases where optional movement transformations have
affected constituent structure and thereby affected the focus-
presupposition relations. This is just the case, in facc, as
sentences such as the following show:

(70) Men who don't care for her will even date her.

(71) Men will even date her who don't care for her.

Let us assume that sentences (70) and (71) contain no in-
stances of emphatic stress, but receive normal sentence stress
patterns. This means that the intonation center of (70) falls
on the constituent date, and in (71) falls on the constituent
care (for). This is a result of the fact that if no emphatic
stress is placed in these sentences, then the normal sentence
intonation center will fall on the last major constituent
(hence date and care). Note, now, that the two sentences re-
ceive quite different interpretations. (70) could be used in
the following context:

(72) Men who don't care for her will do many things to

make her angry -- they will even date her.
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On the other hand, (71) would be used in a context such as:

(73) She is so beautiful that many men will date hetr --

even men who don't care for her.

In other words, (71) is synonymous with (74) and the marginal
(75) :

(74) Even men who don't CARE for her will date her.

(75) Men who don't CARE for her will even date her.
The peint here is plain: the difference in meaning between
(70) and (71) is brought about by the application of the op-
tional rule of Relative Clause Extraposition, which maps (70)
onto (71).14 Since the effect of this rule is to add addi-
tional syntactic material to the end of the sentence, the
normal intonation center therefore also shifts, given that
normal sentence stress rules place the intonation center on
the last major constituent. Since the intonation center
shifts back in (71), the scope of even changes accordingly
and thus the difference in meaning between (70) and (71).
Sentences such as (74) and (75) are synonymous with (71),
since they have the intonation center on the same constituent
as that in (71). Here, then, is aPother case which illustrates
the impossibility of assigning the scope of even as a deep
structure constituent, for the simple reason that movement

rules which apply optionally in the course of a derivation
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can significantly alter the ultimate surface constituent
structure, and hence the focus-presupposition possibilities.
Rather, the relevant generalizations concerning the scope of
even are generalizations on surface syntactic structure, in-
cluding facts of the phonetic contour. Such cases provide
evidence that the scope of even (the focus of the sentence) is
determined at the surface structure level.

A third set of arguments which Anderson uses to disprove
a deep structure hypothesis involves the claim that an even-
movement rule would necessarily violate general constraints
on movement rules. Assume again that even is tc be generated
in deep structure, attached to the constituent which forms its
scope, and assume for the sake of argument that it is possible
to determine the scope of even at the deep structure level.
Then assume that a transformation is posited which moves ele-
ments such as even to various positions in a sentence. Even
if we accept this so far, Anderson shows that such a theory
still fails, since the movement rule in question would have
to move even out of complex NPs, a type of movement which is
prohibited (cf. Ross [1967]). For example, Anderson gives
the following cases: \

(76) a. You can do lots of things with bananas: I even

know a guy who SMOKES them.
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(76) b. (I gave many easy problems on the test --) I
even included a problem that FRESHMEN could- solve.
In both cases the scope of even is understood to be the focus
of the sentence in question (i.e. scope = SMOKES in (76a),
and FRESHMEN in (76b)). Note that if even is to be associated
with its scope in deep structure, and then later moved by a
syntactic transformation, then such a transformation neces-
sarily violates movement constraints since in both (76a) and
(76b) even would have to be moved out of a relative clause.
Similar considerations hold for complex NPs with complement
structures, as Anderson's examples show:
(77) a. John even has the idea that HE is tall for a
Watusi.
b. John even has the idea that he is tall for a
WATUSI.
In these two sentences, the scope cof even is interpreted as
the constituent with the intonation center, that is, even is
interpreted in the same way that it is in sentences such as:
(78) a. John has the idea that even HE is tall for a
Watusi.

\

b. John has the idea that he is tall even for a

W’ATUSI.15

Once again, if even were generated on the constituent which
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forms its scope, and then transformationally moved, such a
transformation would violate Ross's Complex NP Constraint
(Ross [1967]). There is no need for such violation, however,
since the scope of even can be determined in a straightforward
manner in terms of factors of surface structure, i.e. focus.
Anderson thus argues against a theory which would asso-
ciate even with its scope constituent in deep structure by
demonstrating that in some cases there can be no one consti-
tuent which forms the scope of even, that in other cases there
is no deep constituent which can be associated with even as
its scope, and finally that an even-movement rule would neces-
sarily violate general constm ints on movement rules. As an
alternative, Anderson advances a theory along lines proposed
by Chomsky [1969] and Jackendoff [1969], namely, one in which
the foccus of a sentence is determined at the level of surface
structure, and further that the scope of even is identified
with the focus. (Certain limitations on the scope of even
are noted by Anderson, but need not concern us here since
they do not affect the main point.) Within this sort of
framework, one can account for examples such as (68) and (69),
and one avoids the problems conne;ted with a deep structure
theory of even. We will discuss the representation of sen-

tences with even in section 6.1.2.
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To sum up what we have said about focus and presupposi-
tion in these last few sections, we have tried to establish
the following points:

(79) a. The focus is that portion of the semantic reading

which is marked as prominent, in the sense that
it represents 'novel' information (cf. (47)).

b. Focus-presupposition relations deserve to be part
of the semantic reading of a sentence, in that
these are crucial in explicating the structure
of discourse, as well as logical scope.

c. The focus of a sentence is determined according
to generalizations of (phonetically interpreted)
surface structures.

In order to discuss focus in more detail, we must turn to the

matter of semantic representation for focus.

6. The Semantic Notation for Focus and Presupposition

Y
We have argued that in a question-answer pair such as

the following:

(80) a. Who urged Nixon to appoint Carswell?
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(80) b. MITCHELL urged Nixon to appoint Carswell.
an answer such as (80b) is a 'natural response' to a question
such as (80a). We arrive at this on the theory that the pre-
suppositions of the question and answer are identical, and
further that the focus of the answer specifies the variable
in the question. Conversely, we argue that a sentence such
as (81) does not answer (80a):

(81) Mitchell urged NIXON to appoint Carswell.
since their presuppositions do not match. Rather, (81)
answers a question such as (82):

(82) Who did Mitchell urge to appoint Carswell?

Surface structures are unfortunately not divided up
neatly into presuppositions and assertions, variables and
their specifications, and so on, and therefore we must con-
struct a semantic representation which will express clearly
and explicitly the focus-presupposition relations of sentences.
In particular such a semantic notation must allow straight-
forward comparison of questions and answers, in order to deter-
mine which pairings are 'matural pairings"; further, the no-
tation must allow us to state semantic generalizations of
scope. We have already noted ceré?in ways in which pairs such
as (80) can be paraphrased, in a manner which is highly sug-

gestive of a correct semantic representation. Consider the
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following paraphrase forms for the sentences of (80):
(83) a. Someone urged Nixon to appoint Carswell -- who?
b. Someone urged Nixon to appoint Carswell, namely,
MITCHELL.
When sentences such as those of (80) are put into a form such
as (83), the focus-presupposition relations are revealed, and
cast in the form of (83) we can compare question-answer pairs
such as (80) in a straightforward manner to determine whether
presuppositions match, and so forth. Similarly, (81) and (82)
can be placed in this form:
(84) a. Mitchell urged someone to appoint Carswell --
who?
b. Mitchell urged someone to appoint Carswell,
namely, NIXON.
To see why (81) does not answer (80a), we compare paraphrase
(83a) (for (80a)) and paraphrase (84b) (for (8l)), and we note
that the presuppositions of question and answer do not match:
(85) a. Someone urged Nixon to appoint Carswell -- who?
b. Mitchell urged someone to appoint Carswell,
namely, NIXON.
Since paraphrases such as (833_and (84) reveal the focus-

presupposition structure of questions and answers, let us

construct a semantic representation along these lines. In
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particular, we propose to represent focus-presupposition re-
lations in the following manner:

(86) a. [ [x urged Nixon to appoint Carswell], [x = ?]]
b. [ [x urged Nixon to appoint Carswell], [x =
Mitchell]]
(86) is the representation of the sentences of (80), and for
the sentences (81) and (82) we have similar representations:
(87) a. [ [Mitchell urged x to appoint Carswell], [x =
Nixon]]

b. [ [Mitchell urged x to appoint Carswell], [x =

? ]]16

The expressions given in (86) and (87) represent the par-
titioning of the semantic reading into a focal portion and
presupposed portion. For every focus-presupposition relation
which a given sentence has, there is an expression such as
the ones above. Such representations are formed as follows.
The interpretive principle for focus chooses a constituent of
the surface syntactic structure which contains the intonation
center. It locates that portion of the semantic reading of
the sentence which is associated with this particular surface

\
constituent. Once this portion of the reading has been loca-

ted, then expressions such as those of (86) and (87) can be

formed automatically: the focal portion of the reading is
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replaced with a variable, forming the presupposition (repre-
sented as the leftmost bracketed expression); the rightmost
bracketed expression is formed by linking the variable of the
presupposition and the focal material with the specification
operator [=]. (In some cases, as we will see, the link be-
tween variable and focal material is the predicational oper-
ator [is]).

The presupposition is formally separated from the focus
expression by the symbol [,], which we employ here as an ad-
hoc device to represent the relation between presupposition
and focus. The use of an ad-hoc device reflects the fact
that at the current stage of research it is not clear how
presuppositions are to be formally related to other portions
of a semantic reading, i.e. what sort of logical connective(s)
should be employed. Insofar as we can bring relevant evidence
to bear on the issue, however, it seems that we can say that
conjunction (i.e. logical conjunction with and) is not the
proper device to relate given expressions with their presup-
positions. One reason has to do with certain philosophical
problems which relate to assigmnment of truth values. If

v
assertions and presuppositions are related by conjunctionm,

then falsity of any one conjunct entails falsity of the entire

conjunction (which we assume to be a property of logical con-
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junction in general). Consider, for example, sentences such
as:
(88) a. MITCHELL urged Strom Thurmond to appoint Carswell.
b. It was MITCHELL who urged Strom Thurmond to
appoint Carswell.
On the conjunction hypothesis, this would be represented as:
(89) [ |x urged Strom Thurmond to appoint Carswell] and
[x = Mitchell] ]
Suppose thatthe leftmost expression of (89) were false, i.e.
that Thurmond has not been urged to appoint Carswell. Since
(89) is a conjunction, and one of its conjuncts is fglse,
then the entire conjunction is also false. Insofar as intui-
tive judgements can be brought to bear on such issues, it
seems “hat the conjunction theory makes false predictionms in
this case. For example, consider a discourse such as:
(90) a. Someone urged the President to appoint Carswell,
but I don't know who.
b. In fact, it was MITCHELL who urged Strom
Thurmond to appoint Carswell.
Confronted with a response such as (90b), it would be odd to
say that it is false. While it is the case that the speaker
who utters (90b) has failed to make a true assrtaion, it

would be more accurate to say that it is irrelevant to speak



219

of truth or falsity for sentences such as (90b). The speaker
who utters (90b) makes the false assumption that Strom
Thurmond is the President. In response tc a speaker who
utters (90b) we might say, "You are mistaken in your assump-
tions about who is President", but it would be rather strange
to say, ''What you just said is false".17 In other words, the
iogical relation between presupposition and assertion is such
that falsity of the presupposition does not entail falsity of
the entire expression. If this is the case, then cenjunction
is not the proper device to connect presupposition and asser-
tion.

Another reason why the use of conjunction seems to be
mistaken concerns the representation of questions, such as
(86a) and (87b). That is, logical conjunctions of non-inter-
rogative statements with interrogative statements are anoma-
lous. If such conjunctions are possible, then it should be
possible to have sentences such as:

(91) *Someone urged Nixon to appoint éarswell, and who

urged Nixon to appoint Carswell?
We assume that in general such conjunctions are not permitted,
but this would be just what is req;ired in the conjunction

theory. That is, representations such as (86a) would be in

the following form:
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(92) [ [ x urged Nixon to appoint Carswell] and [x = ?]]
A logical conjunction such as (92) is excluded on general’
grounds, and thus the use of conjunction is inappropriate.

For reasons such as these, it is wisést to leave open the
question of what sort of logical conmective is used to repre-
sent the relation of given expressions to their presupposi-
tions. We know that the relation is such that falsity of the
presupposition should not entail falsity of the entire repre-
sentation, and further that the logical connection permits
non-interrogatives to be connected with interrogatives.

These properties are not properties of a conjunction relation.
At worst, semantic theory must posit a primitive relation of
presupposition, which is taken as unanalyzable and universally
defined. At any rate, we leave open this éuestion, and use
the device [,] in our representations. -

Before discussing the justification for the proposed
semantic notation, we should discuss here an important aspect
“of the way Tocus is represented in this nctation. That is,
note that the focus of a sentence, in this notation, is not
just a constituent of the sentence, but rather it is a seman-

A
tic proposition which contains a specification relation be-

tween a variable and some constituent. Consider a typical

example:
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(93) a. Mozart wrote 4 piano QUARTETS.

b. [ [Mozart wrote 4 x], [x = piano'quartets] T
The rightmost expression is the representation of focus, and
thus the focus in semantic representation is a specification
relation, and it is not merely a constituent isolated from
the rest of the sentence. We shall examine the reasons for
this in a moment. The term 'focus' is thus ambiguous. When
we use the term 'focus' (or 'focus constituent') with regard
to surface syntactic structures it refers to a surface con-
stituent which contains the intonation center. However, when
the term is used in regard to semantic representations, it

refers to the semantic proposition which specifies a var:table.]'8

6.1. Justification of the Proposed Semantic Notation. In

this section we shall discuss in greater detail the proposed
semantic notation, and we will justify this particular nota-
tion on several grounds. First, we show that from the stand-
point of the general interpretation of focus, the proposed
notation captures what is meant wh;n we say that the focus of

a sentence represents 'novel' information. Secondly, we show

that the notation allows us to relate semantically a wide
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range of diverse syntactic forms. It allows us to state clear-
ly the semantic parallels between WH-questions, yes/no ques-
tions, and declarative sentences of both clefted and non-
clefted sorts. Finally, we show that the notation proposed
provides just the sort of representation needed to account
for so-called "attraction to focus" phenomena in the area of

logical scope.

6.1.1. Focus as 'Novel' Information. We have stated

that the focus constituent of a sentence is interpreted as
representing novel information (within some universe of dis-
course). To phrase the matter in this way, however, is mis=-
leading, since it implies that what is interpreted as novel
is the lexical material which makes up the focus constituent.
It is clear, however, that this is not the correct formula-
tion. Consider a sentence such as the following:

(96) Nixon conferred with LAIRD on the Cambodian question.
Let us suppose that the focus is the constituent LAIRD. It

\
would be misleading to say that this constituent is novel,

i.e. that the lexical and semantic information associated

with this constituent is novel. The simplest counterexample



223
is the case in which two speakers have been discussing Nixon,
Laird, Mitchell, and so on, in a conversation in which each
of these persons has been mentioned repeatedly. If sentence

(96) is put in such a context, then there is nothing at all

novel about the constituent LAIRD and the semantic information

it contains. We recall here Halliday's statement (cf. (47))
that what is focal is novel, not in the sense that it cannot
have been mentioned, but in the sense that it is presented
as being 'nmon-recoverable'. Even if the constituent LAIRD

has been previously mentioned, it is still interpreted as

representing novel information in some sense. When we examine

in what sense we mean the term 'novel', we note that the
novelty associated with the constituent LAIRD in (96) is the

novelty associated with the identification of Laird as the

one who Nixon conferred with. In other words, it is not the
constituent Laird which is novel, it is the particular seman-

tic relation in which this constituent participates that is

novel. If we examine the semantic representation which this
sentence would have in our proposed notation, we see that the
representation of focus in this notation is in fact a propo-

A
sition expressing a semantic relation:

(97) [ [Nixon conferred with x on the Cambodian question],

[x = Laird] ]

-
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Given that we take the constituent LAIRD in (96) to be the
focus, the interpretive principle marks off the portion of
the reading associated with this constituent. Once this por-
tion is marked off, a representation such as (97) is formed.
Given this sort of representation we can state quite precisely
just what aspect of the reading is interpreted as novel infor-
mation. We simply state that the rightmost bracketed expres-
sion, as a whole, is interpreted as novel information in the
semantic reading. This captures quite :ccurately the fact
that the lexical material associated with the focus is not
interpreted as novel, but rather that the particular semantic
relation in which the focus constituent participates is inter-
preted as novel. This aspect of the proposed representation
will become even more important when discussing the matter of

scope and attraction to focus.

6.1.2. Logical Scope and Attraction to Focus. We have

discussed the adverbial element even and we have seen that its
\

scope is associated with a surface constituent which contains

the intonation center, i.e. a possible focus of the sentence

in which even occurs. We will consider now further examples
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of what Jackendoff [1969] has termed 'attraction to focus',
in order to see how attraction phenomena are represented in
the notation we propose.

Consider first yes/no questions, such as the following
set:
(98) a. Did NIXON confer with Mitchell on the Cambodian
question?
b. Did Nixon CONFER with Mitchell on the Cambodian
question?
c. Did Nixon confer with MITCHELL on the Cambodian
question?
Even though each sentence is in the form of a question, it is
clear that what is under question in each case is only a por-
tion of the sentence, not the entire sentence. As we see
from the questions in (98), the portion understood to be in
question is just the constituent which contains the intonation
center, and for this reason we can say that questioning in
these cases 'attracts' to the focus constituent.
The question now arises as to how to represent the fact
that the scope of questioning in these cases consists of the
.

focus constituent. What does it mean to say that questioning

is limited to just one constituent of a sentence? Semanti-

cally, questions are formed from propositions, not from single
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constituents. However, given the notation we propose, it is
possible to state the facts concerning scope of questioning
in a natural manner, precisely because the focus is repre-
sented as a proposition. Thus, the questions of (98) would
be represented as:
(99) a. [[x conferred with Mitchell on the Cambodian
question], [ [x = Nixon] ?] ]
b. [ [Nixon did x with Mitchell on the Cambodian
question], [ [x = confer] ?] ]19
c. [ [Nixon conferred with x on the Cambodian
question], [ [x = Mitchell] ?] ]
We can make the notion of attraction to focus precise in this
case, by stating that the question operator is to be associated
with the rightmost expression. Since this expression is in
fact a proposition, there is no semantic problem about asso-
ciating the question operator with just a constituent of the
sentence. Furthermore, such representations correctly indi-
cate that the questions of (98) are all questions of identity.
WH-questions are also questions of identity; however, instead
of requesting confirmation of a given identity (as in (98)),

A\
such questions request complete specification for the variable

of the presupposition. In order to represent this difference,

and the regularize the notation we are using, we represent
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WH-questions as follows:
(100) a. Who did Nixon confer with on the Cambodian -
question?
b. [ [Nixon conferred with x on the Cambodian
question], [ [x = A] ?] ]
An expression such as [ [x = A] ?] represents a request for
specification of the variable, while an expression such as
[ [x = Mitchell ] ?] represents a request for confirmation
of the given specification.
If we sum up what we have said so far, we note that the
sentences in (101) receive the representations of (1C2):
(101) a. Who did Nixon confer with on the Cambodian
question?
b. Did Nixon confer with MITCHELL on the Cambodian
question?
c. Was it MITCHELL that Nixon conferred with on
the Cambodian question?
d. Was the one who Nixon conferred with on the
Cambodian question MITCHELL?
e. Nixon conferred with MITCHELL on the Cambodian
question. \
f. It was MITCHELL that Nixon conferred with on

the Cambodian question.
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(101) g. The one who Nixon conferred with on the
Cambodian question was MITCHELL.
(102) a. [ [Nixon conferred with x on the Cambodian
question], [ [x = 4] 7] ]
b. [ [Nixon conferred with x on the Cambodian
question], [ [x = Mitchell] ?] ]
c. [ [Nixon conferred with x on the Cambodian
question], [ [x = Mitchell] ]
(101a) is represented as (102a), (101b-(101d) are represented
as (102b), and (10le)-(10lg) are represented as (102c). The
significant point here is that the notation allows us to cap-
ture the semantic parallels holding among a wide range of
syntactic forms. By inspection of the leftmost bracketed
expression we can sort sentences into natural semantic
classes (i.e. sets of presupposition-sharing sentences). We
can cite precisely how they are similar, and, by inspection
of the rightmost bracketed expression, we can cite just how
they differ.
If we examine now examples of logical scope of negation,
we see that arguments analogous to those involving scope of
.
questioning can be made for the notation we propose. Once
again, the significant feature of our analysis is that the

focus is represented as a semantic proposition. Consider.
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then, sentences such as the following:
(103) a. The NAVY doesn't want new bombers.
b. The Navy doesn't want NEW bombers.
c. The Navy doesn't want new BOMBERS.
Each of the sentences of (103) contains a negative, and in
each case the scope of the negative is taken to be only a
portion of the sentence. The particular portion which forms
the scope of the negative must in fact be a constituent which
is a possible focus constituent of the sentence. Hence in
(103a) it is not denied that some organization wants new
bombers, it is only denied that this organization is the
Navy; in (103b} it is not denied that the Navy wants bombers,
it is only denied that itwants new bombers; finally, in (103c)
it is not denied that the Navy wants something new, it is
only denied that the Navy wants bombers which are new. In
each case the scope of the negation is the focus constituent.
This phenomenon is quite general, and is not limited to sen-
tences in which the negative particle not appears. The same
attraction to focus occurs when the negative is incorporated
into a given morpheme, as well as whén the negative occurs in

‘
such phrases as it is not the case that. Furthermore, the

same phenomenon occurs with inherently negative verbs such as

deny and doubt. Consider, for example:
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(104) a. Nixon said nothing about AMERICAN sanctuaries.
b. Nixon said nothing about American SANCTUARIES.
(105) a. It is not the case that the NAVY wants bombers.
b. It is not the case that the Navy wants BOMBERS.

doubt
(106) a. I that the SENATE will back Nixon.
deny

{doubt}
b. I that the Senate will back NIXON.
deny
In (104a) the negation contained in the morpheme nothing is
attracted to the focus constituent. The sentence presupposes
that Nixon said something about some sanctuaries, and the
denial is only that he spoke about American sanctuaries.
Similar considerations hold for (104b) and the sentences of
(105). In (106) the scope of doubt or denial is governed as
well by attraction to focus. Thus, in (106a) there is a pre-
supposition that someone or something will back Nixon, and
the doubt is limited to the identification of the Senate as
that which will back him.

Once again, we ask what it means to say that negation

is attracted to the focus constituent. Once again the answer
A

is that negation is not associated with a constituent, but
rather is associated with the proposition which represents

the focus in the reading of the sentence. This results in
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(103) :
(107) a.

c'

[
[
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such as the following for the sentences of

[The x wants new bombers next year],
NEG [x = the Navy] ] ]

[The Navy wants bombers which are x]
NEG [x = new] ] ]

[The Navy wants new x], [ NEG [x = bombers] ] ]

On the same principle, the sentences of (104)-(106) receive

the following representations (in respective order):

(108) a.

(109) a.
b.

(110) a.

[

[
[

Senate] ] ]

[

[Nixon said something about x sanctuaries],

NEG [x = American] ] ]

[Nixon said something about American x],

NEG [x = sanctuaries] ] ]

[The x wants bombers], [NEG [x = the Navy ] ] ]
[The Navy wants x], [NEG [x = bombers] ] ]

[x will back Nixon], [I {doubt} [x = the

deny

doubt
[The Senate will back x], [I [ x=
deny

Nixon] ] ]

The proposed notation thus allows us to isolate precisely the

\

portions of the sentences which come under negation.

If we consider now other elements which have logical

scope, it is possible to show that the notation proposed for
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focus and presupposition allows us to state generalizations
over a wide range of cases. Returning to a consideration’ of
the adverbial particle even, we have already noted that even
takes as its scope the focus of a sentence:

(111) a. The Air Force even wants to spray Cambodian
VILLAGES.
b. The Air Force even wants to spray CAMBODIAN
villages.
c. The Air Force even wants to SPRAY Cambodian
villages.
d. The Air Force even WANTS to spray Cambodian
villages.
Ignoring the placement of even for a moment, we represent the
focus-presupposition relations of (111) as follows:
(112) a. [ [The Air Force wants to spray Cambodian x],
[x = villages] ]
b. [ [The Air Force wants to spray x villages],
[x = Cambodian] ]
c. [ [ The Air Force wants [ the Air Force x
Cambodian villages], [x = spray] ]

\

d. [ [The Air Force x [the Air Force spray

Cambodian villages], [x = want] ]20

We have talked about the scope of even so far, however,
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we must examine a little further what even means and what it
means to say that some item forms the scope of even. Follow-
ing Bruce Fraser [1969], we can say that a sentence with even
such as (11la) has at least the following isolable parts in
its interpretation (cf. Fraser [1969, II-3]):

(113) a. The Air Force wants to spray Cambodian villages.

b. The Air Force wants to spray other Cambodian
things.

c. The speaker would not expect (and would not ex-
pect the hearer to expect) that villages would
be one of the desired targets of the Air Force
spraying campaign.

Of these portions of the interpretation of (11la), (113a) re-
presents that semantic information read from the deep struc-
ture, i.e. grammatical relations. The semantic contribution
of even is found in (113b) and (113c). Leaving aside (113b)
for the moment, we note that (113c) is the central aspect of
the interpretation of even. The presence of even in a sen-
tence such as (1lla) indicates that the speaker judges as
unexpected (or, assumes that the hearer will judge as unex-
.

pected) the fact that villages are desired targets. Such a
speaker might assume that Cambodian jungles or Cambodian

military installations are appropriate targets for spraying,
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but it is unexpected that civilian villages are targets. 1In
other words, the assertion of specification in representations
such as (112a) is precisely that portion of the reading which
represents that information which is taken to be unexpected.

Once again, scope is taken to be the proposition which
represents the focus. If even contains as part of its mean-

ing a predicate unexpected, then what we mean when we say that

the scope of even attracts to focus is that this predicate
of unexpectedness is predicated of the focus expression:

(114) [ [The Air Force wants to spray Cambodian x],

[ [x = villages] UNEXPECTED] ]

Whether or not this is viewed as the correct way to represent
the meaning of even, the point to be made here is that the
semantic effect of even is limited to the rightmost bracketed
expression.

At this point we ask whether there are further aspects
of the interpretation of even which must also appear in repre-
sentations such as (114). In particular, does (113b) appear
explicitly in the semantic representation of sentences con-
taining even? (113b) represents that aspect of the interpre-

.
tation of even which we can label the implication of non-

uniqueness: to say that the Air Force even wants to spray

villages is to imply that villages are not the only thing
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the Air Force wishes to spray, that there are other things
the Air Force wants to spray.

With respect to this aspect of the interpretation of
even, Fraser [1969, II-4] states:

The effect of even on the [item which forms its

scope] permits the hearer to make the inference

that the referent of [the scope item] must be

viewed as a member of a set of similar tokens with

which it (the referent) can be contrasted within

the context of the remainder of the sentence.
Thus, Fraser's view is that the portion of the interpretation
of even represented in (113b) is to be regarded as an impli-
cation (in the sense of Austin {1962]). I feel that this
view is correct (i.e. (113b) does not appear explicitly in
the reading).

The evidence we can present here for this view is based
on the fact that it is impossible to determine what the ana-
logue of (113b) would be. Consider, for example, a sentence
such as:

(115) The Air Force even WANTS to bomb peasants.

.
We can say that this sentence expresses the proposition that

the Air Force wants to bomb peasants, and that one would not

expect the Air Force to want to bomb peasants. However, what
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is the analogue of (113b) for (115)? Perhaps we could say
that (115) implies that the Air Force has other attitudes
toward bombing peasants. This is reasonable since we can
have contrasts such as:
(116) The Air Force not only likes to bomb peasants -- it
even WANTS to bomb peasants.
However, if this were the only implication of (115), then we
would not expect to have contrasts such as:
(117) The Air Force has not only been ordered to bomb
peasants -- it even WANTS to bomb peasants.
In fact, as the following examples show, we cannot isolate
any single implication of sentence (115) as being part of its
reading, since many different kinds of contrasts are possible
with the verb WANT:
(118) a. The Air Force not only must bomb peasants =-- it
even WANTS to bomb them.
b. The Air Force not only can bomb peasants -- it
even WANTS to bomb them.
¢, The immorality of the Vietnam War is quite clear.-
For example, not only does the Air Force bomb
peasants, it even WANTS to bomb peasants.
In other words, the verb WANT can be contrasted in a great

number of ways, and it is impossible to isolate any single
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implication of non-uniqueness as being the implication found
in the reading of sentences such as (115). For this reason
we maintain that the readings of sentences containing even do
not explicitly contain anything analogous to (113b), since
this implication of non-uniqueness cannot be uniquely deter-
mined.21

To sum up what we have discussed in this section, we have
attempted to justify the proposed semantic notation on the
grounds that it allows us to express certain semantic gener-
alizations. It allows us to express the semantic relation
between questions, clefted sentences, and non-clefted sen-
tences (cf. (101) and (102)). As a result of this property,
it allows us to define in a simple way such notions as

"natural response''. Furthermore, by representing the focus

as a proposition in which a variable is specified, the nota-

tion allows us to state generalizations concerning logical
scope of negation, questioning and items such as even. The
general principle for scope which we have arrived at is the
following:
(119) The logical scope of negation, questioning, and
adverbial items such a; even is restricted to the

proposition in the semantic reading which repre-

sents the focus.
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The proposed notation is justified insofar as it allows us to

capture these generalizationms.

6.2. Intonation and Semantic Representation. In discus-

sing the logical scope of negation and its semantic represen-
tation we concluded that the scope of negation is always lo-
cated outside the expression which represents the presupposi-
tion, as stated in (119). However, this account leaves out
a significant factor in interpreting such sentences. namely,
the intonation contour. In fact, the semantic representation
of such sentences changes significantly depending on various

factors of tone contour.

6.2.1. Contradictive vs. Conclusive. The examples of

negation we have discussed so far are all examples in which

the scope of negation is restricted to the focus constituent.
A

Under certain conditions, however, the negation can be part

of the presupposition, and this has to do with the intonation

pattern of the sentence. In particular. the examples we have
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been dealing with could be read with at least two distinct

intonation patterns, which we refer to as the contradictive

intonation pattern and the conclusive intonation pattern (the

term 'conclusive' is taken from Bolinger [1965, p. 313]).
The contradictive pattern can be illustrated in the following
context:
(120) Mitchell urged Nixon to appoint Carswell, didn't
he.
(121) No, MITCHELL didn't urge Nixon to appoint Carswell
( -- FINCH did).
(122) No, it wasn't MITCHELL who urged Nixon to appoint
Carswell (it was FINCH).
(123) No, the one who urged Nixon to appoint Carswell
wasn't MITCHELL ( -- it was FINCH).
Sentences (120)-(123), excluding the parenthesized phrase,
have the contradictive intonation pattern. As the name im-
plies, this pattern is typically used in contradicting or
correcting another speaker's statements. The primary char-
acteristic of this intonation pattern is a rising tone pat-
tern at the end of the sentence. Furthermore, the sentence-
long intonation contour is percei;ed to have a rising-falling-

rising pattern:
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e

(124) MITCHELL didn't urge Nixon to appoint Carswell.

N B

(125) It wasn't MITCHELL that urged Nixon to appoint

Carswell.22

The contours of sentences such as (124) and (125) are no
doubt more subtle; however, the rough pattern indicated is
enough to distinguish the significant features of the contra-
dictive pattern from others. In our discussion of such pat-
terns, we will represent rising tone at the end uvf a sentence
with an arrow [ /2 ] placed at the end of the sentence; the
rising-falling-rising tone pattern will be indicated by the
symbol [~/ ] at the end of the sentence.
The conclusive intonation pattern, on the other hand,
can be illustrated in a context such as:
(126) Who was the one who didn't urge Nixon to appoint
Carswell?
(127) MITCHELL didn't urge Nixon to appoint Carswell.
(128) It was MITCHELL who didn't urge Nixon to appoint
Carswell.
(129) The one who didn't urge‘Nixon to appoint Carswell
was MITCHELL.

The conclusive intonation pattern, as the name implies, is
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used at the end of an utterance, and indicates that the
speaker has finished with his discourse and has no further
information to add. The central difference between this
pattern and the contradictive pattern is that in the conclu-
sive pattern the tone falls at the end of the sentence (fall-
ing tone at the end of the sentence will be indicated by the
use of the period [.]). Furthermore, the sentence-long into-
nation pattern of the conclusive pattern is perceived to be
level, (except, of course, on a constituent with emphatic
stress) and steadily drops:

T S~
(130) MITCHELL didn't urge Nixon to appoint Carswell

S T

(131) It was MITCHELL that didn't urge Nixon to appoint

Carswell -
We will represent this tone pattern with the symbol [ % ] at
the end of the sentence. If we re-examine the sentences (121)-
(123) we see that both contradictive and conclusive intona-
tion patterns are present:
(132) It wasn't MITCHELL who urged Nixon to appoint
Carswell [/ ] ~-- It was FINCH who urged Nixon
to appoint Carswell. [ % |

Thus the patterns are differentiated oa the basis of rising
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tone vs. falling tone at the end of the sentence, as well as
a contour of rising-falling-rising vs. a contour of level-
falling. Even though these are rough properties, they are
sufficient to distinguish the patterns.

Note now that the semantic interpretation of such sen-
tences changes radically according to whether the sentence
has a contradictive pattern or a conclusive pattern. This is
especially true for non-clefted sentences such as (121) and
(127) which are otherwise formally identical in surface struc-
ture. Specifically, the negation goes with the focus consti-
tuent when the sentence has a contradictive intonation pat-
tern, but is part of the presupposition when the sentence
has a conclusive intonation pattern. Thus, sentences (121) -
(123) have the representation (133), and the sentences (127) -
(129) have the representation (134):

(133) [ [x urged Nixon to appoint Carswell], [ [x =

Mitchell] NEG] ]
(134) [ [x didn't urge Nixon to appoint Carswell], [x =
Mitchell] ]
The non-clefted sentences (121) and (127) receive two differ-
ent interpretations strictly on tﬁe basis of the intonation
patterns, since they are lexically énd structurally identical.

(Note also the fact that even though clefted sentences reflect
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this difference in interpretation formally -- that is, the
negative can either appear on the copula or in the embedded
clause -- the intonation patterns described above are still
required. Sentences (122) and (123) must have the contra-
dictive intonation pattern, and sentences (128) and (129)
must have the conclusive patternm.)

Isolating the conclusive and contradictive intonation
patterns has important consequences for the semantic inter-
pretation of a wide range of sentences. These involve prob-
lems connected with the interaction of negation with adver-
bials, as well as interaction of negation with quantifiers.
For exampie, consider the much-discussed ambiguity in sen-
tences such as the following (discussed first by Lakoff [1965],
and more recently by Jackendoff [1969] and Lasnik [1970]:

(135) John doesn't beat his wife because he ldves her.
This can mean either that John does not beat his wife, the
reason being that he loves her, or it can mean that John in
fact does beat his wife, however, we cannot ascribe this habit
to his loving her. 1In either sense the intonation center of
the sentence is on the item loves, and further, there is no
formal lexical or structural diff;rence associated with the
ambiguity. 1In fact, only the intonation pattern differen-

tiates these senses. Consider (135) read with the
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contradictive pattern and also the conclusive pattern:
(136) a. John doesn’‘t beat his wife because he LOVES
her. [/ ]
b. John doesn't beat his wife because he LOVES
her. [ ¥ ]
According to what we have stated above, in (136a), which has
a contradictive pattern, the negation must be associated
with the focus of the sentence. However, in (136b), with a
conclusive pattern, the negation must be placed within the
presupposition. This principle will give us the following
representations (where (137a) represents (136a), and (137b)
represents (136b)):
(137) a. [ [John beats his wife because he x her],
[ [x = love] NEG] ]
b. [ [John doesn't beat his wife because he x her],
[x = love] ]
Let us note again that the clefted sentences corresponding to
the two sentences of (136) also have the same intonation pat-
terns:
(138) a. It is not because he LOVES her that John beats
his wife ‘
b. It is because he LOVES her that John doesn't

beat his wife
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These receive the same interpretation as the sentences of
(136), namely, the representations of (137).

So far, we have discussed examples which contain the
negative particle not; however, the same considerations hold
for cases involving instances of constituent negation and
adverbial clauses. For example, consider the following sen-
tence (from Lasnik [1970]):

(139) No one grows cotton because of government subsidies
This can be‘read with either the contradictive or conclusive
patterns, and would receive the following representations:

(140) a. [ [People grow cotton because of x], [ [x =

government subsidies] NEG] ] (/7 , [v])
b. [ [People don't grow cottong because of x],
[x = government subsidies] 1 (. , [V ])
As we have seen in previous examples, the negative, even
though it is a part of a pro-form morpheme, still attracts to
focus with contradictive intonation.

Analogous considerations hold when we examine the inter-
action of the scope of negation and quantification. The dis-
tinction between contradictive and conclusive intonation dif-
ferentiates those readings in whic;‘the quantifier is under-
stood to be within the scope of negation from those readings

in which it is taken to be outside the scope of negation (cf.
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Jackendoff [1969]). Consider, for example, sentences such as:
(141) a. ALL the boys don't want ice cream
b. MOST of the boys don't want ice cream
(142) ALL the boys don't read many books
(143) a. THE BOYS don't want all of the ice cream
b. THE BOYS don't want most of the ice cream
Each of the sentences listed above (with the intonation cen-
ters as indicated) can be read with either the contradictive
pattern or the conclusive pattern. Taking (l4la), read with
a conclusive pattern, the quantifier is understood to be out-
side the scope of negation, and read with the contradictive
pattern the quantifier is understood to be within the scope
of negation. Consider:
(144) a. It's all the boys that don't want ice cream
[conclusive]
b. It's not all the boys that want ice cream
[contradictive]
The sentences of (141) will receive the following sorts of
representations following the principles we have discussed:
(145) a. [ [x don't want ice cream], [x = all the boys]]
G, IvD

b. [ [x want ice cream], [NEG [x = all the boys]]]

4

(2?2, 0[v)D
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(146) a. [ [x don't want ice cream], [x = most of the

boys]] (.o [V D)

b. [ [x want ice cream], [ NEG [x = most of the
boys]1] (2 , [v])

Thus, even though the quantifiers are to the left of the
negation in surfact structure, they may be interpreted as be-
ing within the scope of negation when the sentence is read
with the contradictive pattern. This happens when the quan-
tifiers are part of the focus phrase (or, alternatively, are
the foci themselves). Since negation attracts to focus with
this intonation pattern, the quantifier will automatically
come within the scope of negation within the system we pro-
pose (cf. (145b), and (146b)). However, when the sentence
is read with conclusive intonation, the negation remains as
part of the presupposition, and the focus phrase is removed,
thus removing the quantifier from the scope of negation (cf.
(145a) and (146a)).

Consider now (142). The interpretive system we have pro-
posed predicts that when the quantifier all is perceived as
being within the scope of negation, then the quantifier many
is taken to be outside the scope of'negation, and vice-versa.
This is due to the fact that (142) réceives the following

representations:
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(147) a. [ [x don't read many books], [x = all the boys]]

G, [vD
b. [ [x read many books], [NEG [x = all the boys]]]
(/,[vD
These interpretations can be made clearer by noting the cleft
counterparts for (142):
(148) a. It's all the boys that don't read many books
[conclusive]
b. It's not all the boys that read many books
[contradictive]
Thus, the ambiguity of (142) is again a consequence of the
different principles of interpretation associated with dif-
ferent intonation patterns.

Finally consider the sentences of (143). The quantifiers
in these cases come within the scope of negation with the con-
clusive pattern, when the negation remains in the presupposi-
tion. The quantifier is not interpreted as being within the
scope of negation when the sentence is read with a contradic-
tive pattern, since the negation is attracted to the focus.
The difference, again, can be paraphrased as follows:

(149) a. It's the boys who doﬁ't want all the ice cream

[conclusive]
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(149) b. It's not the boys who want all the ice cream

[contradictive]
The representations for (143) (using only (143a) as an eé-
ample) would work out as follows:

(150) a. [ [x don't want all the ice cream], [x = all

the boys]]
b. [ [x want all the ice cream], [NEG [x = all the
boys]]]

From such examples, and examples discussed earlier, we
see that various factors of phonetically interpreted surface
structures play a role in marking off focus-presupposition
relations. The location of the intonation center is the
crucial factor in determining the focus constituent of a
sentence, and we see that intonation patterns play a signifi-
cant role in the determination of scope of negation. These
facts argue that interpretive principles must be sensitive to
a variety of intonational phenomena (and not merely the loca-
tion of the intonation center), since these, along with sur-
face constituent structure, affect in a significant way how
various portions of a semantic reading are inter-related.

\)
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7. Concluding Remarks on Clefted Sentences

Given the sort of framework we have outlined above, we
can see how it is possible that clefted sentences deriving
from more than one source can be assigned only one reading.

Consider again the following situation:

(151) l//"’R Semantic Reading
2
DS DS Deep Structure
SS Surface Structure

We have tried to show that in the sort of situation repre-
sented by (151) the two deep structure sources in question
are semantically equivalent. Since these express the same
semantic information, no ambiguity can arise from this level.
Furthermore, we have attempted to demonstrate that the focus-
presupposition relations are determined by factors of surface
structures. If this is true, there are several consequences
of relevance to the theory we have outlined.

First of all, the deep structure source containing the
empty [A] need not have any indication as to which consti-
tuent is the focus constituent, since this will be determined
at a point after the application of the extraction rule.
Thus, the syntactically motivated deep structure posited by

the extraction theory causes no semantic problems, and indeed,
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given that focus-presupposition relations are not determined
by properties of deep structure phrase markers, it is not sur-
prising to find that (at least a class of) deep phrase markers
provide no indication whatever of what the focus-presupposi-
tion relations are.

Secondly, and more directly related to (151), if focus-
presupposition relations are determined by factors of surface
structure, then SS1 of (151) will be assigned only one set
of these relations, there being only a single surface struc-
ture. Thus, there can be no ambiguity arising with respect
to focus-presupposition relations. Since the deep structure
sources are equivalent, only one set of grammatical relations
are assigned, and since the focus-presupposition relations
are determined by factors of surface structure only one set

of such relations is assigned to one surface structure.

8. A Note on Syntactic Representation vs. Semantic Represen-

tation

The issues we have discussed above and in the last

several chapters have some bearing on the question of the
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relation between syntactic representation and semantic re-
presentation. In particular, the fact that a single unam-
biguous surface structure can derive from more than one deep
structure source provides support for a theory which posits
a level of syntactic deep structure distinct from semantic
representation. There is no non-ad-hoc way to prevent such
a situation, and in fact there is some positive evidence for
positing a dual source for pseudo-cleft sentences, as we have
seen.

The deep structure source for clefted sentences in the
extraction theory posits an empty [A] in predicate position,
which is motivated on purely formal grounds: positing such
structures allows one to account for a range of facts having
to do with the shape of clefted sentences (e.g. prepositional
phrases in focus position). This sort of deep structure is
not motivated on semantic grounds, i.e. on the grounds that
it accounts for the interpretation of clefted sentences. As
we have seen, it is not at all relevant in the determination
of a significant portion of the semantic interpretation of
clefted sentences (namely, focus-presupposition relatioms).

The base source for copula sehtences generates pseudo-
cleft sentences of a certain class, and we have proposed

that there are certain pseudo-cleft sentences which can only
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be generated by this source. Thus, there are two possible
sources, and we have shown that this formal distinction be-
tween two sources in deep structure plays no semantic roie.
This situation is logically possible only in a theory which
postulates a level of syntactic deep structure, distinct from

semantic representation.
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FOOTNOTES TO CHAPTER 3

We assume here that it is possible to determine the
referentiality of given nominal phrases. However,
the problem of interpreting referentiality is a complex

one, and beyond the scope of this work.

These facts are reflected in questions, as well:
(i) What is he?
A gentleman.
*The gentleman I know.
(ii) Who is he?
*A gentleman.
The gentleman I know.
Notice, incidentally, that referential and non-referential
v

NPs are also differentiated with respect to certain

movement rules. Consider, for example:
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(2) (cont'd.)

(iii) a. Tall though John is, he can still fit in
this doorway.
b. A gentleman though John claims to be, he
always says something rude anyway.
c. *The bank robber though John is, we aon't
have enough evidence to convict him yet.
As (iii) indicates, preposing across though can take place
in predicational statements, but not specificational

statements (i.e. referential NPs cannot be preposed).

The observations we have made here are in accord with the
observation by Bach [1967] that the interpretation of the
copula is a function of the semantic nature of the items
which are connected by the copula. That is, the copula
has a specificational interpretation when the post=-copular
NP is referential, and has a predicational interpretation
when the post-copular item is a non-referential NP or
adjective. In this sense, then, the interpretation of

the copula (or, more accurately, the interpretation of the
sentences containing the copula) is completely determined

A
by the environment in which the copula occurs.
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Note that not all cases invoiving predicate adjectives can
be ambiguous, since the subject NPs in question may fail
to satisfy the selectional restrictions of the adjectives.
Thus:

(i) What John tried to be was careful.

(ii) What John tried to be was not apparent.
(i) is interpreted only as a clefted sentences, since the
predicational sense would entail that the NP what John

tried to be could be a possible subject of careful.

However, careful can be predicated only of human subjects.
Conversely, (ii) has only the predicational sense. (If
it had the specificational sense we would then expect
sentences such as:

(iii) ?John tried to be not apparent.)
Thus, ambiguities of the sort represented by (16) are
possible only when the selectional restrictions of the
adjective are satisfied by both the matrix NP and the

embedded NP.

The symbol [is] for predication may in fact be a cover

term which represents a series of semantic relations.
‘

For example:

(i) He is a fool.

(ii) He is a doctor.
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(5) (cont'd.)

While (i) represents assignment of quality, (ii) represents
a statement of class membership. However, nothing crucial
will rest on separating these various senses associated
with [is], since we need only keep these senses separate

from specification.

6. Note further that in the sense represented by (30b) it is
not possible to attach an appositive relative clause to
the NP in question:

(i) I don't know what he threw away; I only know
that he thraw away a valuable piece of
equipment (*which, by the way, I need to use

right now).

7. Such conditions would represent, of course, an absurd
complication of the grammar. Somehow it would have to be
stated that only indefinite NPs could be generated in
post-copular position, and any definite NPs found there
would have to be derived transformationally. This would
then insure that structures such as (26) would generate

‘
only predicational statements.
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Clifton [1969] also discusses ambiguities such as the

following:

(i) What I don't eat is food for the dog.
This is paraphrased either by, "I don't eat food for the
dog", or, roughly as, 'What is left over is given as food
for the dog'. Note that the two senses are resolved when
the referentiality of the initial clause is made un-
ambiguous either way:

(ii) Whatever I don't eat is food for the dog.

(iii) The thing which I don't eat is food for the dog.
This suggests, again, that the ambiguity hinges on
referentiality and not on duality of syntactic source.
Furthermore, there are cases in which the ambiguity in
fact appears for which one cannot, in any event, posit a
dual syntactic source:

(iv) My supper is food for the dog.
This can be used either to denote the situation in which
the dog food is eaten for supper, or the situation in
which the supper is given to the dog as its food. Since
such sentences are generated in the base and do not under-
go the extraction transformation one canmnot appeal to

A}

duality of source to account for the ambiguity of (iv).



10.

259

This is assumed in order to account for selectional
relations which the larger NP enters into:
(i) 1 ate what he cooked.

(ii) *I ate what he said.

This is, of course, true only in the very broadest sense.
That is, it is not the case that the logical structure of
a sentence (i.e. those aspects of meaning which have
bearing on the truth conditions of a sentence) is deter-

mined exclusively in deep structure. Specifically, the

scope of logical elements is determined by factors of
surface structure. As we point out in section 6
(especially 6.1.2 and 6.2), the scope of negation is
determined by location of the focus of a sentence, and
further, it can be significantly altered by variations
in intonation patterns. Thus, one aspect of the logical
structure of sentences determined by factors of surface
structures is the scope of logical elements and certain

adverbials (e.g. even, only, etc.). Aside from consider-

ations of scope (and possibly coreferentiality), it

appears that aspects of surface structures do not other-
‘

wise have bearing on the truth conditions of sentences.
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11. Note also the difference in the possible scope of elements
such as even:
(1) He even called up a girl who he had met in "
Chicago.
(ii) He called up even a girl he had met in Chicago.
(iii) He even called a girl up who he had met in
Chicago.

In (i), the phrase a girl who he had met in Chicago can

function as the scope of even, and if this is chosen as
scope then (i) is synonymous with (ii). 1In (iii),
predictably, this is not a possible scope of even. This
can be seen more clearly in the following context:
(iv) He called up his mother, he called up his
brother, # and he even called a girl up
who he had met in Chicago.
Thus, the final clause of (iv) is not taken as a natural
pairing with the previous clauses, since there is no

constituent a girl who he had met in Chicago which can

pair with the previous object NPs. Thus, the sentences
of (55) differ in naturalness as responses, and further
specify different foci which ca? act as the scope of even.
It must be mentioned that Lakoff [1969] states without

argument that pairs such as (55) do not differ in pre-

suppesitions and do not differ in the questions they
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(11) (cont'd.)

12.

13.

14.

15'

answer. But we see that there is evidence which bears on

the issue, which indicates the opposite.

As Jackendoff points out, the use of such indices is
already implied in the notation used to state transforma-
tions, in which numerals identify portions of the structure
description in the structural change. Their use is also
presupposed in any theory involving 'derivational

constraints' (Lakoff [1969]).

We point out in Chapter 4 that there can be more than one
focus per sentence, however, for the remainder of the
discussion in this chapter we speak of the focus of a

sentence.

Recall here the sentences of (55), which are related
examples. The examples here are even clearer cases in
which surface constituent structure determines the scope
of even.

\
As Anderson points out, sentences such as (77b) and (78b)
are not interpreted in just the same way, since in (77b)

the focus is ambiguous. It could be just WATUSI, or it
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(15) (cont'd.)

16.

17.

18.

could be a constituent such as the idea that he is tall

for a WATUSI. Thus, in (77b) even has a possible scope

which it does not have in (78b).

The notation for questions is modified shortly.

Discussion of these issues and related ones is found in

Strawson [1956].

The expression which represents the focus is not necessar-
ily always an expression which contains a specification
relation, since it appears that foci may be represented
as predicational relations also. Consider, for example,
sentences we have discussed earlier:
(i) a. What he drew was a piece of TRASH.

b. He drew a piece of TRASH.

Recall that these sentences are both ambiguous between a

predicational and specificational sense. Taking as focus

the phrase a_piece of TRASH, these sentences receive either -

of the following representations:
‘

(ii) a. [ [ hedrewx ], [ X = & piece of trash ] ]

]

b. [ [ he drewx ], [ x is a piece of trash ] ]

Thus, if the focus constituent is a referential NP, the
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(18) (cont'd.)

focus is represented as a specificational statement; if
the focus constituent is a non-referential NP, it is
represented as a predicational statement. Such represen-
tations accurately reflect, for example, that in (ib) we
do not know what was drawn, only that it was badly dome,
while in (ia) we know what was drawn. Consider now the
case with adjectives:
(iii) a. What he wants his next wife to be is
FASCINATING.
b. [ [ he wants his next wife to be x ],
[ x = fascinating ] ].
c. [ [ he wants his next wife to be x ],
[ x is fascinating] ].
Recall that sentences such as (iiia) can derive from
structures such as (20) or (21).. Structures such as (20)
are interpreted as predicational statements (i.e. the

adjective fascinating is predicated of the complex subject

NP what he wants his next wife to be) and when this is

the case, the representation (iiic) is assigned to such
sentences. On the other hand, (21) does not receive a

A
predicational interpretation; the adjective is extracted

and moved into predicate position, but it is not inter-

preted as modifying the complex embedded subject. When
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(18) (cont'd.)

this is the case, we assign representation (iiib) to such
sentences. This seems to be a reasonable means of account-
ing for such ambiguities, and indicates that foci may be
represented as relations other than specification. As far
as I can see, specification and predication are the only

semantic relations in the representation of focus.

19. The use of the expression do x as a variable here is
purely for reasons of readability. We assume that there
are semantic variables which represent given classes of
predicates and nominals, and that these can be distinguish-
ed. Since the context will make clear what sort of
variable is involved, we simply use [x] as a generalized
semantic variable. A more accurate representation for
(99b) would be: [Nixon x with Mitchell on the Cambodian
question], where x would be a predicate variable.
Furthermore, again for reasons of readability, we
represent presuppositions in essentially their surface
structure forms, but it must be kept in mind that the
presupposition is a section of a semantic reading, and

A}
thus takes the form of a semantic reading, not a surface

structure. In short, the leftmost expression in

representations such as (99b) is intended to represent
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(19) (cont'd.)

20.

21.

a portion of a semantic reading in which a variable occurs
for some term. The forms in which such expressions are
given are merely technical enough to make the point, but
are not intended as precise replicas of semantic

representations.

It should be emphasized again that the presupposition
need not resemble a possible surface structure. Thus, in
this case, there is no sentence which expresses the
statement in the leftmost expression of (112d}. At best
one can paraphrase the presuppositional statement as,
roughly, "The Air Force bears some relation to the action
of spraying Cambodian villages'. This relation is
specified in the focal expression as the relation want.
As Chomsky [1969] has pointed out, there is mo reason to
expect that semantic representations can be expressed in

grammatical sentences.

The implication of non-uniqueness of even actually has to .
do with so-called natural pairing. A sentence such as:

(i) She will even win tﬁe contest.
sets up implied contrasts with aﬁything which could be

said to pair naturally with the phrase win the contest:
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(21) (comnt'd.)

22.

(ii) She will enter the contest, she will try her
best, and she will even win the contest.
Sentences such as (i), however, do not imply contrasts
such as:
(iii) She will drink some water, she will stand on
her head, and she will even win the contest.
unless drinking water and standing on one's head are in
fact associated with the contest in some way. Thus, the
implications associated with even are not uniquely deter-
minable, since they can simply be any so-called 'matural

pairing'.

Note that the specific shape which the rising~falling-
rising pattern takes depends on the location of the

intonation center. Thus, consider the pseudo-cleft:

e

(1) Egé one who urged Nixon to appoint Carswell
wasn't MITCHELL.
The rising-falling-rising curve here is located at the
very end of the sentence, where the intonation center is
located. Hence, the rising tone begins on the syllable
\
with main stress, and the falling-rising pattern which

follows is determined by how much of the sentence is left.

Thus, in (124), the rising-falling-rising pattern begins
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(22) (cont'd.)

right at the beginning of the sentence, where the inton-
ation center is located; in (125) it does not begin until
the focus constituent has been reached; and in (i) above

it does mot even occur until the end of the sentence.
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CHAPTER 4

FOCUS AND THE INTERPRETATION OF ANAPHORIC EXPRESSIONS

1. Focus and Anaphora

The purpose of this chapter is to discuss certain ways
in which the notation we have developed for focus-presupposi-
tion relations can be put to use in areas of the grammar
other than those we have discussed. We will attempt tO show
that the notation developed in Chapter 3 plays a crucial role
in the interpretation of certain anaphoric expressions. These
anaphoric expressions jnclude anaphoric items such as it, this,

that, thing, and so om, which appear in anaphoric expressions

such as it happens, do it, do this, do that, do the same

(thing) , etc. The basic claim is that for a certain class
of expressions, the focus-presupposition relations play a cru-
cial role in determining the readings of the pro-forms in ques-.
tion.
\
while focus-presupposition relations have a significant

effect on coreferentiality relationships involving personal

pronouns (he, she, it, etc.), it is beyond the scope of this
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study to consider this area.1 The investigation here is
1imited to those pro-forms which refer to actions or proposi-
tions, rather than so-célled personal prenouns. Our principal
task is the formulation of principles for interpretation of
pro-forms such as those in the following environments:

(1) a. The US invaded Cambodia once, but ig.couldn't

happen again.
b. The US may have destroyed Vietnam, but could the
US get away with doing it to Laos?

The position we adopt here with regard to such anaphevic
expressions is that such expressions are generated in the
base. In other words, the second clauses in (1) are generated
in essentially their surface form. We must assume that the
item it (and similar forms) is marked as a pro-form, and that
it has a minimal semantic feature composition to differentiate
it from other pro-forms. Such anaphoric expressions contain
no further semantic content, and thus, if the second clauses

of (1) (It couldn't happen again, Could the US get away with

doing it to Laos?) happen to be generated as independent sen-

tences, their semantic representations must indicate that .
there is a ''gap" in such sentences. That is, in both cases

it refers to some action, but no specific action is referred
to.

In contexts such as those represented in (1), the pro-form
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it (and analogous ones such as this, that, etc.) is under-

stood as referring to some portion of the antecedent sentence.
We will attempt toO formulate interpretive principles by which
such pro-forms are assigned semantic readings.
Consider as a background examples such as the following:
(2) a. John LECTURED Mary and then he SCOLDED the little
girl.
b. JOHN lectured MARY and then HE scolded the LITTLE
GIRL.
in (2a), the subject and object of the second clause are

understood to be anaphoric (John=he and Mary=the little girl),

however, in (2b) the subject and object of the second clause
are understood to be distinct from the subject and object of
the first clause. Conversely, while the two verbs in (2a) are
understood to have distinct senses, in (2b) we understand them
to have equivalent senses. That is, the speaker who utters
(2b) is, in effect, using the verbs lecture and scold as if
they were semantically equivalent. 1In such examples, the
pairing of foci is understood as a pairing of semantically
mutually exclusive items, while the pairing of non-focal
material (low-stressed material)\is understood as a pairing
of semantically equivalent material.

By 'semantic equivalence' we do not mean synonymy, but

rather a more general notion. Consider examples of the sort
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discussed by Lakoff [1970]:

(3) JOHN called MARY a Republican and then SHE insulted

HIM.
This sentence, which has 'reciprocal contrastive stress', has
an interpretation which allows the inference that to call
someone a Republican is to insult him. Chomsky [1970] has
suggested that the interpretive principle associated with such
cases takes inputs of the following sort:
and
(4) Ax B CybD
but

{where capital letters indicate foci, and lower case letters
indicate relatively unstressed items) and associates the fol-
lowing interpretation with them:

(5) tox is to ¥y
This would give us for (3) the interpretation that to call
someone a Republican is to insult him. Essentially, the un-
stressed material in such sentences is taken to be equivalent
(in the sense of (5)), while the stressed material is taken
to be non-equivalent.

The claim of this chapter is tLat the interpretation of ~
certain anaphoric elements is a Rgrt of the general phenomenon

illustrated by sentences such as those we have just discussed.

Thus, consider:
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(6) The Rissians torture It4lian spies and the Américans
do_it to Albanian spies.

The paired foci, again, are interpreted as distinct, however,
the unstressed material, as before, is interpreted as equi-
valent in some sense. Here, the verbal expressions 'torture'
and 'do it' are relatively unstressed; further, these are
understood as equivalent in the sense that the pro-form has
the same semantic reading as the antecedent verbal expressions.
In this context, do it can be said to 'mean' torture. In
sum, when the verb of the second clause is not a pro-form (as
in (3)), an interpretive principle such as (5) is required.
wWhen this verbal expression is a pro-form, as in.(6), a
stronger sense of equivalence is required, namely that the
pro-form has the same reading as some portion of the ante-

cedent sentence.

2. An Interpretive Principle: Pairing of Foci

Let us begin with a simple ggample such as:
(7) Bill diligently studied for the exam, and Sam did it
too.

The interpretation of the second clause here is that Sam also
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diligently studied for the exam. The interesting property of

such sentences is that the pro-form it (or do _it) does not
refer back to the entire antecedent sentence, but refers .only
to a portion of the antecedent. The portion of the reading of
the first clause which carries over to the second clause is
just that portion which includes [...studied for the exam],
and the interpretation of the pro-form of the second clause
specifically excludes the item Bill. The task before us is

to determine what principles govern such exclusion of ante-
cedent material: how do we know which portions of the ante-
cedent will carry over into the reading of subsequent pro-forms,
and which portions will be excluded?

1 propose that the answer is given to us by the repre-
sentation for focus and presupposition we have already devel-
oped on independent grounds. Thus, consider the representa-
tion of the focus-presupposition relations for the first
clause of (7), given Bill as the focus item:

(8) [ [x diligently studied for the exam], [x = Bill] ]
Notice that it is the representation of the presupposition
which forms precisely that portion of the reading of the first.
clause which carries over into the reading of the second
clause. The claim here is that the second clause of (7)
shares this presupposition of the first clause, in that the

variable(s) of this presupposition are specified by the focus
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item(s) of the second clause. The focus item Sam in the

second clause of (7) can specify the same variable of the
same presupposition which is specified by the item Bill in
the first clause. In other words, sentences with the pro-
form do_it function to provide new foci which specify variables
of presuppositions already present in previous clauses.

As a first approximation, then, we can represent the
meaning of the entire sentence (7) as follows:

(9) [ [x diligently studied for the exam], [x = Bill]

and [x = Sam]

The expression [x = Sam] represents the semantic contribution
of the second clause of sentence (7). (We discuss in a moment
the non-focal items in such clauses, and where they fit into
representations.)

The essence of the interpretive principle we propose is

this: the principle pairs foci of two clauses with respect to

one given presupposition, namely the presupposition of the
more fully specified clause. when we say that the second
clause of some sentence shares the presupposition of the

first clause, we mean that the foci in the second sentence B
specify the variables of this presupposition of the first
sentence. In this way, we can egﬁlain precisely which items

of the first sentence do not carry over into the interpreta-

tion of the pro-form of the second sentence: namely, all foci
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of the first sentence. We will consider now more complicated

examples.

2.1. Sentences With More Than One Focus. We have implied

above that a sentence can have more than one focus constituent.
This is, in fact, possible, and shows up most clearly in con-
trastive sentences such as (6), where there are four distinct-
ly perceived intonation peaks. Also, quite in line with what
we have said earlier, these four constituents are interpreted
as representing novel information. Thus, the first clause of
(6) would have a representation such as:

(11) [ [x torture y], [x = Russians] and [y = Italians] ]
Both focus constituents of the first clause are replaced by
variables, resulting in a representation such as (11).

In order to derive the reading of the second clause of
(6), the variables in the presupposition of the first clause
are now specified as those focal items which are present in
the surface form of the second clause. The following speci-
fications are set up:

(12) [ [x = Americans] and [y = Albanian spies] ] .
Thus, the representation for the entire sentence would look
like: \

(13) [ [x torture yl, [ [x = Russians] and [y = Italian

spies] ] and [ [Xx = Americans] and [y = Albanian spies]]]
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Each set of foci is represented as a conjunction, and these
two conjunctions are in turn conjoined (since the sentence it-
self contains the conjunction and). In representations such
as (13), we interpret the symbol [,] as binding the presup-

position to both sets of foci.

2.2. Shifting Intonation Centers. If what we have said

so far is true, then it should be the case that shifting the
intonation center in the first clause changes the readings
both in the first clause and second clause. This is in fact
the case. Consider examples such as the following:
(14) a. The RUSSIANS beat the Czechs but it wouldn't have
happened with the POLES.
b. The Russians beat the CZECHS but it wouldn't have
happened with the POLES.
in (14a) the interpretation of the second clause is that the
pPoles would not have beaten the czechs. In (14b), however,
the interpretation is that the Russians would not have beaten
the Poles. This follows from the fact that the pairing of
foci in (14) differs: in (l4a) the pairing is Russians-Poles, -
and in (14b) the pairing is czechs~-Poles. The focus-presuppo-
sition relations in the first clahses in each case differ, as
the following representation shows:

(15) a. [ [x beat the Czechs], [x = the Russians] ]
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(15) b. [ [The Russians beat x], [X = the Czechs] ]

Given that the second clause in sentences such as (14) shares
the presupposition of the first clause, the focal item POLES
in the second clause specifies either the variable in (15a)
or the variable in (15b), depending on the intonation of the
first clause. Hence, the ambiguity of interpretation of the
second clause.

Similarly, consider cases in which the intonation center
is invariant (and comes on the final constituent of the sen-
tence), but where optional syntactic transformations have
applied to alter surface constituent structure:

(16) a. The Russians beat the CZECHS, but it wouldn't

have happened with the POLES.
b. The Czechs were beaten by the RUSSIANS, but it
wouldn't have happened with the POLES.
The second clause in (16a) has the interpretation that the
Russians wouldn't have beaten the Poles. However, in (16b)
the interpretation is that the Poles wouldn't have beaten the
Czechs. The representations assigned to the first clauses of
(16) would be as follows:
(17) a. [ [The Russians beat x], [x = the Czechs] ]
b. [ [x beat the Czeché], [x = the Russians] ]
Once again, the focal item of the second clause i1 each case

specifies either the variable in (17a) or in (17b), depending
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on which presupposition is determined by the intonation pat-

tern of the first clause.

2.3. Combining Presuppositions. consider for a moment

just the second clause in sentences such as (16):

(18) ...it wouldn't have happened to the POLES.

We have already discussed the focus constituent of this clause,
POLES, noting that it specifies the variable of the presuppo-
sition of the first clause. Thus, part of the reading of this
clause is the expression:

(19) [x = POLES]

Leaving aside the focus, what about the rest of the ma-
terial in a clause such as (18)? Clearly the nonfocal ma-
terial in (18) has a semantic interpretation, and makes a
semantic contribution to the sentence as a whole (i.e. to the
total reading of both clauses). In fact, the clause in (18)
is an independent sentence itself, and has its own focus-pre-
supposition relations, which can be represented as follows:

(20) [ [it wouldn't have happened to y], [y = POLES] ]
The property of this particular reading is that it contains
the pro-form it, an element which is semantically empty
(though it does have a minimal se; of semantic features to
distinguish it from other pro-forms).

The claim here is that this pre-form is assigned a
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semantic reading, namely, the presupposition of the first

clause. Thus, taking (16a), the presupposition of the first
clause, as shown in (17a), is as‘follows:

(21) [the Russians beat x]
This portion of the reading of the first clause is then as-
signed as the reading of the pro-form in the second clause.

This operation is in essence a replacement of the pro-form by

the presupposition of the previous clause. The representation
of (20), with the pro-form it assigned a semantic interpreta-
tion, would then look look like:
(22) [ [ [the Russians beat x] wouldn't have happened
to y}, [y = POLES] ]
The focal item POLES not oniy specifies the variable of the
presupposition of the csecond clause, but also specifies the
variable of the presupposition of the first clause, which has
been carried over to the second clause. Thus, an additional
expression must be added to (22) to indicate this:
(23) [ [ [the Russians beat Xx] wouldn't have happened
to yl, [ [x = POLES] and [y = POLES] ] ]
Thus, the focus is a conjunction of specifications, and indi- -
cates that POLES functions as a specification within its own
clause, as well as with respect t; the presupposition of the

first clause.

To sum up what we have said so far, we begin by considering
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sentences such as (7). It is argued that in such sentences,

the presence of the anaphoric element it (or do_it) in the
second clause is interpreted as an indicator that the focal
items of the second clause are to be interpreted as specifi-
cations of the variables of the presupposition of the first
clause. Where there is more than one focal item in each
clause, then there is more than one variable which is speci-
fied. The interpretation of clauses containing pro-forms in-
volves a blending of the presupposition of the first clause
with the presupposition of the second clause (i.e. the pro-
form item in the presupposition of the second clause is re-
placed by the presupposition of the first clause).

This last point should be made a bit more precise. It
is only those portions of the presupposition of the first
clause which are distinct from the presupposition of the
second clause which replace the pro-form item. Consider, for
example, a sentence such as:

(24) Bill believes that the world is flat, but Sam

doesn't believe it.
The focus-presupposition relations of the second clause, with
Sam taken as the focus, are represented as follows:
\

(25) [ [x believes it], [NEG [x = Sam] ] ]

where the scope of negation goes with the focus. 1In order to

assign a reading to the empty pro-form element it, we replace
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it by the presupposition of the first clause. The focus-

presupposition relations of the first clause are:

(26) [ [x believes [that the world is flat] ], [x = Bill] ]
and thus the expression [x believes that the world is flat]
should replace the pro-form it in (25). However, the presup-

positions of both clauses contain the phrase x believes, and

since this phrase in both clauses is identical, it 'cancels
out' when the presupposition of the first clause is carried
out to the second clause. Only the portion [that the world
is flat] replaces the pro-form in (25), and this is the
reading assigned to the pro-form item. When this expression
replaces the pro-form item of (25), we derive the following
representation for the second clause of (24):

(27) [ [x believes [that the world is flat] ], [NEG [x =

Sam] ]

Thus, if the presupposition of the first sentence happens to
contain material which is identical with material of the pre-
supposition of the second sentence, it is canceled out when
it replaces the pro-form of the presupposition of the second
sentence. -

)

2.4. TFiltering Deviant Cases. The interpretive princi-

ple we have been developing operates in cases where there is

a pairing of foci, that is to say, cases in which intonation
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peaks mark items in two clauses such that these items are

interchangeable as given specifications for a variable in a

given presupposition. Let us now consider some of the con-
ditions under which two clauses can fa’l to 'share' presup-
positions.

Consider, first of all, sentences such as:

(28) *John read a book, but it wasn't done to Bill.
The intonation peaks mark off the NPs John and Bill in the
two clauses, however, these are not paired foci. The reason
for this is that since they do not fulfill the same grammati-
cal function, they cannot be interchangeable as specifications
of the same variable in a given presupposition. To see this,
consider the focus-presupposition relations o the two clauses
of (28):

(29) a. [ [y read a book], [y = John] ]

b. [ [it wasn't done to x], [x = Bill] ]

The item John specifies a variable which represents an item
which has the function of semantic agent, while the item Bill
specifies a variable which has a non-agentive function.

Recall that the notation we have been using is insuf-
ficiently precise in the sense that in an explicit represen-

.

tation variables representing distinct semantic functions
should themselves be formally distinct. (We have simply used

a single variable, x, for convenience alone.) Thus, the focus
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expressions in (29) should be explicit enough to indicate that
they differ as to what sort of variable is being specified.
Given such an explicit representation, one can tell by in-
spection that the foci of (28) do not pair, since the repre-
sentations of (29) indicate that they fulfill distinct seman-
tic functions, and thus they are not jnterchangeable. This
predicts correctly that the sentences of (28) do not share
presuppositions, and the pro-form of the second clause remains
uninterpreted.

Another condition under which two clauses can fail to
share a presupposition has to do with the more general pro-
perty of the filtering function of semantic rules, rather
than with any property of pairing. Consider, for example, a
sentence such as:

(30) John ate heartily and Mary did it to Bill.

The intonation peaks mark off the NPs John and Mary, both
function as semantic agents, and let us assume for the sake of
argument that they are jdentical in semantic function. The
focus-presupposition relations of both clauses would be re-
presented as: .

(31) a. [ [x ate heartily], [x = John] ]

b. [ [x did it to Bill]: [x = Mary] ]
1f the two foci fulfill the same grammatical function, then

Mary is a possible specification for the variable of tte



284

presuPposition of the first clause. However, notice that
when the presupposition of the first clause is associated
with the pro-form of the second clause, we derive the follow-
ing expression:

(32) [ [x did [x ate heartily] to Bill], [x = Mary] ]
The presupposition expression is semantically anomalous, in
the sense that sentences such as:

(33) What Mary did to Bill was eat heartily.
are anomalous. Sentences such as (30) are therefore marked

as semantically anomalous.

2.5. Cases With No Pairing of Foci. If we examine the

interpretation of anaphoric it, we see that there is a dis-
tinct difference in interpretation between those cases in
which there is pairing and those cases in which there is no
pairing. When foci are paired, then only the presuppositicn
of the previous clause is assigned as the reading of it; how-
ever, when there is no pairing of foci, it refers to the
entire reading of the previous sentence (i.e. includes in its
interpretation both the presupposition and foci of the pre-
vious sentence).

\

Consider an example such as:

(34) Naked Came the Stranger was even taken seriously by

the critics, but one can hardly believe it.
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The interpretation of the second clause here is that one can
hardly believe that NCS was even taken seriously by the cri-
tics. 1In other words, the interpretation of it in fact in-
cludes the focus expression (i.e. derived scope of even) in
its interpreTation.

In the previous cases we have discussed, the foci of
previous clauses are precisely those elements which are ex-
cluded. However, the difference, as we see, is that in (34)
there is no pairing of foci (in our technical sense). Thus,

given the focus taken seriously by the critics in the first

clause, there is no presupposition of this clause such that
the variables can be specified by focal items in the second
clause. If the derived verb phrase is focus, the presuppo-
sition would be:

(35) [Naked Came the Stranger was x]

1f the item believe in the second clause is the focus of that
clause, it cannot specify the variable of the presupposition
(35), since it is a predicate which cannot fill the position
represented by the variable. Further, there is no other pair-
ing, in the sense we have discussed.

We shall say, then, that when there is no pairing of
foci, the anaphoric items such as\ig include in their readings

not only presuppositions from previous clauses, but in fact

the total semantic reading of previous clauses. Thus, the
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representation of it in (34) is the entire semantic reading

of the first clause.

Notice, incidentally, that sentences such as (34) provide
evidence that pro-forms such as it include in their interpre-
tation not only the deep structure reading of previous clauses,
but aspects of the reading of previous clauses determined by
the surface structures of such clauses (i.e. scope of 'even').

To take another case analogous to (34), consider the sen-
tence:

(36) Bill believes that the world is flat, but Sam

doesn't believe it.
This sentence is identical to (24) except that here the into-
nation peaks fall at the end of each clause. The difference
in interpretation between (36) and (24) 1is significant, how-
ever. In (36) the second clause means that Sam doesn't be-
ljieve that Bill believes that the world is flat. Here, again,
there is no pairing of foci; hence, no foci of the previous
clause are excluded.2 The total reading of the previous

ciause is assigned as the reading of the pro-form it.
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3., Ross's Objections

In a recent paper, J.R. Ross [19269] has argued agairst
a theory of the general sort proposed above, and instead main-
tains that the data under consideration is to be handled trans-
formationally, by a rule known as S-Deletiom. We will con-
sider his arguments here, and we hope to show that Ross's ob-
jections can be met, and further, that his proposed solutions

are inadequate as they stand.

3.1. 'Sluicing'. Ross's chain of argumentation is

briefly as follows. He considers the relation between sen-
tences such as the following:
(37) a. They are going to invite someone, but I don't

know who they are going to invite.

b. They are going to invite someone, but I don't
know who.
Ross refers to sentences such as (37b) as sluiced sentences;
that is, sentences which have undergone a rule which he terms
'Sluicing', the effect of which is to delete all material from -
an embedded question except the pfaposed WH word, under identi-
ty with material in an antecedent embedded question. Hence,

(37a) is mapped onto (37b).

Ross argues that sluicing must be carried out by a
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syntactic deletion rule, and he argues against what he terms
an 'interpretive' theory for such sentences. On Ross' analy-
sis, an 'interpretive theory' would posit as the underlying

form of the second clause of (37b) the following:

s
NP/AL(\VP
| | /7 N\

I don't \'% NP

know who

(38)

In other words, the interpretive theory which Ross sets up is
one which simply posits the surface form of such sentences as
the underlying form, and would have to provide an interpreta-
tion for such sentences in some manner.

Ross then provides a series of arguments against such an
interpretive theory, largely on the grounds that serious syn-
tactic problems would arise. The arguments center around the
fact that an interpretive theory which posits (38) does not
recognize the WH-word who as a remnant of an embedded clause,
and Ross shows that the syntax of sentences such as (37b) re-
quires that there be a full clause at the pre-surface level.
We will consider briefly the main arguments which Ross pre-

sents. \

3.1.1. Syntactic Arguments in Favor of Sluicing. The
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first argument presented has to do with the difficulty of ac-
counting for case marking if sluiced clauses are generated in
surface form:

(39) a. They will invite someone, but I don't know whom.
b. They said someone will come, but I don't know who.
Given that the sluiced clause would be represented by (38) in
the proposed interpretive theory, it would be quite compli-
cated to state the conditions under which the WH-word could
be marked as accusative. However, in Ross's theory, the state-
ment of case marking is quite general, since sentences such
as (39) derive from fuller forms:
(40) a. They will invite someone, but I don't know
[Q--they will invite who]
b. They said someone will come, but I don't know
[Q--who will come]
Since the WH-sord originates as an object in (40a) but a sub-
ject in (40b), it is marked as accusative in (40a), and hence
the surface form in (39a).

Ross considers next sentences such as the following:

\

(41) He will give us some problems on the test, but which
problems isn't clear.
AY
1f the sluiced clause is generated in surface form, there is

no non-ad-hoc way to account for the fact that the superficial

subject, which problems, which is marked as plural, does not
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cause plural verb agreement; rather, there is singular verb
agreement. This is not a problem in Ross's theory since the
WH-word is a remmant of a full clause, and embedded clauses
always cause singular verb agreement:
(42) He will give us some problems on the test, but
[Q--he will give us which problems] isn't clear.
The general form of the first two arguments is adopted
for the remainder of the examples Ross presents, and we list
here the more important ones:
(43) She's eating some apples, but I wonder how many
apples.
(44) a. We know that he was eating, but what isn't clear.
b. We know that he was eating but it isn't clear
what.
Consider the problems involved if it is claimed that the
sluiced clauses in each case are generated in surface form.

1f, in (43), the sluiced clause I wonder how many apples is

generated as such, with the phrase how many apples as an ob~-

ject NP, then how can one account for the fact that sentences
such as the following are impossible:

(47) *1 wonder apples.
which also has an object NP aftef‘the verb wonder. Clearly,

wonder does mnot take object NPs of this sort, and in a theory

such as Ross's this fact is explained by deriving (43; from:



291
(48) She's eating some apples, but I wonder [Q--she is

eating how many apples]

Finally, the examples of (44) indicate that the sluiced
clauses can undergo extraposition. On Ross's theory this
would be accounted for, since a full embedded clause appears:

(49) a. We know that he was eating, but [it S[Q--he was

eating what]g ] isn't clear.

b. We know that he was eating, but it isn't clear

S[Q--he was eating what]S
1f sluiced clauses such as those of (44) are generated in
surface form, however, stating the extraposition process
would be quite complicated since, presumably, one would need
to allow for the possibility of NP extraposition as well as
S extraposition.

On the basis of facts such as the ones we have discussed,
Ross concludes that sluiced clauses must be derived by a dele-
tion transformation. Having established this point, Ross then

presents a transformational theory for anaphoric expressions.

3.2. The Transformational Approach: Syntactic Deletion.

Ross begins by considering sentences of the following sort:
A
(50) Harold scratched his arm and so did I.
This sentence, as Ross notes, can have either of the follow-

ing interpretations:
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(51) a. Haroldi scratched his:.L arm and Ij scratched hisi
arm too.
b. Halrold:.L scratched hi.si arm and Ij scratched.m.yj
arm too.
1f sentence (50) is to be derived by a deletion rule which
deletes an occurrence of a verb phrase in the second clause
under identity with a verb phrase in the first clause, then,
as Ross argues, there is a problem in deriving (51b), since

the first phrase is scratch his., arm while the second verb

phrase is scratch my. arm.
J

In order to delete the second verb phrase of (50b) 'under
identity with' the verb phrase in the first clause, some con-
dition must be placed on the definition of identity which
allows the difference in pronouns in this case to be over-
looked. Ross proposes a notion of 'sloppy identity' which is
essentially that given in Ross [1967, §5.2.3.1]:

(52) "Constituents are identical if they have the same
constituent structure and are identical morpheme-~
for-morpheme, or if they differ only as to pronouns,
where the pronouns in each of the identical consti- .
tuents are commanded by antecedents in the non-
identical portiocns of éﬁe phrase marker."

Thus, sloppy identity means, essentially, that commanded pro-

nouns are overlooked in determining identity relationships.
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Ross then argues that since it is necessary to have a

notion of sloppy idenmtity, it is then possible to derive sen-

tences with anaphoric it by a rule of S-Deletion, along with

properly constructed deep structures. For example, in Ross's
framework, a sentence such as (6) would derive from a struc-
ture such as that shown in (53). The surface form of (6) can
be derived by deleting S5 under sloppy identity with SA: even
though the pronouns in the two embedded sentences differ, they
are overlooked in determining identity because they are com=-

manded by antecedents.

/ | \

and

/\ /\

the Ru851ans ///,\\\\\the Amerlcansﬁ//// \\\\\

(53)

‘ll / \ |\ 7 NP 1|>P\
i
do it S4 P | do lt
|
/////’\\\to Italian to Albanlan
Sples Spies1
NP VP
I 7\ \
they; \Y ﬁP theyk \Y P
| | |
torture themj torture them1

As Ross points out, such evidence is insufficient to
demonstrate that the general class of sentences illustrated

by (6) must be derived by deletion rules which operate on a
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condition of sloppy identity. Showing that (6) can derive
from structures such as (53) by a deletion rule does not show
that such sentences cannot be accounted for by interpretive
principles. If it can be shown that deletion under sloppy
identity must be involved in at least some cases (i.e. if any
theory must posit deletion under sloppy identity for some
case), then, since deletion under sloppy identity can gener-
alize to handle other cases, it will be shown that interpre-
tive rules are superfluous and z2re not required.

Ross claims to have such a case in the following sen-
tence:

(54) (=Ross's (55)) Bob knows how to crane his neck, but

I don't know how.

Ross argues that since this sentence has a sluiced clause,
and since it has been shown that sluiced clauses must be de-
rived by deletion, therefore, the sluiced clause of (54) de-
rives by deletion. Given the meaning of the second clause,
sloppy identity must be involved (in that the deleted VP is
crane my neck, which must delete under identity with crane

his neck).

Ross acknowledges that one could answer this argument
\

by claiming that the underlying VP in question is actually

crane neck, until some post-deletion stage at which the pos-

sessive pronoun would be filled in. This would render
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superfluous the notion of sloppy identity. He then argues
that this is not possible, due to sentences such as the
following:
(55) (=Ross's (64)) I know how to say I'm sorry, and
Bill knows how, too.
The second clause has the interpretation, "Bill knows how to

say he's sorry.'" This means that the deleted VP to say he's

sorry must have deleted under sloppy identity with the VP in
the first clause. Ross argues that one cannot claim that the
personal pronoun does not appear in these expressions, since,
[p. 274], "...it is obviously unlikely that the subject of

be sorry does not appear in deep structure, being filled in
only later." Thus, deletion under sloppy identity is re-
quired, and, since such deletion can handle other cases in-
volving anaphoric expressions (given properly constructed
deap structure forms), interpretive principles are not

needed.a’5

3.3. "Sloppy Identity". The crucial step in Ross's

argument is to establish the necessity of so-called 'sloppy
identity'. If there is no notion of sloppy identity, then

5
the rule of $-Deletion cannot be extended to cover sentences

such as (6), (since in structures such as (53), the sentence

to be deleted is not identical with the sentence which is its
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antecedent). Clearly, then, it is not merely the existence
of syntactic deletion rules which poses a threat to an inter-
pretive theory, rather, the existence of deletion rules along
with a notion of sloppy identity renders interpretive prin-
ciples unnecessary. However, the notion of sloppy identity
as Ross states is inadequate, in that it makes false predic-

tions about the range of possible ambiguities.

3.3.1. Defects in the Notion of Sloppy Identity. First

of all, we can note that sloppy identity is not necessary
for most of the cases which Ross discusses. Phrases such as

crane one's neck or scratch one's arm (which involve a dis-

tinction of alienable/inalienable possession) can be derived

from underlying structures of the form crane the neck and

scratch the arm. Hence, a sentence such as (50) could derive

from either of the following:
(56) a. Harold scratched the arm and I scratched the arm.
b. Harold scratched his arm and I scratched his arm.
Deletion could operate in either case, and no notion of sloppy
identity would be necessary.
There is, by the way, positive evidence for representa-
tions such as (56a). As Michael‘ﬁelke has pointed out [per-

sonal communication] the definite article appears in expres-

sions such as:
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(57) He hit me on the arm.

(58) It is difficult to crane the neck.
Thus, in a sentence such as (54), it is not necessary that
there be a notion of sloppy identity involved.

1f we turn to (55), it seems to me that similar consider-—
ations are involved here. This sentence has only the inter-
pretation that Bill knows how to say he is sorry, and cannot
have an interpretation such that Bill knows how to say 1 am

sorry. In other words, the expression to say one is sorry is

an idiomatic reflexivz expression, with a meaning equivalent

to a phrase such as to excuse oneself. Hence, it may very

well be that the subject of such a phrase, if it is in fact
reflexive, would not be specified at the deep structure level.
I have no wish to press this point, however, since it is
possible to find cases where there are no idiomatic possessive
expressions, and where there are ambiguities of the sort Ross
intends:

(59) John knows why he is sick but Bill doesn't know why.
This can have either of the fcllowing readings:

(60) a. Johni knows why he; is sick but Billj doesn't

know why hej is sick.

v

b. John, knows why he, is sick but Billj doesn't

i

know why hei is sick.
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Thus, it would appear that sloppy identity is necessary for

such cases. Before discussing these particular cases, however,
let us consider in what ways sloppy identity fails.

Basically, the notion of sloppy identity, as Ross has
stated it, is too unconstrained. The notion as it stands
predicts that the sort of ambiguity we have discussed should
occur in a much wider range of cases than it actually does.
Consider, for example, a sentence such as:

(61) John feared that he had cancer, but I didn't men-

tion it to Mary.
This sentence is unambiguous, the second clause having the
interpretation that I did not mention to Mary that John
feared that he had cancer. However, on Ross's hypothesis,
there ought to be two further readings, namely, that I did
not mention to Mary that I had cancer; or, that I did not men-
tion to Mary that she had cancer. These two readings are pos=
sible since (61) can have the following sort of representa-

tion in Ross's theory:
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The embedded sentence 55 can delete under sloppy identity with
S4 since the pronoun subjects (whether Lj or §§gk) are com-
manded by antecedents in the higher sentence S3. Hence,
deletion under sloppy identity allows a greater range of am-
biguities than is actually the case.

Note, of course, that as further NPs are added to sen-
tences such as (61), the theory of sloppy identity predicts
a proportionately increasing range of ambiguities. Consider,
tor example:

(63) John feared that he had cancer, but I told Mary not

to mention it to John's mother or John's father.

Again, (63) is unambiguous, and has the interpretation that I
cautioned Mary not to mention théi John feared that he had

cancer. Ross's theory, however, predicts that (63) is five

ways ambiguous. It can have the reading just mentioned; it
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can have the two further readings derivable in the manner of
(62) (i.e. where I or Mary command the pronoun subject in the
embedded sentence SS); and finally, it can have the two addi-

tional readings derivable in case the NPs John's mother or

John's father command anaphoric pronouns in the subject posi-

tion of the embedded sentence SS.

1f we consider ways in which to constrain the notion of
sloppy identity, we are 1ed to a theory which makes use of the
notion of pairing. If we examine what properties of (61) pre-
clude the ambiguities in question, we note that in (61) there
is no pairing of foci in the sense we have discussed. That
is, there are nc pairings in (61) such that the focal items

in question are interchangeable as specifications for the same

semantic variable representing a given semantic function.
For example, even if the NPs John and I were to form intona-
tion peaks, these items would not be paired foci, since each
fulfills a distinct semantic function. The NP I in the
second clause has an agentive function, while the NP John has
a non-agentive function, hence, these two items do not speci-
fy the same semantic variables.

As discussed in section 2.5., in cases in which there is
no pairing of foci, the anaphorig expression is assigned the

total semantic reading of the previous clause (i.e. no ele-

ments are omitted). Thus, in (61) the reading assigned to
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the pro-form is the reading of the entire antecedent clause,

i.e. John feared that he had cancer. This is, in fact, the

correct reading in this case.6 The significant property in
(61), then, is the lack of pairing.

Sloppy identity would operate, of course, in just those
cases where foci happen to be paired. In order to constrain
its operation, some equivalent of a pairing principle would
have to be built in. Otherwise, there would be no way to
account for -pairs such as those of (14) and (16), as well as

the difference between (24) and (36).

4. An Interpretive Approach to Pronoun Ambiguities

To return now to cases such as (59), we ask how these
are to be accounted for within the framework we propose ((59)
is repeated here as (64)):

(64) John knows why he is sick but Bil® doesn't know why.
The most obvious condition which we can impose is the follow-
ing:

(65) If some item is chosen\as focus and is replaced by

a variable in the semantic reading, then all follow-

ing pronominal references to the focus item can also
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be replaced by variables.

Thus, in (64), if the item John is chosen as focus, and is
replaced by a variable, then the following pronominal vefer-
ence he can optionally be replaced by a variable as well.
Thus, either of the presuppositions, [Xx said that hei was
sick] or [x said that x was sick] can be formed. The focus
of the second clause, Bill, can thus fill either the single

variable position, or both variable positionms.

4.1. Intonation and Promnoun Ambiguities. I should point

out here, however, that at least for my own speech intona-
tional phenomena are, again, relevant to the determination of
the presuppositions in question. Consider the fully specified
paraphrase form of (64); it can have either of the following
intonation patterns:
(66) a. John knows why hé is sick but Bill doesn't know
why hé is sick.
b. Jbhn knows why hé is sick but Bill doesn't know
why hé is sick.
(66a) has the interpretation in which Bill doesn't know why
Bill is sick, while (66b) has the interpretation that Bill
doesn't know why John is sick. ﬁhere the personal pronoun he
refers to distinct persons, then it has stress in each case;

where the personal pronoun refers to the same person, it is
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unstressed in both cases.

This stress pattern is brought out even more clearly in
sentences such as:
(67) a. Jéhn knows why hé is sick but Mary doesn't'know
why she is sick.
b. Jbhn knows why hé is sick but Mary doesn't know
why hé is sick.
Even though there could be no chance of confusion as to the
reference of the personal pronoun, the stress patterns on
such sentences is still obligatory. when we consider the re-
duced forms, as with (64), we note that the same pattern is
present. Consider, for example:
(68) a. John knows why hé is sick but Mary doesn't know
why.
b. Jbhn knows why hé is sick but Mary doesn't know
why.
The first sentence, (68a), has the interpretation that Mary
doesn't know why Mary is sick, while the second sentence has
the interpretation that Mary doesn't know why John is sick.
The focus-presupposition relations which would be assigned
to such sentences would be derived by replacing stressed items
with variables, while leaving un;tressed items intact:
(69) a. [ [x knows why z,iS'éick], [§?Johni] and [X?hei] ]

b. [ [x knows why hei is sick], [ngohni] ]
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Taking Mary as the focus of the second clause, it specifies

either both variables in (69a), or it specifies just one
variable in (69b). Hence, there is a dual reading of such
sentences. |
The same considerations hold for previous examples we
have discussed. For example, note the intonation patterm on
sentences such as:
(70) a. John scratched his arm and I scratched my arm.
b. Jéhn scratched his arm and I scratched his arm.
This same pattern carries over in sentences such as:
(71) a. John scratched his arm and I did too.
b. Jéhn scratched his arm and i did too.
In one case, the presupposition of the first clause contains
two variable positions to be specified, while in the other
case the presupposition contains only one variable position
to be specified.
Finally, we can take a more complicated example, such as:
(72) a. John thinks that his father hates him and Mary
thinks that hér father hates heér.
b. John thinks that his father hates him and Mary
thinks that h% father hates him.
Compare the sentences of (72) wiEh those of (73):

(73) a. John thinks that his father hates him and Mary

does too.
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(73) b. John thinks that his father hates him and Mary

does too.
Once again, when intonation peaks mark off more than one .focus,
then the presupposition contains more than one variable posi-
tion which can be filled by the focus of the second sentence.
For such cases, we need to modify condition (65) as fol-
lows (which, by the way, is required in any theory):
(74) Given an antecedent and a string of pronominal
forms which are coreferential with that antecedent,
if one of the pronominal forms is taken as a focus
and is replaced by a variable in the reading, then
all the pronominal forms must be replaced by vari-
ables, whether these have intonation peaks or not.
This is simply to express the fact that there are no readings
for sentences such as (73a) in which the second clause could
mean something like, 'Mary thinks that Mary‘s father hates
john." Thus, with respect to an antecedent and subsequent
pronominal references to this antecedent, the theory needs an
1,11 or none" condition with respect to the pronominal refer-
ences: either all are pulled out and replaced by variables, -

oY none are.

4.1.1. Perceptual Cues for Intonation Peaks. In discus-

sing intonational phenomena and the role which intonation
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plays in marking foci, it must be stressed that the intona-

tion peaks on the pronouns in sentences we have been discus-
sing need not be perceived as loud contrastive stress peaks.
To establish a pronominal item as focal it is sufficient that
the item be relatively more prominent than the surrounding
material, and, in fact, stress on pronouns (as in (71la)) is
just heavy enough to differentiate them minimally from the
unstressed, pro-clitic pronominal forms (as in (71b)).

It is reasonable to assume that intonation peaks are per-
ceived relative to the pitch levels of surrounding material,
and thus an intonation peak, in this sense, need not repre-
sent heavy stress, in some absolute sense. It seems alsé
that there are other cues in the speech signal which indicate
the intonational structure of a sentence. Consider in this
regard a fact pointed out by James McCawley [MIT lecture,
spring, 1970] that in unstressed third person pronouns, the
initial h drops, while in stressed pronouns it does not.
Thus, in (71b) the pronoun his is heard as [iz], while in
(71a) the pronoun is heard as [hiz]. This, then, functions
as a cue that the pronoun is unstressed in one case, while
stressed in the other, even though there may not be a per-

S
ceived stress peak on the pronoun in (71a).
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4.2. Cases with Two or More Anaphoric Expressions. In-

teresting confirmation for the interpretive approach is found
in a class of sentences in which there is more than one ana-
phoric expression. For example, consider the following case
[ examples of this general form are due to Edward Whitten, in
personal communication to Morris Halle]:

(75) John always tells people that he is sick, and al-

though Max does it also, Mary doesn't do it.

The interpretation of the two elliptical clauses is either
(a) although Max also always tells people that John is sick,
Mary doesn't tell people that John is sick, or, (b) although
Max also always tells people that he (Max) is sick, Mary
doesn't tell people that she (Mary) is sick. In other words,
each additional anaphoric clause has the understood pronomi-
nal references coreferential with its own surface subject, or
coreferential with the subject of the initial clause in the
series of clauses which make up the whole sentence. Thus,
for example, the final clause of (75) cannot have the inter-
pretation that Mary doesn't tell people that Max is sick.

This state of affairs is predicted by the interpretive .
theory, for the following, reasons. The initial clause of (75);
in a manner we have‘already disc&ssed, receives either of the
following representations: |

(76) a. [x always tells people that he, is sick]
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(76) b. [x always tells people that x is sick]

The variables in these presuppositions are specified by the
focal items in the subsequent anaphoric clauses. Thus, if
presupposition (76a) is chosen, then all following focal
items specify just the subject variable; hence, for the
second clause we form [M‘axj tells people that hei is sick],
and for the third clause we form [M’aryk doesn't tell people
that hei 1s sick]. If presupposition (76b) is chosen, then
for the second clause we form [M’axj tells people that Maxj
is sick], and for the third clause we form [Mary, doesn't
tell people that Mary, is sick].

In other words, in the system we have proposed, it-is
the case that only the first clause determines the form of
the presuppositions, because the other following clauses are
generated with anaphoric expressions and not with the fully
specified set of antecedents and pronouns. Since the presup-
positions of the first clause are carried over into the fol-
lowing clauses, it simply follows that each additional clause

will either have pronominal references coreferential with its

own subject, or coreferential with just the subject of the

initial clause. For example, it is impossible to derive the

A
reading [Mary, doesn't tell people that Maxj is sick] because
there is no presupposition [x tells people that Maxj is sick].

In a theory with deletion under sloppy identity, however,
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it is possible to derive the impossible reading. Consider
the following representations:
(77) a. Clause 1: [Johni tells people [hei is sick]lj
b. Clause 2: [Maxj tells people [hej is sick] ]
c. Clause 3: [Mary, doesn't tell people [hej is
sick] ]

Deletion can occur in Clause 2 (to produce Max does it),
since the commanded pronoun can be overlooked. Deletion
occurs in Clause 3, since the pronoun is identical.with the
pronoun in Clause 2. This derivation would thus allow the
impossible interpretation: "John always tells people that he
is sick, and although Max tells people that he (Max) is’sick,
Mary doesn't tell people that Max is sick." Once again, a
theory with deletion under sloppy identity makes false pre-

dictions.

5. Deletion Rules and Interpretive Rules

We have seen that the notion of sloppy identity is not
)
sufficiently constrained, and that some equivalent of a
theory which utilizes the notion of pairing of foci must be

employed. At this point let us consider what happens if
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sloppy identity is eliminated altogether.

First of all, this would mean that the rule of S-Deletion
could not be used to derive sentences such as (6), or sen~
tences of that general sort. The reason for this, as we have
seen, is that the embedded sentences to be deleted often have
no antecedents which are strictly identical with them. Let
us then propose that S-Deletion be eliminated entirely, since,
in the absence of sloppy identity, there is a significant
range of cases for which it would not work. If S-Deletion
is eliminated, the pro-forms in question would be handled in-
terpretively: they would be generated in the base, and sup-
plied a semantic interpretation by principles discussed.in
section 2.

Recall here that the rule of S-Deletion is used to derive
sentences which have pro-form remnants, such as it. This rule
is used to derive sentences which contain anaphoric expres-

sions such as do it, mention it, it happens, and so on, By

eliminating S-Deletion, this means that sentences which con-
tain actual pro-form items such as it are handled interpre-
tively. We must ask now what happens with cases such as (64), -
(71), and (73), in which there are no pro-form remnants, but
which contain so-called 'elliptic;l' clauses.

Such clauses are derived by deletion rules, namely VP-

Deletion and Sluicing. These rules have the effect of
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deleting syntactic material without leaving behind any pro-

form traces (i.e. the clauses can be said to contain @ as a
"pro-form"). The rules of VP-Deletion and Sluicing account
for a significant range of syntactic facts (cf. Ross [1969]
for discussion of VP-Deletion), and if one were to abandon
such rules then it would have to be shown that the syntactic
facts mentioned by Ross could be handled in some natural

fashion.

5.1. Compatibility of Deletion Rules and Interpretive

Principles. It seems to me that it is not necessary to
eliminate such rules, and that, in fact, the question here is
irrelevant. Consider, in this regard, the following sort of
example:

(78) a. Jack left early and Mary did too.

b. Jack left early and Mary left early too.

Let ué assume that there is a rule of VP-Deletion, which
operates on (78b) to produce (78a). If (78b) is the deep
structure source for (78a), then part of the reading for (78a)
will be the grammatical relations determined on (78b). Recall,
however, that focus-presupposition relations are determined
by factors of surface structure ;epresentations, and there-
fore, the interpretive principle'fbr focus will operate on

the surface form (78a), whether or not this has been derived
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by deletion.

Even if we assume that (78a) has been derived by dele-
tion, the interpretive principle for focus operates on ;he
surface form (78a). With regard to the second clause, it
marks the constituent Mary as focus. Having located the
focus constituent as Mary, it operates on the reading which
has been assigned from the deep structure, and forms expres-
sions for focus and presupposition, as we have discussed.
Thus, the existence of a rule of VP-Deletion is in no way in-
concistent with the interpretive theory we have proposed,
since the focus-presupposition relations will be read off
the surface form in any event.

Naturally, the crux of the problem has to do with sen=-
tences such as:

(79) John said that he was sick, and Mary did too.
1f there is no notion of sloppy identity, and if (79) derives
by VP-Deletion, then there is only one source for such a sen-
tence:

(80) thni said that hei was sick and Maryj said that

hei was sick.
How can we then account for the other reading of (79), namely,
where the second clause means "Mg;y said that she was sick"?

We will make a tentative propésal here, to the following

effect:
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(81) In sentences in which deletion has occurred in the

second clause (such as (77)), if the second clause
shares a presupposition with the first clause (i.e.
if the focus of the second clause and the focus of
the first clause are interchangeable as specifica-
tions of some variable of a presupposition of the
first clause), then this particular presupposition
is assigned as part of the reading of the second
clause.
Recall that (79) is assigned the reading of (80) since it
derives from (80). The other reading of (79) is derived as
follows: there is a presupposition of the first c1ause,4[§
said that x was sick], which is shared by the second clause
(in the sense just discussed). Therefore, we assign this
presupposition to the second clause, and with the item Mary
as focus, we would have:

(82) [ [x said that x was sick], [x = Mary] ]

In other words, this would be the reading, "“"Mary said that
Mary was sick."

To sum up briefly: if there is a rule of VP-Deletion, but -
no notion of sloppy identity, then some means must be devised
to account for ambiguous readings‘(for which the notion of
sloppy identity was originally introduced). The proposal ad-

vanced to handle these cases is one in which the second clause
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is assigned as part of its reading any presupposition which
it shares with the first clause. This is in essence to claim
that deletion is not "meaning preserving", in the sense that
the output form of deletion rules can have a semantic inter-
pretation not associated with the input form of such rules.
We are claiming here that the output of deletion rules .can be
assigned additional semantic information, which derives from
antecedent clauses, and which is not present at all in the

pre-deletion stage.

5.2. FEvidence that Deletion is not Meaning Preserving.
It should be pointed out here that this approach is more than
just a means of eliminating sloppy identity. It can be shown
that this general approach must be adopted. The argument
against the sloppy identity approach becomes decisive when
we note that there is independent evidence that clauses which
have undergone deletion must be assigned semantic information
from preceding clauses. This has been pointed out by Chosmky
[class lectures, 1969] in connection with sentences such as
the following:

(83) a. John hasn't been her? for 2 weeks.

b. Bill has been here for 2 weeks.

As Chomsky has noted, (83a) has the interpretation that at

no point in time during the previous 2 weeks has John been
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here. However, the interpretation of the temporal expression
in (83b) is that for the duration of two weeks Bill has been
here. Let us call the interpretation of the temporal expres-
sion in (83a) 'mon-durative' and that in (83b) 'durative'.
The crucial fact here is that (83b) cannot have a non-dura-
tive sense.

However, notice now a sentence such as (84):

(84) John hasn't been here for two weeks, but Bill has.
The interpretation of (84) is that at no point during the pre-
vious two weeks has John been here, but that at some point
during the last two weeks Bill has been here. What is strik-
ing is that the second clause cannot have a durative inier-
pretation; however, if VP-Deletion has applied in the deriva-
tion of the second clause, its underlying form must be (83b).

An example such as (81) shows that with a rule of VP-
Deletion, additional semantic principles must be posited in
any event to account for the fact that the clause which forms
the output of deletion is assigned semantic information from
the antecedent clause. We conclude thet an interpretive ap-
proach, which would allow the output of deletion rules to be
assigned additional semantic information from the antecedent

)

clause, gains significant support from sentences such as (84).
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6. Summary

In the first section of this chapter we propose an in-
terpretive approach to account for the interpretation of a
class of anaphoric expressions. The interpretive principles
involved assign various interpretations to anaphoric expres-

sions on the basis of presence or absence of pairing of foci.

when we examine the approach proposed by Ross, we note
that the notion of sloppy identity is not sufficiently con-
strained. We argue that any theory must utilize a notion of
pairing of foci in surface structure in order to explain just
which portions of antecedent sentences are excluded from the
interpretation of anaphoric expressions. If sloppy identity
is abandoned, we ask whether deletion rules should also be
abandoned.

We argue that this is not necessary, and that ambiguities
of the sort represented by (79) can be accounted for by
having interpretive principles operate on the output of dele-
tion rules. This is justified on the basis of the fact that
interpretive rules for focus-pres?pposition relations will
operate on surface structure in any event (i.e. will only
operate on the output of deletion rules). Furthermore, sen-

tences such as (84) indicate that clauses which have
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presumably undergone deletion will have to be assigned seman-

tic information from previous clauses; this example, is,
furthermore, independent of any considerations of the sort

of ambiguity which motivates sloppy identity. Our claim is
that in such a system interpretive rules would not "duplicate"
the work of deletion rules, but rather, interpretive rules

supplement deletion rules.
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FOOTNOTES TO CHAPTER 4

It has been noted in recent work (cf. Akmajian and
Jackendoff [1970] and Lakoff [1968]) that stress levels
play a significant role in determining coreferentiaiity
relationships, particularly in that items which enter
into coreferentiality relationships are typically un-
stressed, i.e. non-focal. Thus, consider cases with de-
scriptions:

(i) a. After Herb bought some gasoline, that dirty

Maoist made a Molotov cocktail.
b. After Herb bought some gasoline, that dirty

Mioist made a Molotov cocktail.

In (ib) where the description that dirty Maoist contains

\
the intomation center, it is not taken as being coreferen-
tial with the constituent Herb, as it is in (ia).

Along these lines, both Postal [1968, Chapter 19]
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and Lakoff [1968] have noted a distinction in sentences

such as the following, with respect to the coreferentiality
relationship involved:

(ii) a. John will shave himself.

b. The one John will shave is himself.
They note that in (iia) it is presupposed that John and
himself are coreferential, while in (iib) it is asserted
that John and himseli are coreferential. Note that this
basic distinction correlates with another factor in these
sentences, namely, that the anaphoric expression is the
focus in (iib), but is part of the presupposition in (iia).
Thus, the interpretive system we propose in Chapter'3
automatically assigns the pronoun as part of the presup-
position in (iia), and assigns it as part of the asser-
tion of specification of the variable in (iib):

(iii) a. [ [John will x himself], [x = shave] ]

b. [ [John will shave x], [x = himself] ]

Note that the same interpretation of asserted co-
referentiality is present in sentence (iia) when the pro-
noun bears tne intonation center: .

(iv) John will shave HIMSELF.

In this sentence, too, it is‘not presupposed, but rather
asserted, that John and himself are coreferential. Since

our system assigns the representation (iiib) to (iv), (as
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well as (iib)), it accounts for the fact that the inter-

pretation of asserted coreferentiality is present when
the anaphoric expression bears the intonation center.-
The conditions on asserted coreferentiality differ
from conditions on presupposed coreferentiality. This
can be seen from examples such as the following:
(v) a. The one John wants Bill to describe is
himsélf.
b. The one John wants Mary to describe is him-
self.
c. The one John wants Mary to shave is himsélf.
d. The one John claimed had been cheated ﬁas
himsélf.
e. The one I thought Mary had baked the cake
for was myséelf.
In (va) the reflexive pronoun can be coreferential with
either of the preceding NPs; that it can be coreferential
with John is brought out clearly in the next two sen-
tences. Note, however, that none of the sentences of (V)
have paraphrases of the following sort:
(vi)a. John wants Bill to describe himself.
b. *John wants Mar; to describe himself.
c. *John wants Mary to shave himself.

d. *John claimed that himself had been cheated.
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(vi) e. *I thought that Mary had baked the cake for

myself.
(via) is unambiguous (the reflexive refers only to Bill),
and thus is not a paraphrase for (va). The rest of the
sentences are ungrammatical. All except for (vid) can,
however, be improved by addition of stress on the reflex-
ive:

(vii) a. John wants Bill to describe HIMSELF.

b. John wants Mary to describe HIMSELF (not
BILL)
c. John wants Mary to shave HIMSELF (not BILL)
d. I thought that Mary had baked the caké for
MYSELF (not BILL)
Furthermore, such sentences are acceptable with so-called
'emphatic reflexive forms', that is, forms such as he
himself.

These examples are raised to illustrate that intona-
tion has significant effect on coreferentiality relation-
ships. Exactly what the conditions are on asserted co-
referentiality is a question which extends beyond the g

scope of this thesis.

That is, given the intonation pattern indicated, the

focus of the first clause of sentence (36) is the predicate
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flat. Replacing this item with a variable gives us the

presupposition expression:

(i) [Bill believes that the world is x]
The focus of the second clause of (36) is the verb
believe. Notice that this focus expression canmnot speci-
fy the variable of the presupposition (i), i.e. a predi-
cate such as believe cannot fill this position. Hence,
the focal expressions of (36) do not pair, in the in-
tended sense, and this accounts for the difference in

interpretation between this case and sentence (24).

Note that Ross's arguments against what he terms an-
'interpretive' theory are predicated on the assumption
that such a theory posits for sluiced clauses their mini-
mal surface forms, as in (38). If this assumption is
abandoned, many of the arguments are overcome. For ex-
ample, in the sort of framework we have adopted in this
study, it is possible to have "empty" nodes in phrase
markers, i.e. lexical insertion is optional (recall the
empty predicate node in the source for clefted sentences). -
In this sort of theory, phrase markers such as (ii) can
be generated for sentences s;;h as (i):

(1) Someone ate the cheese, but I don't know who.
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m)///\
/\ /’/\

someone I don't Y NP

ate the cheese know it S

Given this sort of structure, then mamy of Ross's
arguments no longer hold. Case marking can be accounted
for, in that the WH word could originate either as eubject
or non-subject in clauses such as 84. The problem con=-
nected with verbal agreement patterns ((41)) is no longer
relevant, since a full embedded clause is posited in
structures such as (ii). Similarly, the problem repre-
sented by (43) is no longer relevant, since a full clause
complement would be generated as object of wonder, and not
just a single NP. Finally, extraposition could apply in
the normal fashion, since in sentences such as (44) the -
second clause would have a full clause in which the in-
terrogative pronoun would be‘embedded.

There are, however, argﬂments which Ross presents

which the theory sketched here does not overcome. First,
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Ross notes the following pattern:

(iii) I know he has a picture of somebody, but I
who
don't know of whom
*a picture of whom
This follows from the pattern associated with embedded
questions:
whc he has a picture of
(iv) I don't know of whom he has a picture

| %3 picture of whom he has

«

Assume that an interpretive theory were to posit for the

second clause of (iii) the following structure:

(v) S
7\
NP AUX ///YP\\\\\
|| .
I don't | \
know 16/ S
NP VP
Y NF
A DET N COMP

i I / \ ,

a picture of who
Given this structure, it wou{d be possible to partially
predict the pattern given in (iv), i.e., the full NP could

not prepose, since it never does in such embedded questionms.
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The problem, however, is that it should be possible to

prepose the WH word in the embedded clause of (v). How-
ever, this produces an ungrammatical sentence:

(vi) *I know he has a picture of somebody, but I

don't know of whom a picture.

The other argument which Ross presents which has no
obvious solution in the revised interpretive theory pre-
sented here has to do with the fact that in embedded ques-
tions prepositional phrases camnot be fronted when the
preposition is part of an idiomatic expression. For ex-
ample: |

(vii) a. Who are you going to do away with?

b. *With whom are you going to do away?
The same facts hold for sluiced clauses:
(viii) a. Bill is going to do away with someone, but
I don't know who.
b. *Bill is going to do away with someone,
but I don't know with whom.
These facts are easily stateable if the sluiced clause
derives from a full embedded question, since the idiomatic
expression will be present in‘the pre-deletion form of
the sentence.
The problem for the intefpretive approach, however,

is that in a structure such as the following (for the
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second clause of the sentences of (viii)):

- ///\
AN

know 15// .j:: \\\

NP

N\
A A PP

with who

I don't

there is nothing to prevent the PP from preposing, to
produce sentence (viiib). Some ad-hoc principle would
have to be added to the effect that when in the previous
clause there is an idiomatic expression of a certain kind,
then the PP in the following clause could not be preposed.

The point of these examples is to show that (a)
Ross's arguments hold only for one possible interpretive
theory, but for another possible interpretive theory many
of his arguments fail, and (b) if one proposes an inter-
pretive theory of the sort sketched here one must show
how the problems mentioned can be overcome in some naturalf
fashion.

The basic idea behind an interpretive theory which

would posit unspecified nodes would be to reconstruct the

reading of the embedded question on the basis of the
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reading of the previous clause. However, it is difficult

to see how this could be truly different from a treatment
which utilized deletion rules. The position we willﬁtake
in this chapter, for reasons we discuss shortly, is that
the existence of deleticn rules such as Sluicing and VP-
Deletion is not inconsistent with an interpretive treat-
ment of anaphoric expressions. Thus, there is no need to
press for an interpretive approach of the sort sketched

in this note.

It is interesting to note that the notion of sloppy
identity renders superfluous the suggestion by Lakoff
[1967] that adverbial clauses originate from 'higher' sen-
tences. Thus, for sentences such as:
(i) Goldwater won in the Wést, but it couldn't
happen hére.
Lakoff argues that the underlying structure must be

roughly as follows:

1
(ii) S
\\\\\\ ut ”//,S~\\\\\
NP'///' VP NP VP

)

it/ \34 .4_;. / \5

be in the West it . S couldn't happen here

Goldwater win Goldwater win
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The structure in (ii) is motivated by the fact that the

anaphoric expression it in the second clause of (1) does

not include in its interpretation the phrase in the West.

If this phrase originates in a higher clause, the deep

structure can be formulated such that S-Deletion can ap-

ply to delete SS, with the proper interpretation. Thus,
Lakoff argues that adverbial clauses in general originate
in higher clauses.

Given sloppy identity, however, there is no evidence
that adverbial clauses originate in a higher sentence,

since 82 in (ii) can be represented:

/\

/\4
/\

\'f ADV

Goldwater won in tEe placei

(S3 would be represented in an analogous fashion). Ad-

(iii)

ADV

be in the Westi

verbial clauses can still be generated in the sentences
in which they appear in surface structure, and S-Deletion
will overlook the differences‘in commanded pro-forms when
deleting 55. Hence, sloppy identity removes the motiva-

tion for positing adverbial clauses in higher sentences.
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Notice, incidentally, that the notion of sloppy identity

presupposes a specific set of assumptions concerning pro-
nominalization, in particular, assumptions concerniné the
level at which coreferentiality relationships are estab-
lished. Since sloppy identity makes crucial use of the

relation antecedent, this notion (or any other which makes

use of the notion 'pronoun commanded by its antecedent')
therefore presupposes that at the level at which various
deletion rules apply, coreferentiality relationships have
been established. For example, in a structure such as
(53), it is crucial that at the time the deletion rule
applies, referential indices have already been assigned
(or any equivalent mechanism) since it must be determined
whether the embedded pronouns are in fact commanded by
their antecedents.

If one accepts the arguments given by Lakoff [1968]
that coreferentiality relationships which are assigned at
a pre-surface level can be filtered by output conditions
(hence, that potentially well-formed coreferentiality re-
lationships can be ruled out at the surface level), then
sloppy identity is in princip%e impossible. If one wishes
to maintain sloppy identity, it must be shown that core-
ference is determined prior té the application of deletion

rules.



6.

330

Note, however, that the interpretive principles must be
further modified. That is, consider the possible inter-
pretations for the following:

(i) John said that Bill complained that Mary threw
garbage on the lawn, but you don't have to
mention it.

The interpretation of the second clause of (i) is as
follows:

(ii) a. You don't have to mention that John said
that Bill complained that Mary threw garbage
on the lawn.

b. You don't have to mention that Bill complain-
ed that Mary threw garbage on the lawn.
c. You don't have to mention that Mary threw
garbage on the lawn.
Hence, the anaphoric expression can refer to the most
deeply embedded clause, or to the next clause 'up', or

finally to the entire antecedent.
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