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ABSTRACT

Anaphors, in the government-binding framework, are nominal
expressions which must be related to an antecedent in an
argument-position (A-position). The relation between the
anaphoric expression and its antecedent is contrained by the
binding principles which define an opaque domain in which
these anaphors must be bound -i.e. must have an antecedent.

In this work, we will suggest the existence of another kind
of anaphoric relations ; the anaphoric relation which holds
between an anaphor and an antecedent in an non-argument posi-
tion (A-position). We will refer to anaphors which need an
antecedent in an argument-position as A-anaphors and anaphors
which need an antecedent in a non-argument position as A-ana-
phors. It is possible to show that for each type of A-anaphors
there existsa corresponding A-anaphor. Two anaphoric systems
will thus be distinguished: the A-anaphoric system whose mem-
bers are A-anaphors and the A-anaphoric system whose members
are A-anaphors. To establish the existence of these two ana-
phoric systems, to study their behavior and to explore the
consequences of their incorporation in the grammatical theory
will beour main concern.

In particular, we will suggest that the distribution of A-
anaphors and R-anaphors is constrained by the binding theory
which, thus, will be generalized from a theory of A-binding-
i.e. from a theory constraining A-anaphors- to a theory of

A- and A-binding. The generalized binding theory will be shown
to apply in syntax and in Logical Form.As a consequence,the em-
ty Category Principle wili be dispensed with as an independent
principle in the grammar and its effects derived from the theo-
ry of binding ard the theory of thematic relations; thus, sol-
ving various conceptual and empirical problems in the gramma-
tical theory.



These proposals will bear on the characterization of fundamen-
tal grammatical notions. The notion chain will be exten-
ded to include (some) A-chains: the notion of thematic-
chain will be introduced. A relativized rather than an ab-
solute notion of A and A-position will appear to be at work
in the grammar and a general -constraint prohibiting extrac-
tion from A-positions will be put forward. With respect to
"empty elements", it will be argued that there is no type
distinction between phonetically realized pronouns and the
so-called empty elements (NP-traces, wh-traces, PRO).Pro-
nouns are just a different occurrence of the empty catego-
ry identified as such in terms of properties of the struc-
ture they appear in. As for anaphors, it will be suggested
that there are anaphoric markers which A-anaphorize or A-
anaphorize the noun o the pronoun they are attached to.

A3 a consequence, for some languages like English, it will
be possible Luv suggest that inherent lexical anaphors do
not exist, rather there exist anaphorization processes
which A-anaphorize or A-anaphorize the element they affect.
Throughout, the dissertation, we will seek to characterize
the notion " anaphor"; the anaphorization strategy will be
related to the various identification strategies in the gram-
mar.

Thesis Supervisor: Noam Chomsky

Title: Inétitute Professor
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INTRODUCT ION.

Consider the following relations in the gﬁammar:
1-a) The relation between an agreement marker and
the element it agrees with ’
b) The relation between PRO and its controller
c) The relation between an anapHoric expression
and its binder.

These relations may be viewed as identification strategies.
The agreement marker receives its features (gender, number

..) from the element it agrees with. The agreement'element
is identified by the element it agrees with. Similarly, the
controller of the non-phonetically realized pronoun -i.e.
PRO- identifies the controlled PRO. It, also, is possible
to say that the antecedent -the binder- of an anaphoric
expression identifies this anaphoric expression.

These identification strategies obey various locality con-
ditions (cf. Koster 1978 ). (1 a) seems to be clause-bound.
The locality conditions on (1 b) are part of the theory of
control (cf.Chomsky 1980 ). They recently came under exten-
sive investigation and some promising results that will cha-
racterize their exact nature may be expected (cf.Chomsky
1981 and Manzini 1980 ). The locality conditions on (1 c)
are part of the binding theory. Anaphors, in the government
binding frgmework, are nominal expressions which must be re-
lated to an antecedent in an argument-position. The relation
between the anaphoric expression and its antecedent is cons-
trained by the binding principles which define an opaque do-
main in which these anaphors must be bound -i.e. must have
an antecedent-. A more detailed presentation of these notions
is to be found in chapter 11, Thus, in (2 a-b):



2-a)x they, think that John likes each other,

b) John thinks that theyi like each otheri

The opaque domain in which the anaphoric expression each
other has to be bound is the embedded clause. Only the
reciprocal in (2 b) is bound in this opaque domain.There-
fore, (2 a) will be ruled out by the binding theory.

As indicated earlier, the antecedent of the anaphoric ex-
pression is in an argument-position (A-position). As for
the anaphoric expression, itself, it may be overt or not:
the reciprocal in (2) is an overt anaphoric expression

whereas the empty category left by the extraction of a noun-

phrase (NP-trace) is not:

3- Johni was arrested ti

The anaphoric expression may also receive an independent the-

matic role (8-role) or not. That is, it may or may not have
a different interpretation from its antecedent. In (4):
4- John, hit himseff,

The reflexive anaphor is interpreted as the patient y
that was hit by x and John is interpreted as the agent x
that hit y. In this case, x = y. In (3), however,assuming
that the trace is anaphoric, it does not seem to receive
an interpretation distinct from its antecedent John. Since
anaphoric expressions may be overt or not and since they
may bear an independent 8-role or not, they may be classi-
fied with respect to the features (tphonetic), (fe-ro1e):

5-a) + 6-role + phonetic
b) - 6-rnle + phonetic
c) - 8-role - phonetic

d)

+

8-role - phonetic



Among the four possibilities predicted by this classifi-
cation, three are acknowledged in the litterature. (5 a)
is fulfilled by reciprocals and reflexives, (5 c) by NP-
traces and (5 d) by PRO. It will be suggested that (5 b)
occurs in natural languages. There are overt anaphors
which do not bear an independent 8-role (cf.chapter 4).

In this work, we will suggest the existence of another

kind of anaphoric relation; the anaphoric relation which
holds between an anaphor and an antecedent in a non-argu-
ment position (A-position). We will refer to anaphors

which need an antecedent in an argument-position as A-ana-
phors and to anaphors which need an antecedent in a non-
argument position as A-anaphors. A-anaphors, like A-ana-
phors, may be classified with respect to the features
(tphonetic), (t 8-role). It, thus, will be possible to
distinguish between two anaphoric systems: the A-anaphoric
system whose members are A-anaphors and the A-anaphoric
system whose members are A-anaphors. To establish the exis-
tence of these two anaphoric systems, to study their beha-
vior and to explore the consequences of their incorporation
in the grammatical theory will be our main concern.

The binding principles do not only constrain the distribution
of anaphoric expressions,but also that of other nominal
expressions such as pronominals (pronouns and PROs) and R-
expressions (names and traces left by the extraction of wh-
element, i.e. variables). Furthermore, the distribution

of a subset of these nominal expressions,the empty elements
left by extraction rules (NP-traces and wh-traces), is cons-
trained by the Empty Category Principle (ECP). The binding
principles and the ECP belong to different components of the
grammatical theory. The binding principles are part of the



theory of binding and the ECP is part of the theory of

government. In chapter 1, we will start by discussing
some empirical and conceptual problems facing the go-
vernment-binding framework. The existence of these pro-
blems will be traced back to the ECP. A radical way

to solve them, thus, is to eliminate the ECP as an in-
dependent principle in the grammar? The effects of

this principle. will be derived from the binding theo-

ry generalized to constrain A-anaphors and A-anaphors
i.e. to constrain the A-binding and the A-binding rela-
tions (chapter 1, part I) and from the B8-criterion un-
der a slight modification of the notion chain (cf.chap-
ter 1, part I). Obviously, the generalization of the bin-
ding theory from a theory of A-binding to a theory of A-
and A-binding is possible if A-anaphors exist. In parti-
cular, we will argue in this chapter that empty catego-
ries left by (quasi-)operator such as wh-elements belong
to the A-anaphor system.

The generalization of the binding theory to a theory of

A- and A-binding will trigger a number of modifications.
For instance,the opaque domain -the governing category-

in which the binding principles apply will have to be
redefined in order to include A-positions such as COMP;
i.e. to include S. Similarly, since the binding theory is
to subsume part of the ECP and since the ECP applies at
L.F., it follows that the binding tha2ory will apply in L.F.
too. In chapter 2, we will seek a more optimal “ormulation
of the binding theory and a precise characterization of
its domain of application. It will appear that the defini-
tions and principles which form a part of this theory

are relevant to the distribution of quantified expressions



and negative expressions in Romance Languages (chapter
2, part I).

The behavior of movement rules in L.F. will prove to

be relevant to the application of the bid i ng theory

and the status of the various nominal expressions. A
particular instance of Move & in L.F. appears to be
constrained by the binding theory. Further evidence,
thus, will be provided for the L.F. nature of this
theory. It will be argued that the binding principles
apply at S-structure and at L.F. As for the status of
nominal expressions, it will be argued that there is

no type distinction between pronouns and the other emp-
ty elements (NP-trace, wh-trace, PRO): pronouns are just
a different occurrence of the empty category identified
as such in terms of properties of structures they appear
in. '

In chapter 1, traces left by wh-elements are shown to be
members of the A-anaphoric system. In chapter 2, another
(non-overt) member of this system will be isolated: the
empty element coindexed with a clitic. Since clitic-tra-
ces and wh-traces are coindexed with elem2nts in A-posi-
tions, they will both be identified as variables. These
two kinds of variables will display a different behavior.
For instance, only clitic-traces obey the Specified Sub-
ject Condition.These differences will be traced back to
the binding theory. Whereas wh-traces function as A-ana-
phors and R-expressions, clitic-traces function only as
R-anaphors. As a consequence, wh-traces are subject to two
principles of the binding theory: the one which refers to
anaphors and the one which refers to R-expressions. Clitic-
traces, however, function as A-anaphors and will only be




subject to the binding principle which revers to ana-
phors. Thus, two kinds of variables will be distingui-
shed : variables coindexed with an operator in an A-
position and variables coindexed with a non-operator
in an K-position (chapter 2, part II).

Pursuing the study of clitic-traces, the distribution of
these elements in French causative constructions will
prove to be relevant to the formulation of a central con-
cept of the binding theory; the notion "accessible SUBJECT"
which defines the opaque domain - the governing-category-
in which the binding principles apply. In particular, it
will be suggested that the notion "accessible SUBJECT" is
to be replaced by that of "accessible chain"; the notion
thematic-chain (8-chain) will be introduced (chapter 2,
part I1II).

The study of clitic doubled constructions in chapter 3
will prove to be relevant to the considerations mentioned
in chapter 1, where part of the ECP were derived from the
@-criterion. This attempt was made possible under the as-
sumption that § breaks a chain; i.e. that a chain may not
be formed accross an §-boundary, In chapter 3, this assum-
ption will be subsumed under a more general constraint pro-
hibiting extraction from an K-position. A relativized ra-
ther than an absolute notion of A and A-pcsitions will
appear to be at work in the grammar. The analysis of doubled
constructions, we will suggest, may also bear on the status
of the case-filter an as independent principle in the gram-
mar. A typological classification of clitics will emerge:
clitics in natural languages will be <classified as to whe-
ther they absorb Case and/or thematic-roles (8-roles)
(chepter 3, part I). Doubled constructions will also illus-



trate the first instance of overt A-anaphors encounte-
red in this work and it will be suggested that there are
anaphoric markers which A-anaphorize or A-anaphorize the
elements they are attached to. As a consequence, for some
languages like English, it will be possible to suggest
that inherent lexical anaphors do not exist , rather the-
re exist anaphorization processes which A-anaphorize or
K—ané}horize the element (the pronoun or the name) they
are attached to. (chapter 3, part II).

In chapter 4, the parallelism between the two anaphoric
systems - the A-anaphoric system and the A-anaphoric sys-
tem- will be studied more carefully. As indicated in (5),
above, A-anaphors may be classified with respect to the
features (tphonetic), (!8-role). Similarly, K-anaphors
may be classified with respect to the same features. Thus,
for each type of A-anaphors, there existsa corresponding
A-anaphor . As examples of overt A-anaphors, the negative
ne...personne (nobody) in some French dialects, 1'altro
in the reciprocal constructions of Italian and there in
English will be studied.




FOOTNOTES.

1 -The framework as well as the concepts and notions
assumed will be presented.in detail throughout the
four chapters.

2 -In Brody (1981 ), a different attempt to derive the
ECP from the binding Epeory is outlined.
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CHAPTER 1: BIND NG, ECP AND THE 8-CRITERION

0. Presentation.
In the government-binding framework outlined in Chomsky
(1981 ), nominal expressions are divided into three basic

categories: (I) anaphors (reciprocals, reflexives, NP-
traces, PRO),(II) pronominals (PRO and phonetically realized
pronouns),(III) R-expressions (names and va%iab]es). The
distribution of these nominal expressions is constrained by
the binding principles. Informally speaking, these principles
require anaphors to be locally bound (i.e. to have a local
antecedent in a sense to be made precise), phonetically
realized pronouns to be locally free (i.e. not to have a
local antecedent), and R-expressions to be free (not to have
any antecedent). Thus, consider the following paradigm:

i-a)¥ theyithink [fg that he saw each otheri;]

b) theyi saw each otheri

ii-a)¥ Johni saw himi

b) John, thinks L[ ¢ that he; saw Mary_7

iii-a)# who did he, see x,

b) who did hei see xj (where i # j)

iv-a)¥ who does he; think z:§ Peter saw x;_7
b) who does he; think [ Peter saw x;.7

The (a) examples are excluded by the binding theory:(ia)

is excluded because the reciprocal each other is locally
free, (iia) is excluded because the pronoun is locally

bound by John and (iiia), (iva) are excluded because the
variable is bound by the pronoun he.

As for PRO, it follows from the binding theory that it must
be ungoverned (i.e. that it must not appear as a constituent
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E
of an X category such as VP, PP, NP or as a subject of a

tensed clause) (the notion "government" will be defined
later on): ‘
v-a) Johni-ﬁﬁﬁf§~[‘g[‘g PRO, to leave 7 7
b)¥ John; read ZﬁNP PRO, books /

The subject of an infinitival clause is:-a non-governed posi-
tion;PRO can appear in this position and be controlled by .
John.However, the subject position of a noun phrase is gover-
ned; PRO cannot appear in this position: (vb) does not mean
that "John read his.i books (where his=Jdohn)" (cf.Chomsky 1981
and infra for more details).
Furthermore the distribution of a subset of these nominal
expressions is constrained by the Empty Category Principle
which requires NP-traces and variables to be properly gover-
ned: roughly, an NP-trace or a variable is properly governed
if it is a complement of V or if it has a local antecedent.
Thus, consider:

vi-a)# who; do you think Lg t, that [g x, left7 7/

b) who do you think [Tg t, [js X4 left 77

vii-a)¥ Johni is probable Lz L t, to leave 77
b) John,; was beaten t; '

The (a) sentences are excluded by the Empty Category Princi-
ple: in (via), the presence of that prevents the trace t, in
COMP from counting as the local antecedent of the variable in
subject position, and in (viia), the embedded S prevents
John or the matrix predicate from counting as proper-governors
of the trace ty.

Note that for variables, the local antecedent relevant for the
Empty Category Principle is different from the one relevant
for the binding principles. For the former principle, the
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relevant antecedent is in non-argument position (or A-
‘position such as COMP) and for the latter, the relevant

one is in argument position (or A-position).With respect

to the binding theory which is a theory of A-binding,the
variable must be A-free (i.e.must not have an antecedent

in argument position) and with respect to the Empty Cate-
gory Principle, it must be A-bound (i.ermust have a local
antecedent in non-argument position).

The main purpose of this chapter is to suggest a rearrange-
ment of the different principles at work in the government-
binding framework. This rearrangement has two effects: it
eliminates the Empty Category Principle as an independent
principle in the grammar and generalizes the binding theory
from a theory of A-binding to a theory of A-binding and
X-binding. In its essential, this generalization requires

a variable to be A-free and A-bound in its governing cate-
gory.

The chapter is divided into two parts. In the first part,
some empirical and conceptual problems in the government-
binding framework will be discussed. The empirical problems
have to do with the extraction of wh-elements from inside
an NP which seems to indicate -contrary to what is assumed
in the government-binding framework- that the Specified
Subject Condition applies to variables. The conceptual
problems have to do with some redundancies between the bin-
ding theory and the Empty Category Principle. Rk will be
indicated that the generalization of the binding theory to
a theory of A-binding and A-binding will overcome the
empirical problems.As for the conceptual problems, a radi-
cal way of avoiding them is by eliminating the Empty Catego-
ry Principle (ECP) as an independent principle in the gram-
mar: the generalized binding theory will account for the
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cases of variables covered by ECP, and, as indicated in
the second part, the B-criterion will account for the cases
of NP-traces covered by ECP.

PART I: EL MINATION OF ECP FOR VAR IABLES.

1. The GB-approach.
The binding theory as developed in Chomsky (1980 ) (hence-
forth 0.B.) characterizes two domains as opaque in the sen-
se that an anaphor (traces,reciprocals,reflexives...)cannot
be free in bhese domains and a pronoun is disjoint in refe-
rence from an "antecedent" within them. The two opaque do-
mains are: (1) the subject of a tensed sentence(the Nomina-
tive Island Condition:NIC);(2) the c-command domain of the
subject of an NP or S (the specified subject condition SSC).
Among the conceptual and émpirical considerations that moti-
vated the reformulation of the binding principles in Chomsky
(1981 )(henceforth Pisa Lectures or P.L.),are those concer-
ning the behavior of wh-traces. kh Rizzi (1978 ),it is obser-
ved that in languages such as Italian that tolerate certain
violations of the wh-island constraint(namely,those that follow
from taking only S,not S, to be a bounding node for subjacen-
cy),the SSC does not hold for wh-movement as illustrated in(1l):
1- tuo fratello,a cu1"I mi domando /[ che storia

abbiano raccontato ti:7 era molto preoccupato;

"your brother,to whom I wonder /which stories

they told ti:7 was very troubled”.

In (1), the wh-phrase a cui moves in a single step to its
S-tructure position from the position marked by the trace t
violating the SSC. A similar observation can be made in
French1 with respect to the following sentence where the move-
ment of the abstract wh-element ggi_violates the SSC too:




2- c'est & Paul [ii que [ Marie sait [ quoi
[donner t 77
"it is to Paul that Marie knows what
to give"

This appears very natural in the light of the similarity
between variables and names,as illustrated for example
under the condition of strong cross-over in the sense of
Wasow (1972 ,1979 ).Moreover, as Freidin and Lasnik(1979,1979a)
point out, the similarity between variables and names revea-
led by the strong-cross-over phenomenon extends to the domain
of Tense,i.e.,to NL. h (3),the variable t cannot be coin-
dexed with the pronoun he:

3-a) who did he say [ Mary kissed t7

b) who did he say [t kissed Mary 7

In this respect, the NIL and SSC are alike: neither apply
to variables, which behave in the manner of names in these
constructions.
Nevertheless, wh-movement does appear to observe the NIC.That
is, wh-movement out of a clause is impossible from the nomina-
tive subject position in constructions from which wh-movement
is possible from the domain of a subject. Compare, for example,
(1) and (2) with (4): -

4- 4 les hommes [Taugtji je me demande [-quels histoires

t; ont raconté a ton frére/, étaient trés troublés
“the men who, I wonder [which stories
ti told to your brothef7 were very troubled".

While examples such as (4) appear to indicate that the NIC
holds for the variable left by wh-movement, example (3b) shows
that it does not hold? In brief, while wh-movement is not cons-

trained by the SSC, it is apparently constrained ty the N K.
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As indicated in P.L., it is not at all clear whithin the 0B-
framework why there should be this asymmetry.
These observations are taken in P.L. -from which the above
considerations are drawn- to indicate that the NIC, in the——
0B-framework expresses a spurious generalization, and that
in fact two distinct principles are involved in the category
of phenomena that had been classified under the NI. NIC is
restricted to the category of phenomena in which there is
complete symmetry between the N K and the SSC. Thus,variables
are exempt from both conditions, while NP-trace is subject to
both. A distinct principle -the Empty Category Principle ECP
which requires traces to have a local antecedent or a gover-
nor3 - accounts for the fact that wh-movement appears to be
subject to something 1ike the NI, as in (4) or (4a). We will
return to these matters in detail:

4-a)¥ whoi do you think that t; left

2.Some problems with the GB-approach.
2.1. The SSC.
Examples (1) and (2) of the preceding section indicated that
the SSC does not hold for wh-movement. The facts, however, are
more complex and some restrictions must be made with respect
to the conclusion that variables are not subject to the SSC.
As indicated by Cinque (1979 ) for Italian and by Zubizarre-
ta (1979 ) for French, only subject PPs can be extracted from
NPs:4 (the Genitive constructions were first discussed by Milner
1975 ):
5-a) una persona [Bpi di cui 7 appreziano 4iP la grande
generosita t,7 [ & GeorgiqY7
b) une personne [hontij nous apprécions [ﬁp la grande
générosité tij [est Georges/
"a person of whom we appreciate the great genero-
sity is Georges "
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6-a)¥ un pianeta [;Pi su cui7 molti di noi
vedrano [ﬁp 1'atteragio ti:7
b)¥ une planéte [FPi sur laquelle 7 plusieurs
d'entre nous verront [ 1'atterissage ti:j
"a planet on which many of us will see the

landing"

Sentences (5)-(6) represent cases of wh-movements. Ih (5),

the subject PP-di cui in (5a) and dont in (5b)-is extracted
by wh-movement and the sentence is grammatical. I (6),the
non-subject PP -su cui in (6a) and sur laquelle in (6b) is
extracted by wh-movement too; the result, however, is ungram-
matical. As indicated in Cinqua op.cit.,it is tempting to
account for the contrast between (5) and (6) in terms of SSC.
Assuming that a covert subject is present when there is not an
overt”ones, the subjecf -whether covert or overt- or more precise-
ly the SSC will prevent the extraction of the PP in (6) but
this constraint will be inoperative in (5).
We are, thus, lead to a near contradiction. While examples
(1)-(2) indicate the SSC does not hold for variables,examples
(5)-(6) appear to indicate that it does hold. The situation
is, thus, similar to the one discussed in the previous section
where N L appears to hold for variables in some cases but not
in others. It is true that the SSC seems to hold for variables
left by extraction from an NP level but not from a senten-
tial level; the situation, however, is more complicated sin-
ce the (L.F.) extraction of wh-elements from inside an NP
is not constrained by the SSC in English7:

7- who criticized [ﬁp his writing of which book7

Assuming that move ® in L.F. raises the wh-quantifier and
adjoins it to the COMP (cf.Chomsky 1978 , Kayne 1980 and
Aoun,Hornstein and Sportiche 1981 ),the movement will
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violate the SSC (irrelevant details omitted):
7-a) [Tg whoj of which booki [‘tj criticized .
LMswﬁtMgtrij

2.2. Some €onceptual problems.

Other questions can be raised with respect to the govern-
ment-binding framework. They are more conceptual in nature.
There are some redundancies in this system. For example,
both. the binding principles and the ECP require an ante-
cedent for the trace left by NP-movement: principle A of the
binding theory requires the NP-trace (an anaphor) to have a
c-commanding antecedent in its governing category and thne
ECP also requires a c-commanding antecedent (or a lexical
governor)g.

This redundancy does not hold throughout between the two
theories.For traces left by wh-movement, i.e. for variables,
the binding theory and the ECP are complementary. The former
requires variables to be free and the latter requires them to
have a c-commanding antecedent in an A-position (= non-argu-
ment positfon), cf.P.L. (or a lexical governor). The binding
theory being essentially a theory of A-binding (and not of
R-binding) the redundancy is avoided. One may ask, in this
respect,why this is the case. What prevents the generaliza-
tion of the binding theory from a theory of A-binding to a
theory of A-binding and A-binding?

In the presentation of the government-binding theory given
at the GLOW Conference in Pisa (1979) by N.Chomsky, PRO was
distinguished from NP-trace and wh-trace in that contrary to
the latter, it is not empty; it has a collection of features
( « person, /3 number, ¥ gender). I chapter 6 of P.L.,howe-
ver, this distinction does not hold -anymore. These elements
are viewed as three different occurences of one type,call it




F. I this approach, the existence of a principle -the ECP-
which singles out two occurences of F, NP-trace and wh-.
trace,is not as natural as it is in the presentation given
at the GLOW Conférence. Moreover, the situation is compli-
cated by the existence of an other principle (8) which sin-
gles out in a different way two other occurences
trace and PRO-

8- If « is an F and not a variable, then it is

an anaphor. (cf.Pisa Lectures, chapter 6).

While this state of fact may be inevitable, any attempt to
eliminate the ECP or to generalize (8) so as to eliminate
the restriction concerning variables (cf.8') is a welcome
step:

8'4 If & is an F, then it is an anaphor.

A third problem concerning ECP is more technical in nature.
In the government-hinding framework, the distribution of
variables left by wih-movement is constrained by the ECP
which requires empty elements to be properly governed by a
lexical element. For the core cases, the lexical elements
are nouns N°, verbs V° and NPs. Consider, now, the extrac-
tion of wh-elements from inside an NP. As illustrated in
the preceding section, this extraction is limited: only the

subject in an NP may be. extracted in Italian and French.This

26

may be partially accounted for if it is assumed that nouns N°

are not proper governors,cf.P.L.:

pe’A
S N-

(where the variable Xj is not in subject position).
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Since nouns are not proper governors, the variable left

by wh-movement in (9) will be in non-properly governed
position; the derivation will be ruled out hy the ECP.

The extraction of subjects will involve a spacific mecha-
nism whose effect is to provide a "proper governor" for

the variable. This mechanism is treated at length in the
following sections. h short, not all lexical categories

but only V° (or more precisely (+V°) elements) and NPs

will count as proper governors; ECP will have to be rede-
fined accordingly. Note, however, that proper governors

do not form a natural class anymore. I the literature,
various proposals may be thought of as an attempt to over-
come the problem (cf. kayne 1981 , Jaeggli 1980 ): in essen-
ce, they extend ECP so as to require an antecedent NP and a
governor (V...) for the empty elements. These attempts, ho-
wever, are subject to the same remark mentioned at the begin-
ning of this section: they don't avoid the redundancy between
ECP and the binding principles.

Summarizing, three (conceptual) problems that arise in the
government-binding framework were mentioned. (1) redundancies,
specifically between the binding theory and the Empty Catego-
ry Principle.(2) the naturalness of principles and defini-
tions such as the ECP and definition (8) which single out
different occurrences of the same type.(3)the naturalness

of the class (+V°) and NP singled out by ECP. Although the
government-binding approach constitutes a definite improve-
ment over the previous one outlined in Chomsky (1980 ),these
problems and the one mentioned in the preceding section with
respect to the SSC suggest that some modifications are in
order.



3. Reformulation of the Binding Theory.

We would, now, like to develop an approach intended to
overcome the empirical and conceptual problems mentioned

in the preceding two sections. Contrary to what the pre-
vious discussions seemed to imply, this approach will not
be radically different from the GB-approach. Rather, it
will be indicated that a generalization of the binding
theory from a theory of A-binding to a theory of X-bin-
ding (where X = A or K) will permit a solution of many

of the mentioned problems. Essentially, it will be sugges-
ted that variables function as anaphors and names and are
thus subject to principles A (revised) and C of the binding
theory. Since the change involves crucial use of such funda-
mental notions as "accessibility""governing category" etc.
We will begin by reviewing these notions and their domain
of application as they were originally developed in P.L.

3.1. On government.

h the government-binding framework, the notion government
plays a central role; the Case theory, the binding theory
and the Empty Category Principle are formulated in terms
of government. Roughly speaking, case-assignment is a spe-
cial case of governance: it occurs when the governing ele-
ment happens to be a cése-assigner. The binding principles
apply in the domain of the minimal S or NP containing a
governor and o governee. The Empty Category Principle re-
quires empty elements to be properly governed: the proper
governors will be a subset of the governors. These princi-
ples will be considered more carefully in the following
sections, cf.P.L. '

The notion of government is essentially a relational notion
which holds in a specific structural configuration between

28



a governor and a governed element. For the core cases,a
lexical head governs its complements; the governor is an
X° element, the governed element is an X and the structu-
ral configuration is that of c-~command as defined in (10),
cf.P.L.:
10- & c-commands 2 iff
(1) ® does not contain /3
(ii) Suppose that Yl...., ‘6n is a sequence such

that
a)“n = X
b)\{i = &J

c)¥; immediately dominates ‘G,i +1
Then if { domir-+es o ,then either (1)ddomina-

tes /2, or (II) 4= ¥, and ¥, dominates /7.

11- %..x...x...\“...),'nhere
(1) &« =Xx°
(ii) where ¥ is a maximal projection, if}adomina-
tesy then) dominates X
(ii1) of c-commands ¥ .

12- o governs Yin (11).

3.2.The Binding Principles and the notion SUBJECT.
As noted earlier, in the GB-framework, nominal expressions
are subdivided into three basic categories: (I) anaphors
(lexical anaphors, such as reciprocals and reflexives,NP-
trace, RO),(II) pronominals (PRO and phonetically realized
pronouns), (III) R-expressions (names and variables).
The binding theory has one principle for each of these
categories:
13- Binding Theory:

A) An anaphor is bound in its Governing Category

B) A pronominal is free in its Governing Category

C) An R-expression is free.




As previously noted, the binding is A-binding (antece-
dent-binding):
14-a) o is A-bound by/Fiffo and Sare coindexed,
»3 c-commands & and Bis in an A-position.
b) o 1s A-free iff o( it is not A-bound.

The theory of binding -like case theory- is developed
within the theory of government. It makes use of the
fundamental notion "governing category" characterized
as follows:
16- & is the governing category for/@iffois the
minimal category containing/and a governor of/3
where X = NP or S.

Let us, now, briefly consider the application of the bin-
ding theory to arguments within NP as in (17) (the con-
tent of this section is from P.L.).

17- s aay

? s

N PP

N

bh positiono{, an anaphor is governed by P so that npt 15
its G.C., in which 1t must be bound. This gives the right -

results where/? is a subject, as in (18), but the wrong
results where /3 is not a subject as in (19): (the gover-
ning category is starred):

18- :NP" their stories about each other 7
19-a) we heard [Tsom; stories about each other 7
NP '

b) we heard [:thgfstories about each other

N

[ that are being circulated 7 7



The same is true in more complex cases,e.g., (20):
20- we thought [ that [TNPy pictures of each
other 7 would be on sale_7

Principle A of the binding theory incorrectly rejects
(19) and (20). As for pronounslo, the predictions of GB-

theory are that a pronoun must be free in its G.C. NPf
giving (21) for the case of him proximate to John:

21-a) John1 saw [NP"{ my picture of him.i =
b)Y I saw [EPJ John'is picture of him1 -
c) John, saw LTNP* a picture of him, 7
d) John1 thought I saw zipf a picture of him7

(21 ¢) is incorrectly marked grammatical.
In brief, while the binding theory gives correct results
on a sentential level (cf.P.L.)11 ,it faces some problems
on an NP level.
To overcome these empirical problems®“,a redifinition of
the notion governing category is undertaken in P.L.
Consider the basic structure of S ,(cf.Emonds 1976 ):
22- NP NFL VP .where INFL= [ L% Tense7,
CAGR 7.7
Here AGR = PRO and is obligatory with (+ Tense) and
excluded with (-Tense) in English. The notion "SUBJECT"
including the subject of an infinitive or an NP and also
AGR in (22) but not the NP in (22) is introduced. This
notion accords with the idea that the SUBJECT is “"the
most prominent nominal element" in some sense, taking INFL
to be the head of S. Thus, SUBJECT is taken to be the
underlined element in (23), cf.P.L.:
23-a) John [Tyyp Past AGR 7 win

b) he wants [very much7 [ for John to winZ

¢) he believes [John to be intelligent 7

d) [John's reading the book 7 surprised me.

12
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In cases (b-d), the subject of the embedded phrase is
the SUBJECT. In case (a), the subject is John and the
SUBJECT is AGR.
The binding theory formulated in (13) is maintained with-
out alteration and the following two principles,where II
replaces the definition (16) for Governing Category,are
introduced:
24-(1) AGR is coindexed with the NP it governs
(11) /3 is a governing category for ,iff B is

the minimal category containing a governor

of & ,and a SUBJECT accessible to « .
It follows that o is a governing category only if it has a
SUBJECT!‘3 Thus, S is always a governing category,and NP
is also a governing category when it has SUBJECT.Principle
(24 1) expresses the phenomenon of agreement.While AGR
creates a governing category in which an anaphor must be
bound and a pronominal must be free,AGR is not itself a
binder,(cf.P.L.)y thus, accounting for the ungrammaticality
of (25) where the anaphor each other is free in its G.C.:

25-a)x each other win
[ﬁp each other 7 lrtN?L AGR 7 ZVP winZ

‘As for (24 1I),"accessibility" is defined in terms of the
well formedness condition (26):

26- 2 LYy ... d4 .0 T

27- o is accessible to/3 iff /3 1is in the c-command
domain of & and coindexing of (o(,/a) would
not violate (26).

(26) is 1independently motivated and holds for a variety
of constructions as illustrated in (28):
28-a)x [NPi the friends of LiPi each other 7 7

b)x there is a picture of itself7 7
Pi Pi

on the mantelpiece.

32
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c)x [iPi the owner of [ lypy hisT boat7 7
d)x Lypy the friends of [ Lypy their7 parents7 7

For the case of an argument within S (cf.Fn.11), the no-
minative subject of a clause has an accessible SUBJECT.
The AGR element of INFL. Hence the clause is a G.C. and
anaphors must be bound in this category and pronominals
must be free in this category.
In the case of arguments within NP, the situation is diffe-
rent: NP is a G.C. only when it contains a SUBJECT,solving
the problems mentioned in (18-20). To illustrate,consider
some of these examples:

20~ [ga we thought [§ that [ip pictures of each

other 7 would be on sale 77

21-c) [gx John, saw Lyp @ picture of him, 77

In (20), NP contains a governor of each other but no SUB-
JECT accessible to each other}451milar1y, the embedded S
contains a governor of each other but not a SUBJECT acces-
sible to each other. The matrix S, however,contains a
governor of each other and a SUBJECT accessible to each
other (the matrix AGR);it, therefore, counts as the gover-
ning category for the reciprocal each other in which it is
A-bound by we and the sentence is correctly marked gramma-
tical. 1In (21 c), the governing category for the pronoun is
S; it contains a governor of him and a SUBJECT accessible
to this pronoun (AGR). The binding principles (13-B) will
correctly exclude (21 a) where the pronoun him is bound

in its governing category.

Finally, an extension of the notion "Governing Category"

is needed for governed anaphors lacking governing catego-
ries because there is no SUBJECT accessible to them:




29- % [for each other to winJ would be unfortunate.

It will be considered that root sentences (main clauses)
count as governing categories for such governed elements.
This suggestion incorporated in P.L. is due to Norbert
Hornstein. h (29) (noted by L.Rizzi,cf.P.L.),each other
has a governing category but no accessible SUBJECT; the
main clause counts as its governing category. The anaphor
is A-free in this category and the sentence is, thus,
ruled out:
24-(111)A root sentence is a governing category for
a governed element which lacks an accessible
SUBJECT.

3.3. Rearrangement of the GB-framework.

In this section, a generalization of the binding princi-
ples will be outlined. It will be suggested that variables
are subject to principles A (revised) and C of the binding
theory. While, preserving the fundamental insights embodied
in P.L., these modifications may help to solve some of the
conceptual and empirical problems mentioned in 2.

3.3.1.X-Binding.
Consider the following sentence:
30- who ct was killed t' 7

The trace t is a variable with Case, we will say that it
is operator-bound by who. The trace t' is an anaphor
lacking Case; we will say that it is antecedent-bound by
the variable t. Antecedent-binding relates anaphors to
their antecedents. Variable-binding relates variables to
the operators that bind them, cf.P.L.

As pointed out in P.L., the appropriate distinction does
not seem to be that of antecedent versus operator-binding
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but rather antecedent-binding versus peripheral-binding,
where the former holds when the c-commanding élement is in
an A-position and the latter when it is not. Thus, movement
of an empty category ® to COMP leaves a variable, but the
empty NP is not an oper'atow:15

31-  John bought a book /cwy /[ PRO to read X; 77

Therefore two notions "A-binding" and"A-binding" are
distinguished in P.L. The former holds when the binder is
in an A-position and the latter when it is in an A-posi-
tion.
A trace in S is an anaphor if it is A-bound and a varia-
ble if it is A-bound.As mentioned earlier, the theory of
binding is a theory of A-binding. Note that a variable
-like NP-trace- must be bound by a c-commanding antece-
dent. For variables, however, the antecedent is in a A-
position and not an A-position. (14) can be generalized
as follows, cf.P.L.:
32-a) o{is X-bound by B iff X and Bare coindexed, 3
c-commands o , and /32is in a X-position.
b) o is X-free iff it is not X-bound.
c) A is locally bound by 3 iffe(is X-bound by 2 ,
and if\§ Y-binds & then either ¥y Y-binds /3 or
¥ = 2.
d) xis locally X-bound by /3 iff o is locally
bo; d and X-bound by 2 .
(Where [Eva = Aor A )
The .possibidity that an element.: may be locally:A-hound:
and A-bound by two different elements fs excluded,(cf.P.L.)
A variable will be defined as follows:
33-a) o = ENP e 7
b) «is in an A-position _
c) There is a /3 that locally A-bindsy .
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(33 a) is too narrow; for instance, it prevents phone-
tically realized pronouns from being treated as variables
(cf. oopman and Sportiche 1981 ). In the following chapter,
the nottom of "emnty element" will be generalized to in-
clude phonetically realized pronouns. In that case,(33 a)
may be generalized as follows:

33-a') & = an émpty element

3.3.2. Reformulation of the binding principles.
With these definitions in mind, we can, now, turn to the
reformulation of the binding principles.
We will consider that all empty elements in the sense of
P.L. chapter 6 -i.e.PRO,NP-trace and wh-trace~ are anaphors;
(8) is generaiized to (8'):
8- If °§ is an empty element F and not a variable,
then it is an anaphor
8'~ If o is an empty element F, then it is an ana-
phor.

As for the binding principles, they may be reformulated
as followslsz
13'~- Binding principles: .
A- An anaphor must be X-bound in its G.C.
B- A pronominal must be free in its G.C.
C- A name must be A-free .
(where X = A for reflexives, reciprocals, NP-traces
K for variables)

As an anaphor PRO will be subject to principle A. As a
pronominal it will be subject to principle B; being
subject to A, B, it must be ungoverned in order to satis-
fy both requirements, cf.P.L..Similarly, thinking of vari-
ables as place-holders for names,cf.P.L., they will be
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subject to principle C which does not refer to the notion
governing category; being anaphors, they will be subject
to principle A too.l7

The definitions of governing category (24 1I), (24 I),
that of accessibility,cf(27) (but cf.infra) will be main-
tained. Let us, now, illustrate how the system works.
3.3.3. Variables on a sentential level.

As mentioned in section 1,variables violate the SSC in
languages where S but not S is taken as a bounding mode
(Italian, French) as illustrated in (2), repeated in (34)
(irrelevant details omitted):18

3= clest 3 Paul Loy 9ue L5, marie AGR sait

55 quoij [s0 PRO donner XJ X,i 7377

Consider first 41: E has a governor the verb donner but

no accessible SUBJECT.:an element in an A-position such

as PRO in S0 cannot function as an accessible SUBJECT for

a variable; this possibility is excluded by principle C

of the binding theory: the variable would be A-bound by

this element.l9 Thus, the notion accessibility defined in

(27) is to be reformulated:

27'- o is accessible to/3 iff /3 is in the c-command

domain of { and coindexing of (o ,,/3) would not
violate the well formedness condition (2 6) or .

principle C of the binding theory.

(27') can be generalized to (27"):
27"- o is accessible to 3 iff /3 is in the c-command
domain of  and coindexing of (« ,,s) would not
violate any grammatical principle.

For our purpose, it is enough to keep in mind that the well-



formedness condition and principle C of the binding the-
dry cannot be violated. One may think prima facie that

the generalization of (27) to (27') or (27") renders the
system circular: the notion accessible SUBJECT serves to
define a governing category relevant for the formulation

of the binding principles and this notion refers itself

to the binding principles; it uses something which it is
supposed to define. This is not so, however. The notion
accessible SUBJECT makes crucial use of principle C of

the binding theory; but this principle -contrary to prin-
ciples A-B- does not refer to the notion governing catego-
ry neither in the formulation given in P.L., cf.(13) nor

in that given in (12'). The circularity is, thus,avoided.
Returning to (34), the variables 41- and xi have a gover-
nor, the verb donner but no accessible SUBJECT. By princi-
ple C of the binding theory, PRO cannot function as an
accessible SUBJECT. J it is assumed that it is not in an
A-position, cf.(25), AGR in §l_by itself can function as

an accessible SUBJECT. for these variables. However, AGR is
coindexed with the subject Marie of §l .Assuming transiti-
vity of indexing the variables will end up by being A-bound
by Marie in violation of the binding theory. Therefore AGR
1n_§l_ cannot function as an accessible SUBJECT. In general,
by principleC, AGR can never function as an accessible
SUBJECT for a variable in non-subject position" The gover-
ned variables ;i and xjﬁave no accessible SUBJECT; hence,
no governing category. Recall however the discussion of (29)
which necessitated the extension of the notion "governing
category". There, it was assumed that main clauses count

as governing categories for governed elements which happen
to have no accessible SUBJECT. This applies to the gover-
ned variables ;J.and‘xi: their governing category is the
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main clause. By principle A, they must be A-bound in
this category, which they are: X. is A-bound by ggg_
and X, byt‘ . The derivation, f%us, is well formed.
h the preceding paragraph, it was indicated that gover-
ned variables in non-subject positions have no accessi-
ble SUBJECT; therefore, the main clause functions as
their governing category accounting for the possibili-
ty of long cases of wh-movement as in (34). The situa-
tion is, however, different for variables in subject
position: nothing prevents the AGR they are coindexed
with from functioning as an accessible SUBJECT:
xK AGrRK v.

h 1ight of this remark, consider the following pair:

35-a) who do you think [fl t; that

[s; x; MAGR 1left 77 (cf.4 a)

b) who do you think £§1 t; [;i X; AGR left7 ]
In (35), §ﬁ_ is the governing category for the variable
,11: it is the minimal category containing a governor
(INFL/AGR) and an accessible SUBJECT (AGR). By principle

A of the binding theory, this variable must be A-bound
in3; . X is A-bind in (35 a) but not in (35 b) where
the intermediate trace ;i fails to c-command it. There-
fore, (35 a) but not (35 b) is correctly marked ungramma-
tical. Some remarks are in order . (on the c-command requi-

rement, cf. Kayne 1979 and Rizzi 1979cf.also Pesetsky 1978).

As a consequence of generalizing the binding theory to a
theory of X-binding , an extension of the notion "gover-
ning category" is necessary. Since the variable must be

K-bound in its governing category (cf.principle A of 13')

39



and since the A-binder is generally an element in COMP,
it follows that -at least for variables-5 and not S is to
be taken as a governing category,cf.(16). This is clear-
ly illustrated in the discussion of examples (35 a-b)
where the embedded §1 is considered as the governing
category for variables .If the embedded S, were conside-
red as the governing category, the variables will be A-
free in this S and (35 a-b) will both be incorrectly
marked ungrammatical. It is legitimate to ask what the
consequences of this change are: Is it always possible
to consider 5- and not S- as the governing category?
Under the definition of governing category given in (16)
where the notion accessible SUBJECT is not referred to:
16- oL is the governing category for L2 iff o is the
minimal category containing 3 anrd a governor
of /3 , where o = NP or S.

S and not S must be chosen as the governing category
for non-variable anaphors and pronomin&]s. To see why,
consider:21

3 6- L:Sl £§1 they1 prefer £§6 for [rso

{ each other1 i to win 77777
themj

The governor of the embedded SUBJECT is the preposition
fors if S and not S is taken as a governing category,
the minimal S satisfying definition (16) is 51_: in ;L’
the anaphor each other i3 A-bound by they and the pro-
noun them is disjoint from they. If, however, S is repla-
ced by S in (16), the minimal 5 satisfying this defini-
tion is 30. This will incorrectly disallow the anaphor
each other from occuring in the SUBJECT position of 3o
(since it will be A-free in So) and will incorrectly




allow the pronoun them to be coreferential with they
(since they is outside the governing category Eg).

However, under the definition of -governing category in-
cluding the notion accessible SUBJECT:
24-(I1)31is a governing category for o iff /3 is the
minimal category . . containing & , a
governor of& and a SUBJECT accessible to & . -~

The choice of 5§, instead of S, as the governing category
for non-variable anaphors and pronouns becomes irrele-

vant in P.L. In (36), the governor is for, the first acces-
sible SUBJECT is AGR of the matrix clause. Therefore, the
governing category is the matrix §1 in which the anaphor
each other must be A-bound to they and the pronoun them
disjoint from they.

In brief, under the extended definition of (24 II), the
choice of S or S as the governing category is irrele-
vant for non-variable anaphors and for pronominals. For
variables, however, § and not S must be chosen as the go-
verning category as illustrated in (35 a-b). We conclude,
therefore, that S may always be considered as the gover-
ning category. The fact that S, and not S, is to be consi-
dered as the governing category does not need to be stipu-
lated in our system either if the definition of governing
category is formulated as follows: A

241 (11)/3is a governing category for & iff /3is the

minimal maximal projection containing o¢ , a governor

of ofand a SUBJECT accessible to &.

Recapitulating, it has been indicated in this section that
the reformulation of the binding principles (13') triggers
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a number of changes: the generalization of the notion
*accessibility" (cf.27' and 27") and the choice of S

and not S as the governing category. The reader, no
doubt, has noticed that some cases accounted for in
terms of the empfy category principle in P.L. (the con-
trast between (35 a-b),for instance) may be handled by
the binding theory as reformulated in (13'). Rk is,then,
legitimate to ask whether this redundancy can be elimi-
nated: given the discussion of the GB-framework in sec-
tions 1 and 2, is it possible to dispense with the ECP -
at least for variables- ? Before doing so, however, we
will illustrate the application of the system on an NP-
level and indicate that it solves some problems mentio-
ned in sections 1 and 2.

3.3.4. Variables on an NP-level.
Recall that in section 2.1., it was indicated that the
SSC seems to hold for variables left by extraction from
NP in Italian and French. As pointed out then, this is
in opposition with the behavior of variables on a sen-
tential level for which the SSC does not hold. Consider
the following paradigm:
37-a) tu as vu ZTNP le portrait d'Aristote de
Rembrandt 7
"You saw the portrait of Aristotle of (= by)
Rembrandt" '
b) 1'artiste dont1 tu as vu Zﬁp le portrait
d'Aristote Xi:7
"the artist of whom you saw the portrait
of Aristotle"
c)%1'homme doﬁti tu as vu lﬁP le portrait X5
de Rembrandt 7




“the man of whom you saw the portrait of
(= by) Rembrandt".

The contrast between (37 b) and (37 c) illustrates the
fact that a subject (37 b) but not anobject (37 ¢) can
be extracted by wh-movement? To account for this con-
trast, we need to assume that the NP is the governing
catagory for the extracted elements in (37 b-c) and to
assume that in (37 b) but not in (37 c) the variable
is A-bound 1in this governing category. This is the gene-
ral idea; it may be achieved as follows. Let us assume
that in (37 a-b) the subject is coindexed with the deter-
miner le (this is proposed in Zubizarreta 1979 ) which
is cliticized to the head-noun. Like all clitics, le is
not in an A-position: adopting essentially an idea of
R.Huybregts suggested in an unpublished work, it will be
assumed that clitics are in K-position (cf.also P.L.):
37-a) tu as vu QP 1e1 portrait d'Aristote de
Rembrandt1 =
b) 1'artiste dont1 tu as vu A.NP le1 portrait
d'Aristote Xi;j
c)x1'homme donti tu as vu Z:NP lej portrait X4
de Rembrandt 7

In essence, what we are suggesting is to consider that

the relation holding between the subject and the deter-
miner is similar to the relation between the subject

NP and the AGR on a sentential level: AGR and determiner
are both SUBJECTS coindexed with the subjects?S

Let us determine, now, the governing category of li in

<37 b-c): the governor is portrait, the accessible

SUBJECT 1s le,; therefore, the governing category is NP.
li is R-bound by le in (37 b) but is K-free in (37 ¢) (37



thus, violates the binding principle A since the varia-
ble is not A-bound in its governing category.
The same analysis accounts for the contrast between (38
a-b) (the judgments are J-R.Vergnaud's):
38-a) tu as vu LTNP le portrait d'Aristote de quel
artiste_7
b)xtu as vu ZTNP le portrait de quel homme de
Rembrandt 7 '

Assuming as in (7) that move & in L.F. raises the wh-
quantifier which didn't undergo movement in syntax and
adjoins it outside the NP (cf.Chomsky 1973 , Kayne 1980 ,
Aoun, Hornstein and Sportiche 1981 ), the respective
L.F. representations of (38 a-b) wiil be similar to that
of (37 b-c):
38-a) [de quel ar~1:'iste_'7,i tu as vu [:NP 1e,i
portrait d'Aristote Xi:7
b) [ de quel homme [; tu as vu [:NP 1ej portrait
Xi de Rembrandtj.j

Again in (38 a), but not in (28 b), the variable is A-

bind by the determiner le satisfying principle A of the
binding theory. Examples such as (38 a-b) are of interest
in that they show that the binding principles apply in L:F.-
but not necessarily in L.F. only- since the variable in
these examples is generated by an L.F. ru]e.z4

In summary, it appears that the extraction of wh-elements
from inside an NP can be accounted for by the binding
theory if it is assumed that the determiner in French
functions as accessible SUBJECT for the arguments con-
tained in the NP. As such, the governing category of the-
se arguments 1{is the NP in which they are contained. Fur-
thermore, being a clitic coindexed with the subject, the



determiner counts as an A-binder of this subject but
not of the non-subjects. Thus, only the variable left
by the extraction of the subject will be A-bound in
its governing category.
The extraction of non-subjects will be prohibited by
the binding theory since the variable left by this
extraction will be free in its governing category.
3.3.4.1. Extraction in Hebrew.
A striking confirmation of the analysis put forward
is illustrated by the behavior of variables in the cons-
truct state in Modern Hebrew. The construct state in
Modern Hebrew indicates genitival relations between the
head N and the complement NP which can be lexical (39 a)
or a clitic (39 b):2> ’
39-a) ktivat Dan
writing Dan"
"Dan's writing"
b) ktivato
writing- his
"his writing"

The clitic attached to the head noun can appear with a
coreferential NPZG; this is another instance of the so-
called clitic doubling phenomena:
40-a) ktivato, Sel-Dan,
writing-his of Dan
“Dan's writing"
b) ktivat-o, Sel-hasefer,
writing-it of the book
“the writing of the book"

The NP co-occuring with the clitic can also be disjoint



from this clitic:27
41-a) Dan biker ?et ktivat-o, et ha-seferj
Dan criticized acc.writing-his acc.the book
“Dan criticized his writing of the book"

Consider, now, the following pair where the NP co-occu-
ring with the clitic is a wh-element:
42-a) mi biker ?et ktivat-o, Sel Teize sefer,
who criticized acc.writing-it of which book
"who criticized the writing of which book"
b)xmi biker 7et kt:'ivat-o‘j ?et ?eize sefer
who criticized acc.writing-his acc.which book
"who criticized his writing of which book".

The contrast between (42 a-b) is exactly paraliel to the
one holding between (38 a-b) and the same analysis can
be applied to (42 a-b). Assuming that move & in L.F.
raises the wh-quantifier, the L.F. representations of
(42 a-b) will be:
42-a) [ for which X1I s xi a book 7 ...
ZEP N + cl1 Xi;7
b)x For which L )(,i a book 7 ...
[ﬁPN + clj Xij

The variable X,l in (42) has a governor nN28 and an acces-
sible SUBJECT the clitic; the governing category is NP.
The variable Xy is A-bound by this clitic in (42 a) but
not in (42 b) which is, thus, ruled out by the binding
principle A since a variable (Xy) is R-free in its gover-
ning category.

From the French and the Hebrew examples discussed, it
appears that the extraction of a wh-element from inside
an NP can be accounted for by the binding theory if it
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is assumed that the determiner in French or the pro-
nominal clitic in Hebrew function as accessible SUB-
JECTS and A-binders. This cannot always be the case.
_Tonsider the following English examples:
43- who criticized zap his writing of which
book 7 '

After Move oK , the L.F. representation of (43) will
be (irrelevant details omitted):
43- who, of which book1 cee ZEP his writing X§7

If his counts as an accessible SUBJECT in (43), NP will
be the governing category and the sentence will inco-
rrectly be ruled out as ungrammatical: the variable is
R-free in its governing category. The fact that his
may not count as an accessible SUBJECT for the variable
in (43) is presumably to be related to the fact that
the pronoun in English contrary to the possessive in
French or in Hebrew is not cliticized (at least syntac-
tically)(but cf.infra). X is, thus, in an A-position
and by the binding nrinciple C cannot function as an
accessible SUBJECT since the variable will be A-bound.
This proposal predicts that when a variable is repla-
ced by a reciprocal, his may function as an accessible
SUBJECT .since principle C of the binding theory is irre-
levant for reciprocals. The -prediction is fulfilled:
44- x they like 4;P his pictures of each other 7

In (44), NP is the governing category for each other;

it contains the governor pictures and an accessible
SUBJECT his. The derivation is ruled out since the reci-
procal is A-free in its governing category. (44) where
the governing category is NP contrasts with (43) where
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S is the governing category: the difference is that
in (43), contrary to (44), his cannot function as an
accessible SUBJECT for the variable li' In (43),&1_

has a governor but not an accessible SUBJECT; by the
extension of the notion of the governing category
suggested earlier (cf.29), the main clause will count
as the governing qﬁtegory for the variable xi which
is A-bound in this category?9 Consider finally the
following sentence:

44-a) they,l like 4;b The pictures of each otherij

h (44a), if the determiner the counts as an accessible
SUBJECT, the NP will be the governing category for the
reciprocal and the sentence will incorrectly be ruled
out ungrammatical since each other will be A-free in
its governing category. Thus, it appears that the deter-
miner in English does not function as an accessible
SUBJECT.
Note that the sentence corresponding to (44 a) is un-
grammatical in French (the judgments are those of J-R.
Vergnaud and P.Jacob):

44-b) ils aiment liP les photos 1'un de 1'autre 7

This exactly is the contrast expected if the determiner

in French -but not in English- counts as an accessible
SUBJECT: in’(44 a), the NP will be the governing catego-
ry and the sentence will correctly be ruled out as ungram-
matical by the binding theory since the anaphor 1'un de
1'autre will be A-free in its governing category (cf.foot-
note 24).

As pointed out in P.L., it cannot be argued that in
English, only agentive SUBJECTS may count as accessible
SUBJECTS excluding,thus, determiners like the in (44)



from this class:
45- =zhe thinks £§ L; it bothered himself that S 77

h (45), AGR which is coindexed with it and is presu-
mably non agentive functions as an accessible SUBJECT:
(§) is the minimal category containing the governor
bother and AGR. The ungrammaticality of (45) is thus
ruled out by the binding principle A since the refle-
xive is A-free in its governing category.
It is quite possible, as suggested in P.L., that the
notion "accessibility" admits some degree of parametric
variation between languages or even between speakers of
the same langauge:

.45-a) they found [EP some books [j% for each

other to read 77

Most speakers tend to regard this sentence as gramma-
tical while others reject it as ungrammatical (cf.P.L.).
A way of accounting for this dialectal difference may

be to consider that for speakers who permit binding of
each other by they, some (or some books) does not

count as an accessible SUBJECT allowing, thus, for the
main clause to be the governing category. For speakers
who consider (46) ungrammatical, some (or some books)
counts as an accessible SUBJECT; NP will be the governing
category and the reciprocal will be A-free in this go-
verning category violating, thus, the binding principles.

The difference between English and French may be looked
at in a slightly different way. It has been noticed by
R.S. Kayne that in English, but not in French, an NP may
appear in prenominal position inside the noun phrase
(cf.John's book v.s. aJean livre). One way to characte-
rize the difference between English and French is to
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say that the Specifier in English, but not in French,
may contain an A-position (cf.Chomsky 1970 ,Jackendoff
1977 ). Let us, furthermore, assume that in French, the
Specifier of the NP counts as the most prominent ele-
ment (= SUBJECT) for the elements occuring in this NP
and that in English, the A-position of the Specifier
counts as the most prominent(SUBJECT). This proposal has
‘a number of consequences. It automatically accounts for
the contrast between (44) and (44 a); in (44), but not
in (44 a), the noun phrase contains a SUBJECT ( his)
accessible for the reciprocal. Thus, only the NP of
(44) counts as the governing category for the recipro-
cal. Since this reciprocal is free in this governing
category, (44) will be ruled out by the binding theory.

It also accounts for the contrast between (44 a) and
(44 b). Only the Specifier of (44 b) counts as accessi-
ble SUBJECT for the reciprocal (1'un de 1'autre) which
will thus be free in its governing category. It finally
may be relevant for the following considerations.
Recall that variables which occur as a complement of a
verb V have no accessible SUBJECT. Therefore, the root

clause counts as the governing category. for these varia-
bles; thus, accounting for the long cases of wh-movement
as in (34). The fact that these variables do not have an

accessible SUBJECT follows from principle C (or from
whatever principle (s) replacing it, cf.Chomsky,forth-
coming). AGR is coindexed with the NP in subject posi-

tion, if this AGR were to count as an accessible SUBJECT

for these variables, they would end by being A-bound
by the NP in subject position:

46-a) NP, AGR,
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But notice that so far, we have assumed that in French,
the determiner in noun phrases is coindexed with the
subject and that this determiner counts as accessible
SUBJECT for the non-subject variables:
46-b) Lyp ey N X subject 7
object

In brief, as we indicated earlier, the relation hol-
ding between the subject and the determiner in noun
phrases seems to be similar to the relation holding
between the subject and the AGR element of the clause:
AGR and determiners are SUBJECTS coindexed with the sub-
ject. This, however, is not quite aqccurate. If the rela-
tion holding between AGR and the subject of a clause and
the one holding between the determiner and the subject
of a noun phrase were identical, we would expect the
variable in object position in (44 b) not to have an
accessible SUBJECT for the same reasons preventing the
variable in the object position of a V from having an
accessible SUBJECT (cf.46 a).

If, however, we assume that it is the Specifier of the
noun phrase in French which is the most prominent ele-
ment (= SUBJECT) no problem arises: in (46 b), the NP
will count as the governing category for the variable

in object position since it is the minimal category.
containing the governor (N) and the accessible SUBJECT
for this variable. In this governing category, the
variable is not A-bound since it is not coindexed with
an element in an A-positior (such as the determiner).
Reviewing the basic points, we are now assuming a genera-
1ized binding theory applying in L.F. and incorporating
the binding principles (13') and principle (24 I). The
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notion "governing category" is defined as in (24’ II)

in terms of accessibility (cf.27,27',27"). This theory
yields the positive results of the earlier version of
binding theory restricted to a theory of A-binding and
accomodates a complex range of cases such as the beha-
vior of variables in noun phrases (cf.the French,Ita-
1ian and Hebrew examples discussed above) which cannot -~
be naturally accounted for in terms of the earlier
version. It has been also pointed out that the new theo-
ry seems to handle same cases accounted for in terms of
the ECP in P.L. R remains to see whether the redundancy
between the binding theory and the ECP can be eliminated
from the system. We will start by discussing construc-
tions where the variable violates the ECP and will then
discuss constructions where the NP-trace violates the
ECP. (cf.Part II).

4., Variables and E.C.P.

4.1. Explanatory power of E.C.P.

From the binding theory as formulated in P.L., it follows
that a variable, while A-bound by definition, is A-free
and thus exempt from any effect of the NIC or the SSC;
these being theorems of the binding theory (cf.P.L.).
Variables are therefore similar to names with regard to
the binding theory.

In sections 1 and 2, we mentioned some examples where
variables violate the SSC (cf.examples1,2) and the NIC
(cf.3). In the previous sections, it was pointed out

that the situation is more complex and that there are
cases where variables appear to obey the SSC (cf.5,6).
This neccessitated the reformulation of the binding prin-
ciple and the extension of principle A to all empty




categories in the sense of P.L.(chapter 6) including
variables.

It was also pointed out that the conclusion that varia-
bles do not obey the NIC raises problems because in
other respeéts they do seem to obey this condition. The
structure (47) is excluded if.... is non-null,where t is
nominative and is the variable bound by ®& :
47- = TN e L; t INFL VP 77
This seems, prima facie, to be a violation of the NIC.
Examples include indirect questions, that-trace effects
and the superiority condition as in (47 a-c) respecti-
vely:
47-a)mho:i do you wonder L§ how [g t, solved
the problem 77 )
b)a&who,i do you think [‘-S- t:_i that ES t1. saw
Bill 7 7
c)xit is unclear [-_§ what L—S who saw t 7 7

h (a) the trace t is A-bound by who, and in (b) it is
bound by who or perhaps by a trace in the embedded COMP
(t that). Similarly in (c), if we assume that a movement
‘rule in the L.F. component adjoins who to its COMP giving
the L.F.-representation (48).(48) contrasts with the
grammatical example (49) which has the L.F.-representa-
tion (49 a) (cf.supra). We will return tc these sentences:
48- it is unclear [z ECOMP'"hOi Lcomp What; 77
Loty saw t:.j 77
49- it 1s unclear Eg who1 [‘1:,i saw what 77

49-a) it is unclear E-S- ECOMP what:‘j ECOMP whoi 27
:S ty saw t:\,j 77

The examples in (47 a-c), then, are cases of (47), and
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appear to show that variables are indeed subject to NIC.
In P.L., the phenomenon illustrated in (47), while simi-
lar to the N L effects, is treated as a separate pheno-
menon, referred to as the "RES (NIC)". Some other princi-
ple is involved in RES (NIC), a phenomenon that holds at
the level of L.F.-representation rather than S-structure,
if (47 c) does belong to this complex. The relevant prin-
ciple is the ECP; it requires traces to be properly
governed in L.F.Jo define the notion of proper govern-
ment, the notion of government is extended. h the previ--:
ous sections (cf.footnote 3 ), governors were restricted
to elements of the form X° of the X-bar system: i.e.
(i N X V)°. For proper-government,it is assumed that
a coindexed NP in COMP may be a governor for ECP:
50- L...¥:--®--. ¥..J where:
(a) = X° or is coindexed with ¥
(b) whereC‘ls a maximal projection, iffdomi-
nates Y then 7 dominates X .
(c) X c-commands /2 .
In this case, & governs Y .

Proper-government is defined as in (51 a) and ECP formula-
ted as in (51 b):
. 51-a) u(prgperlx_governs‘z? iff X governs /Band Xis
lexical
b) [:*‘ e/ must be properly governed.

The similarity between the superiority condition and the
other RES(NIC) phenomenon (cf.47) provides some reason
to suspect that the ECP holds of all variables at the
L.F.-1Tevel. Some direct evidence that ECP holds for vari-
ables formed by L.F. rules, hence at the level of L.F.,
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are provided by Kayne(1979 ) (cf.also Aoun, Hornstein
and Sportiche 1981 ). Consider sentences (52):
52-a) I don't remember which man said that John
saw which woman
b)x I don't remember which man said that which
woman saw John.

Assuming as in our earlier discussion the existence of
the L.F. rule which moves the wh-phrase which woman to
a COMP containing a wh-phrase, the L.F. representations
of (52 a-b) will be (irrelevant details omitted):3° .

52-a) E'S'l ECOMP which woman, CCOMP which
mangJJ L, X; said Ly, that
[s John saw Xi 7277
b) Cg L_COMP which woman :COMP which

1

mang 77 L, X; said [y, that

ESo Xi saw John 7777

The contrast between (52 a) and (52 b) may be accounted
for by the ECP since the variable xi in (52 b)- but not

in (52 a)- is not properly governed.

We, thus, see that despite the conceptual remarks mentio-
ned in section 2, ECP achieves a considerable level of
empirical and explanatory adequency: it accounts in a uni-
fied way of such different phenomena as multiple interro-
gation (cf.52), the that-t effect (cf.47 b) and the supe-
riority condition (cf.47 c). Recall ,however, that, at
least for the examples discussed (cf.35), the ECP seems

to be redundant with the binding principles as reformula-
ted in (13').Before attempting to eliminate this redundancy
we would like to consider in detail some of the construc-
tions which obey the ECP.
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4,2. Superiority.

Despite what has been said in the preceding section,it
is not obvious how superiority is to be accounted for

by the ECP in P.L. since at the relevant level (i.e.
L.F.), the variable in subject position is not c-comman-

ded by whe in (48) or (49 a) repeated here for conve-
nience:
48- it is unclear [:% L:COMP whoi Z:COMP
whatj T Lgt; saw tj A |
49-a) it is unclear C-S- ECOMP whatj Ewhoijj
L t; saw t; g7

(48) and (49 a) will incorrectly be ruled out by the ECP
since the variable Ei is not c-commanded by the operator
!ﬂ2.31

A solution for what appears to be merely a technical
problem is to assume that the movement rule in L.F.which
raises the wh-quantifier adjoins this quantifier to S
marked (+ wh)32 and that proper-government requires a
kind of adjacency.33 h that case, Ei will be properly
governed in (49 b) but not in (484):

~48-a) it is unclear Ly who, [x Leomp
whatJ. 7 ‘CS t, saw tJ. 7 7

49-b) it is unclear [% what, s [oomp
whoij Cti saw tj 7 7

In Aoun, Hornstein and Sportiche (1981 ), sentences like
(47 b) (repeated for convenience), are ruled out without
reference to the notion c-command:

47-b)x who do you think £:§ t; that

Bill 7 7

CS ti saw
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This, however, is irrelevant for the purpose of our
discussion. Their analysis could have been chosen as
well. These authors assume the existence of the follo-
wing general rule which applies at S-structure (hence-
forth, this rule will be referred to as the COMP inde-
xing rule):

COMP indexing rule

Zcoup Xy oo T Lcomp, Xy oo T
iff COMP dominatves only i-indexed elements.

This rule will correctly rule out (47 b) since the pre-
sence of that 1in COMP will prevént the application of
the COMP indexing rule; the trace in subject position
will not be properly governed (cf.Aoun,Hornstein and
Sportiche,op.cit. for further detaiis). Note that in or-
der for this analysis to distinguish between (47 b) and
(49 a), it is necessary to stipulate that the COMP inde-
xing rule applies no later than S-structure.
Suppose it were to apply at L.F.; in (49 a), the presen-
ce of !gggj in COMP will prevent the application of the
COMP indexing rule and the sentence would incorrectly be
exciuded for the same reasons excluding (47 b). XK,howe-
ver, it is assumed that the L.F.-mocvement rule which
raises the wh-quantifier adjoins this quantifier to §
marked /3 wh7- i.e. if a representation such as (49 b)
is assumed instead of (49 a)- we would not need to stipu-
late that the applicaticn of the COMP indexing rule is
restricted to S-structure.
This approach has a number of consequences. I a paper
presented at NELS XII, H. kopman indicates that in French,
movement to COMP in L.F. (i.e.wh-Raising) does not create
proper-~government. Her proposal is based on the behavior



of quoi in French. As noted in Obenauer (1976 ), quoi
cannot appear in the complementizer of a tensed clause
(cf."x quoi as~-tu vu? "what did you see?").H. koopman
indicates that this restriction is to be accounted for
by a filtering mechanism applying in the L.F. component.
The reason is that wh-Raising which applies in L.F. does
not obey this restriction:
53-a) tu as vu quoi —» by wh-Raising
"you saw what"
b) [‘-‘S- EéOMP quoiij Ltu as vu Xij_'j

what you saw
"what did you see?"

A derivation such as (53 a-b) is possible in French be-
cause the syntactic wh-movement is optimal. I} a wh-ele-
ment has not been moved in syntax, it willl be raised in
L.F. (cf.Aoun, Hornstein and Sportiche,op.cit.). Consider
now, the following derivation discussed by Koopman:

83-c) L CLcomp 7 [ g quoi est arrivé J 7

—» by wh-Raising
d)2 L CLcoup Quoiy 7 L ey est arrive 77

Contrary to (53 b), (53 d) is ungrammatical. As argued

by Koopman, this contrast may be accounted for it is assu-
med that the COMP indexing rule applies no later than S-
structure. kI that case, the variable in (53 b) will be
properly governed by the verb. The variable in (53 d)

will be left non-properly governed; thus violating the
ECP. kopman concludes that since the COMP indexing rule
applies no later than S-structure , movement to COMP in
L.F. does not create proper-government.

Assuming that the COMP indexing rule applies in L.F.,the
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insights of Koopman's analysis may be captured if wh-
Raising adjoins the wh-quantifier to S-marked [twh7
rather than to COMP (as in 49 b). In that case, the L.F.
representation of (53 c) after the application of wh-
Raising will be (53 e) and not (53 d):
53-e)x L[z aquoiy L= Leoup 7
C ey est arrive 7 7 7

(53 e) will be ruled out for the same reason ruling

out (48 a): the wh-element will not be (structurally)
adjacent to the empty element.in subject position and
thus, will fail to prorerly govern this empty element
(The adjacency requirement will be dispensed with in

the next section).

To sum up the content of this section, it was suggested
that wh-Raising adjoins the wh-quantifier to 5 marked
[+whJ and that proper government requires (structural)
adjacency. In particular, this allowed us to account

for the superiority condition by the ECP. We will re-
turn to the superiority condition in a somewhat different
framework using some of the suggestions mentioned in this
section. Before turning to other considerations it is to
be kept in mind that if the COMP indexing rule provides
the correct analysis, we will not need to refer to the
notion of c-command to account for the %/ that-t7 effect
(cf.47 b). For ease of exposition, however, we will
continue to refer to the notion of c-command to account
for the 2/ that-t7 effect in subsequent sections.

4.3. Elimination of E.C.P. for variables.
In the previous sections, the application of ECP was
illustrated. This principle rules out cases where the




variable is in non-properly governed positions. It was
also briefly indicated that at least for variables,this
principle was redundant with the binding principles as
generalized in (13'): some ungrammatical constructions
(cf.35 a) are excluded at the same time by ECP and the
binding theory. We will, now, consider the possibility

of eliminating this redundancy; it will be suggested

that ECP can be dispensed with as an independent princi-
ple in the grammar . We will discuss first construc-
tions where variables are in non-properly governed posi-
tions; it will be indicated that the binding principles
suffice to exclude these constructions. As for NP-traces,
some independent condition applying on the chain of coin-
dexed elementswill account for the cases covered by ECP.

This condition will be discussed in the second part of
this chapter.

For variables, the core cases covered by ECP are those
illustrated in (47) repeated here for convenience:
47-a)x who1 do yox wonder [?g how [g t, solved
the problem 7 J
b)x whoi do you think fg 1:i that [S ti saw
Bill 7 7
c)x it is unclear L what ['¢ who saw t, 7 7

These ungrammatical examples are ruled out by the bin-
ding principles. Let us consider the first two senten-
ces. In (47 a) and (47 b) the embedded S counts as the
governing category for the variable in argument-positions;
it contains a governor INFL (AGR) and an accessible
SUBJECT (AGR):

47L+a)x who1 do you wonder [-S-x how L‘ti

L NFL AGR 7 solved the problem 7 7
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b)x who,I do you think [..s-x ti that ES ti saw
Bill 7 7

In neither construction, is the variable A-bound in its
governing category: in (47' a) there is no potential A-
binder if it is assumed that there is no intermediate
trace in COMP. If, however, it is assumed that there is
an intermediate trace in COMP, (47' a) reduces to (47' b).
In (47' b), the potential A-binder ;1 in COMP fails to
c-command the variable in argument-position. (47' a-b)
are, thus, excluded by the binding principle A which
requires variables to be A-bound in their governing ca-
tegory.
As for the superiority cases (47 c), recall that it was
assumed that the movement-rule which raises the wh-element
in argument position adjoins this quantifier to T marked
[Awh] rather than to COMP (cf.48 a):

48-a) it is unclear 1'§ who, [5, whatj

[ti saw tj ] 717

Recall,also, that in order to distinguish between (48 a)
and (49 b), it was suggested that proper-government re-
quires a kind of adjacency:

49-b) it is unclear [ wha'cj Lz, who

[1:1 saw tj]]J

The adjacency requirement can be dispensed with.

In (48 a) and (49 b), the minimal S containing a gover-
nor INFL (AGR) and an accessible SUBJECT (AGR) for t, is
So. Only the variable t; of (49 b) is K-bound in this
category; (48 a) will, thus, be excluded by the binding
principles;
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Summarizing, in this section we illustrated the fact that
for. variables, the core cases excluded by the ECP may

be accounted for by the binding principles. We will,

now, turn to more complex cases involving extraction

of subjects from post-verbal position in Italian.

4.3.1. Extraction of subjects from a post-verbal subject
position.
Contrary to English, Italian allows phonetically null
subjects in tensed clauses (cf.Rizzi 1980 ):
54-a) verrad
b)x will come
55-a) verrd Gianni
b)x 'will come Gianni-
56-a) chi1 credi che t, verrda ?
b)x 1whoi do you think that t; will come ?

Assuming the existence of a non-properly governed empty ele-
ment in subject position, the ungrammaticality of exam-
ples (b) is accounted for by ECPThe grammaticality of exam-
ples (a) illustrates the fact that ECP does not seem to
hold in languages allowing rull subjects (PRO-drop langua-
ges).
The conclusion that ECP appears to be void for Italian
faces a number of problems. It is pointed out in Rizzi
(1980 ) that the X[ that-t ] effect-accounted for by ECP-
holds in Italian inspite of prima facie evidence to the
contrary. Consider the following examples in Italian:
57-a) non voglio che tu parli con nessuno
I neg want that you speak with nobody
b)x non voglio che nessuno venga
I neg want that nobody comes



c) voglio che nessuno venga
I want that nobody comes.

The corresponding L.F.-representations are (58):
58-a) [ for no X 7, I want that you speak with X.
b) [ for no X 7, I want that X comes
¢) I want that [ for no X 7, X comes.

The L.F.-representations are derived on the following
assumptions‘?6
59-a) The particle ne is a scope operator, deter-
mining the scope of nessuno.
b) nessuno undergoes the quantifier-movement
rule in the L.F.-component.

The ungrammatical example (57 b) illustrates a ﬁ;that-t]
effect exactly as in (47 b)and, thus, falls under ECP. I
appears, then, that the ECP holds for variables formed by
rules of the L.F.-component in Italian but not for variab-
les left by wh-movement. A solution to this problem is in-
dicated by Rizzi (1980 ), who points out that in Italian,
there is a fourth option'in (57), namely (60):
60- non voglio che venga nessuno
L for no X 7, I want that X comes.

Thus, while (57 b)is barred, its sense can be expressed
by (60), in which the subject follows the verb. Example
(60) does not violate the ECP anymore than (57 a) does. In
other words, PRO-drop languages actually observes the ECP

exactly as the non-PRO-drop languages do. The apparent exam-

ples to the contrary illustrated in (56) are spurious; what
in fact is happening is that movement in these cases is not
from the subject position but from the post-verbal position
in which the subject in PRO-drop languages may appear by
virtue of a process of free inversion. Specifically,
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wh-movement of the subject in PRO-drop languages,

which appears to violate the ﬁ[ghat-t Jfilter (cf.56 a)
is actually from the post-verbal position which is pro-
perly governed by V rather than from the subject posi-
tion, and, contrary to appearances, wh-movement does
observe the *[that-g]fiIter in Italian. The underlying
structure for (61), then, is (62) rather than (63),
(irrelevant details omitted):

61- chi credi che verrad

"who do you think that will come"
62 - credi [ che [(Xverrd chi J 7]
63- credi [Tg che [‘S chi verra 77

It now follows that there is no contradiction between
the apparent violation of the *[ that-t 7filter in the
PRO-drop languages and the assumption that ECP (from
which the filter derives) holds of variables quite gene-
rally, as a property of L.F.-representations.
Recall that our purpose is to show that for variables,
all cases accounted for by ECP can be treated by the
binding theory as generalized in (13'). This is why the
Italian cases were bought into consideration. Befor>
illustrating how:the bid :ng theory accounts for cases
of post-verbal subject extraction, we need to study the
“jnverted structure" more carefully. The analysis of
these structures that will be adopted is the one out-
lined in P.L. As indicated there, the basic problem is to
determine the nature of ® in the structures of (64)
where ®{ is missing in surface structure:

64-a) & VP (cf.54 a) verrd ("he will come")

® V NP (cf.55 a) verrd Gianni
(" Gianni will come")

64
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It is not possible to consider that & is an empty ele-
ment [NP e 7 or trace. The reason is that this assump-
tion does not distinguish the grammatical cases (64 a-b)
from the ungrammatical case (58 b) which is excluded by
the ECP. The only other possibility is to consider that
6{ is the non-phonetically realized pronominal or PRO.
The Pﬁa-drOp languages will differ from the non-PRO-drop
languages in that PRO may appear instead of a pronoun
in subject position. From the binding theory it follows
that PRO must be ungoverned. We are led to the conclu-
sion that in the PRO-drop languages the subject position
may be ungoverned -thus allowing PRO-, while in the non-
PRO-drop languages, this position is invariably governed.
In the previous sections, the assumption was that the
subject position in the PRO-drop languages is governed
by the AGR element in INFL. R follows that in the PRO-
drop languages the subject may fail to be governed by
AGR (cf.P.L.)."
As indicated in P.L., there are various ways to execute
this idea. One way is to focus on the fact that while
INFL is a constituent of S outside VP in S-structure,its
elements -specifically AGR- appear within VP in verbal
morphology in surface structure. Therefore there is a
rule R of Affix-movement which assigns the elements of
INFL to the initial verbal element of VP. If R applies
in the PF-component, then AGR governs the subject position
at S-structure and at L.F. I R applies in the syntax,
then the resulting S-structure is (65):

65- NP [ VP V - INFL ... 7

In (65), AGR (in INFL) does not govern the subject posi-
tion at S-structure or L.F.; therefore PRO may appear
in this position.
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It is possible, now, to take the PRO-drop parameter to
be (66): ,
66- R may apply in the syntax.

The PRO-drop languages accept this option; R-applies
in the syntax yielding (65), or in the PF-component,as
in the non-PRO-drop languages.
The non-PRO-drop languages reject option (66), so that
R applies only in the PF-component and the subject is
always governed by AGR at S-structure and at L.F.(cf.P.L.
for more details).
With this in mind, we can now return to the contrast
between a representation such as (58 b) (cf.67 a) and
(60) (cf.67 b):

67-a)x Qi ... ['g che [‘S )(_i v 7 7

D) O .['S che [S°(,-'[VP [VP V... 7

X; 7717

In the government-binding framework, this contrast is
accounted for by the ECP. h (67 a) the variable is not
properly governed 38 and the sentence is ruled out. In
(67 b), however, ECP is not violated since the variable
which is Chomsky adjoined to VP is properly governed by
V,(cf.P.L.,Rizzi 1980 ).

As for the affix-movement rule R, its application is
irrelevant in (67 a) since AGR is not a proper-governor39.
In (67 b), however, this is not the case. If it doesn't
apply in syntax, o which we assumed to be a PRO will be
governed by AGR and the sentence excluded by the binding
principles. I it does apply in syntax, & will not be
governed and the sentence will be grammatical. In other
words, there is a grammatical derivation where the affix-



movement rule applies in syntax and adjoins INFL(AGR)

to V.

Summarizing, the extraction of post-verbal subjects in |
Italian is elegantly accounted for if the existence of

a principle such as the ECP is assumed. Let us try now
to see how it is possible to account for the contrast
between (67 a) and (67 b) without ECP by appealing to
the binding principles as generalized in (13'). '
Let us consider first (67 b). As indicated in the prece-
ding paragraphs, the affix-movement rule has to apply

in syntax; otherwise o in preverbal subject position
will be governed:

68- [y W [g...[5, che [‘Soo([vp[wv;
Lol MR 7...7 %3777711

As a result of the application of this rule, AGR which
ijs in INFL is attached to the head V of VP, or to pre-
sent the matter differently, the effect of the affix-
movement rule is to cliticize AGR to V. Recall that
clitics are in A-position and R-bind a variable(cf.
examples 40-42 and footnote 15). With this in mind,con-
sider the derived structure (68). The variable X, in
post-verbal subject position is in the c-command domain
of AGR which thus countsas a governor and an accessible
SUBJECT. The minimal category containing AGR is the em-
bedded So. I this category, the variable 51 is §6bound
by AGR satisfying, thus, the binding principles.

In other words, (68) is treated on a par with the Hebrew
example (42) where the clitic A-binds the variable left
by the extraction of the wh-element:

42-a) Qi ... Lyp N + ¢y X, 7
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In brief, the affix-movement rule cliticizes the AGR ele-
ment onto the verb V. Being like all clitics in non-argu-
ment position, this element will A-bound the variable
left in post-verbal suﬁjétf‘position by the extraction
rules. When attached to V, AGR counts as a governor,an
accessible SUBJECT and an K-binder*l. This takes care

of (67 b). '

As for ungrammaticality of (67 a):

67-a)x Qi...[ ¢ che [g X V7 J

Two derivations are to be considered. I the first one,
the affix-movement rule R applies (cf. 63) and in the se-
cond it does not (cf.70), (irrelevant details omitted):

8- % Qi...[ <, che L, X; [VP [\.IP V-AGR 7 7 7 7

70~ in...[-S-o che [So X'i AGR VP 7 7

In (70) where R didn't apply, the minimal category con-
taining a governor(AGR)and an accessible SUBJECT (AGR)
is So. h So, the variable X, is K-free and the deriva-
tion will be ruled out by the binding principles. This
illustrates the standard case of *[Ehat-tg]effect.

" (69) where R did apply in syntax, the empty element

li is not governed. Assuming that nominative case is
assigned or checked under government after the applica-
tion of the affix rule R 42, the derivation will be exclu-
ded by the @-criterion under the assumption that only
empty elements with the relevant feature bears 8-role. To
be more precise, it is assumed in P.L. that empty elements
of the form [ /3 7 are "invisible" to rules of the L.F.
component unless /2 contains scme feature: PRO and case-
marked traces are visible but [.NP e 7 is invisible when



it contains no case. If so, then no 8-role will be as-

signed to the invisible trace in (69)43 and the Bcrite-

rion which requires every 8-role to be assigned to an

R-expression44 will be violated. I brief,(69) will

be excluded for the same reason ruling out (71) (we

will return to the visibility convention in more detail):
71- who did you try [ t to win .7

In (71) the trace t is not case-marked and cannot bear
the 8-role assigned by the VP to win; the sentence will

be ruled out by the 8-criterion, cf.P.L. for more detai]%?

Note that any treatment of (67 a) given in the GB-frame-
work may be applied here. The analysis of (67 a) does not
involve any proposal specific to the approach that we

are trying to outline.

Recapitulating, the general goal is to indicate that all
cases of variables covered by ECP may also be covered

by the generalized binding principles, thus, rendering
ECP unecessary. The core cases such as the ﬁf;hat-t;]
effect, the superiority condition etc...(cf.47) were
considered first and it was indicated that the binding
principles may be used instead of ECP to account for
these cases. The more complex case of Italian was, then,
considered: in embedded structures, the post-verbal but
not the pre-verbal subject position may be questioned‘.‘6
The non-extractability of an element in pre-verbal sub-
ject position is not surprising, it illustrates the
well-known phenomena of 7rthat-t:7effect?7 The post-
verbal subject element, on the other hand, may be extrac-
ted since the affix-movement rule cliticizes the AGR
element to V; being in an K-position AGR will be able to

K-bind the variable left by the extraction rule.
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3.3.2. Ne-cliticization and the two rotions of c-command.
The account given in the previous section of the extrac-
tion from post-verbal subject position made use of the
notion of c-command defined in (10): the AGR element
cliticized onto V c-commands the post-verbal subject
position and serves as an accessible SUBJECT and as an
K-binder for this position:

12- [VP [VP V +AGR 7 NP 7

Let us consider,now, sentences containing post-verbal
subject position in more detail (cf. 64 b). We have such
examples as (73):
73-a) telefonato molti studenti
"many students telephone"
b) arrivano molti student!
“many students arrive"

There is evidence that the structures differ in the two
cases. In case (a), we have the adjoined structure (74 a);
in case (b), the VP internal structure (74 b):

74-a) LCyp Lyp telefonato 7 Lyp molti studenti 7 7

b) [-VP arrivano [‘NP molti studenti 7 7

One type of evidence supporting this conclusion is the
fact that ne-cliticization is possible in (b) but not
in (a) giving (75)4§
75-a)%x ne telefonato molti
of-them many telephone
b) ne arrivano molti
of-them many arrive

Assuming that the relation between ne and its trace
requires c-command 49 , these facts are explained by
assuming structures (74). Burzio (1981 ) presents
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evidence supporting this conclusion, and also the fur-
ther con.clusion that in case (a) a rule of inversion
from subject position has applied -an 2djunction rule,
adjoining the cubject molti studenti (or molti ne)

to the VP- whereas in case (bj the subject molti stu-
denti (or molti nej is base-generated in the object
position of the VP (cf.also Belletti and Rizzi 1980 ).

Assuming that th-., analysis is -~cerrect, two notions

of c-command are referred to in these constructions;
the weak one dafined in (10) allowing the V or the AGR
element cliticized unto the verb to c-command the post-
verbal subject position in (74 a) and the strong one
similar to the one defined in (10') which prevents ne-
cliticization from the post-verbal subject position in
(74 a) (cf.75 a) (For the motivation of (10')cf. Aoun
and Spartiche 1981 ):

10'- & c-commands /3 iff ¥ @, ¢ a maximal
projection, § dominatec 04 iff it dominates
pBandd 3.

One may hope to dispense with this distinction. To
achieve this, scme general remarks are in order.

In Aoun (1979 )., and Aoun, Sportiche, Vergnaud and
Zubizarreta (1980 ), the parallelism between case-
assignment and "mood assignment” is noticed. kh Stan-
dard Arabic, for instance, there are two types of com-
plementizers appearing with completive clauses. The
occurence of each one of these complumentizers depends
on the choice of the matrix-verb: believe-type verbs
(2a¥taqidu, ?afunnu ...) require ?anna and want-type
verbs (?awaddu, ?uri:du ...) 2?an.




?anna is a case-assigning element and ?an a mood-assig-
ning element: 7anna and ?an assign accusative and sub-
junctive (muda:ril mansu:b) respectively:
76-a) ?anna
s+acc
b) ?an
+subj

The accusative and subjunctive features generated with

the complementizers will respectively be paired with a
lexical NP and a verb. As usual this pairing requires
adjacency, cf. P.L., Vergnaud (forthcoming), Aoun (1979 ),
Stowell (1981 ); it follows that ?anna must be followed

by a lexical NP and that ?an must be followed by a verb:

77-a) ?anna NP —> ?anna NP
+acc +acc
n) ngbj V e ?an +¥ubj

It is tempting to collapse the two features into one:

(t mood) for instance. (+mood) will be interpreted as

subjunctive and (-mood) as accusative. Or to put things

in a slightly different way, it is possible to suppose

that there is one complementizer for completive sentences:
78- coMP

t mood

and that the matrix verb selects the feature (+mood) or
(-mood). When (+mood) is selected, the complementizer is
realized as ?an and when (-mood) is selected, the comple-
mentizer 1s realized as ?annas} Note that the same for-
mal mechanism, namely government is used in Standard
Arabic for case and mood-assignment: the complementizer
governs the element to which it assigns a featuresg



Let us try to generalize these remarks and consider
that verbs receive mood via government. Let us also
try to keep the parallelism between Case and mocd-
assignment as close as possible.
The case-feature is assigned by a governor X° to a
governed nominal element X:

79-a) ///*\\\\_

X X
(+case)

This case-fegture percolates down (or is copied) onto
the head of X:

79-b) /\

X- X
(+case)

X
(+case)

Assuming the same mechanism for mood-assignment: INFL
may be viewed as the governor assigning mood to VP 53;
this mood will percolate down (or will be copied) onto
the head V:

80-a)
NFL VP
(+mood)
b)
INFL VP
v ¢ ¢ 0

(+mood)



The similarity between (80) and the affix-movement
rule is obvious: in both cases, themood-feature or
NFL end up by being attached to V. Let us tentative-
1y assume that they are the same and that (80) illus-
trates the application of the affix-movement rule. In
other words, affix-movement is done in two steps, the
first consists in attaching INFL ta VP which then
percolates down (or is copied onto) vhe head V:

. S
N FL VP
b) 54

NP VP
NFL
NP . VP
/n‘u:L\
v NP

NFL

Returning to the facts which motivated this excursus,
recall that structure (72) illustrated the need for
two notions of c-command: '

72-  [x, Lxo LCyp CypV +AGR 7 NP7 73

The weak one defined in (10) allows the AGR element

on the verb to c-command the post-verbal subject and
the strong one defined in (68) prevents ne-cliticiza-
tion from the post-verbal subject position (cf.75 a).
The way affix-movement applies may help to dispense
with this distinction. NFL (AGR) is first attached

to VP and then percolates down (or is copied) onto the
head V.

14
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Let us assume the existence of the more restricted no-
tion of c-command only, cf.(10'). INFL or more preci-
sely AGR is able to c-command the post-verbal subject
since it is first attached to VP. However, the head V
of VP will not c-command this NP. As a consequence,
AGR may serve as an accessible SUBJECT for the NP,as
‘a governor assigning Case to this NP and as an R-
binder for the empty element left by the extraction

of this NP, cf.(68) but ne-cliticization which adjoins
the clitic ne to V will create a structure where the
trace is not c-commanded by ne. The result will thus
be filtered out under the assumption that the relation
between ne and its trace requires c~command55(cf.supra).

Summarizing, we started by pointing out the need for
two notions of c-command (cf.10 and @) and we tried to
dispense with this distinction by exp]o%ging the simi-
larity between case and mood-assignment .

4.3.3. Preposition stranding and Empty QPs.
We still are reviewing the cases covered by ECP and are
trying to show that they can be accounted for by the
generalized binding principles. Another problem aggounted
for by ECP is the problem of preposition-standing ;

82-  who did John speak tc X,

83- 2 qui1 Jean a parlé avec X,i

As indicated in P.L., if it is assumed that preposi-
tions are not proper-governors, preposition-standing
would be excluded in general by ECP since the empty
category 1left behind will not be properly governed.
It would be permitted only in case a marked rule allows
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propar-governmant by V: a rule which in effect
permits the preposition to "transmit" proper-govern-
ment from the verbal-head (cf.references of footnote
57). In this respect, English but not French displays
this marked option. Consequently, preposition-stan-
ding is allowed in the former but not in the latter.

—~

In a framework where ECP is dispensed with, this pro-
posal cannot be maintained. There is, however, some
evidence which may suggest that preposition-standing
is not to be accounted for by ECP.
Consider the following contrast 1in French:
84-a)x Jean veut que qui vienne
"who does John want to come"
b) Jean veut que Marie voit qui
“who does John want Mary to see"

Extending the analysis suggested in Kayne (1979 ) to
French, it is indicated in Aoun, Horsntein and Spor-
tiche (1981 ) that the contrast between (84 a) and
(84 b) may be accounted for by ECP if it is assumed
-following Chomsky 1973-. that Move ©< _in L.F.
raises the wh-quantifier to the matrix COMP58 s
(irrelevant details omitted):

84-a)%x quii Jean veut que Xi vienne

b) quii Jean veut que Marie voit X,i

In (84 b) -but not in (84 a)- the variable is proper-
ly governed by V:(84 a) will be ruled out by ECP.
Consider now, the following sentence:
85- Jean veut que [-NP e portrait de qui 7
soit vendu
"whose portrait does John want to be sold".
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The grammaticality of (85) indicates that there is
no pied-piping in L.F. To see way, consider the re-
presentation where the wigole NP has been pied-piped
in L.F. and the one where it has not:

85-a) [ le portrait de qui J; Jean veut que X,

soit vendu
b) <a de> qui, Jean veut que [y le

portrait d> X; 7 soit vendu
either a or b.

In (85 a), where the whole NP has been pied-piped,
the variable is left in non-properly governed posi-
tion 1ike the one in (84 a); the derivation should
be ruled out by ECP., The grammaticality of (85) leads
us to choose the L.F.-representation (85 b) where
the variable is presumably properly-governed
To be more precise, the discussion of (85) is also
compatible with the assumption that pied-piping is
optional in L.F. The following factd, however, -indi-
cate that this is not the case and that the stronger
conclusion according to which there is no pied-piping
in L.F. should be adopted. Consider the following
sentence (cf.P.L.,Aoun,Sportiche,Vergnaud and Zubizar-
reta 1980 ):

86-a) quels livres que Jean a lu a-t-il aimé

which books that Jean read did he like

In (86'a) where the phrase containing the wh-element
has been moved in syntax, coreference between Jean
and il is possible. Consider, now, the following
sentence where the phrase containing the wh-element
has not been moved in syntax (syntactic wh-movement



being optional in French, cf.Aoun, Hornstein and
Sportiche 1981 ):
86-b) i1 a aimé quels livres que Jean a lu

In (86 b), intended coreference between il and Jean
is impossible. Suppose that pied-piping were optio-
nal in L.F., two L.F-representations would be avai-
lable for (86 b), the one where the whole phrase
containing the wh-element has been fronted by Move
X in L.F.(derivation 1) and the one where only the
wh-element has been fronted (derivation 2). The out-
put of derivation 1 will essentially be similar to
(86 a). In other words, if an optional pied-piping
in L.F. were assumed, there would incorrectly be a
derivation allowing il and Jean in (£6L) to be co-
referential. [, however, it is assumed that there
is no pied-piping in L.F., the contrast between (86
a) and (86 b) will be correctly accounted for: in
(86 b) -but not in (86 a)- coindexing of i1 and Jean
will violate principle C of the binding theory since
a name Jean will be A-bound by il (or more precisely
by the empty element left by the clitic in subject
pasition).
Having established that there is no pied-piping in
L.F., let us turn, now, to the following sentence:

(the conctusion concerning the non-existence of pied-

pining in LF will be reconsidered in chapter 2) .
87- Jean a parlé avec qui

“who did John speak to"

Assuming the non-existence of pied-piping in L.F.,the
L.F.-representation of (87) will be:
87-a) qui1 Jean a parlé avec X,
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In (87 a), the variable X generated by an L.F.-move-
ment rule is left in non-properly governed position.The
derivation must be ruled out by ECP which applies in L.F..
However, (87) is grammatical.
h other words, (87) where the wh-element has been left
in its base-generated position has exactly the same
L.F.-representation as (83) where the syntactic wh-move-
ment rule has applied.(87) but not (83) is grammatical;
ECP which applies in L.F. will not distinguish between
the two sentences: it will mark both sentences as un-
grammatical if it is assumed that prepositions are not
proper-governors or will mark both of them as grammati-
cal 1if it is assumed that prepositions are proper-
governors. Whatever option is chosen, it is clear that
ECP cannot account for the phenomenon or preposition-
standing (cf. 82-83)61
Another phenomenon accounted for by ECP concerns NPs
of the form de N... in French. In certain negative en-
virenments, French permits objectsof the form de N...
(the following discussion is based on Kayne 1981 ):
88-a) Jean n'a pas trouvé de livres
"~ Jean (neg) has not found (of) books
b)x Jean a trouvé de livres

In Kayne (1975 ), it is suggested that these N-Ps may be
analyzed as l:NP zero element-de- articlessNP 7 , the
jdea being that (88) is entirely comparable to (89),
except that where (89) contains beaucoup,(88 a) con-
tains a zero element of the same category.
89- Jean n'a pas trouvé .beaucoup de livres
Jean (neg) has not found many (of) books

As indicated in Kayne (1981 ), there is a clear advan-



tage to consider the zero element of (88 a) as an
instance of an empty category -an empty QP- subject
to ECP. }his move straight forwardly accounts for the
asymmetry between (88) and.(90 a-b):
90-a)% de livres n'ont pas &té trouvés (par Jean)
(of)books (neg) have not been found (by Jean)
b)x de gdteaux ne me deplaira?ént-pas
(of) cakes (neg) me would displease not

The fact that lﬁP [hP e/ de ...J7 1is not permitted
in surface subject position follows from the ECP,sin-
ce in such positions QP is not properly governed.Simi-
larly, the ECP accounts for the asymmetry between
(91 a) and (91 b):
- 91-a) Jean ne voudrait pas que tu boives de biére
Jean (neg) would not like that you drink

(of) beer

b)x Jean ne voudrait pas que de biégre lui coule
dessus
Jean {(neg) would not like that (of) beer
spill on bhim

and for the ungrammaticality of (92 a-b):
92-a)x Jean n'a pas parlé & de linguistes
Jean (neg) has not spoken to (of) linguists
b)x Jean n'a pas voté pour de communistes
Jean (neg) has not voted for (of)communists

Once again by excluding prepositions from the set of
proper governors the ECP can be invoked to account for
(92 a-b) (cf. Kayne 1981 for further details).

Some restrictions must be made with respect to the
conclusion that the ECP accounts for the ungrammatica-
lity of (92 a-b). These restrictions may be traced back

88



to the discussion of the preposition-standing phenome-
non treated in the preceding paragraphs (cf.83 vs.87)
and to the following facts concerning ne...personne.
The discussion of ne...nessuno in Italian, presented
earlier (cf.59), was a generalization of the analysis
of the ne...personne facts put forward in Kayne (1979 )
for French (cf.footnote 36). Recall that it was assu-
med that:
93-a) The particle ne is a scope operator, deter-
mining the scope of nessuno (personne)
b) nessuno (personne) undergoes the quantifier-
movement rule in the L.F. component.

These assumptions permit an ECP account of the follo-
wing contrast (cf. Kayne 1979 ):
94-2)? je n'exige que tu vois personne
I (neg) want that you see nobody
b)x je n'exige que personne vienne
I (neg) want that nobody comes

Assuming (93), the L.F.-representations of (94) are

(95): .

95-a) [ for no X 7 I want that you see X
b) [ for no X 7 I want that X comes

As indicated for the Italian examples (cf.57-58),the
ungrammatical example (94 b) illustrates a ﬁ[}hat-t]
effect and, thus, falls under ECP.
Consider, now, sentence (96):
96- ? je n'exige que tu parles avec personne
I (neg) want that you speak with nobody

with the following L.F.-representation:

96-a) [ for no X7 I want that you speak with X.
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This L.F.-representation is derived on assumptions
(93) and the assumption that there is no pied-piping
in L.F. In light of the proposal that prepositions
are not proper-governors (cf. the discussion of 92),
the grammaticality of (96) comes as a surprise:since
the variable is not properly governed in (96 a),we
should expect the derivation to be excluded on a par
with (92 a-b). The situation, thus, is similar to

the one concerning preposition stranding (cf.83 vs.87).
ECP which applies in L.F. will not distinguish bet-
ween (92 a-b) on one hand and (96) on the other: it
will mark both sentences as ungrammatical if it is
assumed that prepositions are not proper-governors or
will mark both of them as grammatical if it is assu-
med that prepositions are proper-governors (cf.foot-
note 61).

Summarizing, the discussion of preposition stranding
and that of empty QPs were brought into discussion

for their relevance with respect to the ECP. It has
been suggested that these phenomena are accounted

for by the ECP; consequently any attempt whick tries

to suggest that the cases covered by ECP may be accoun-
ted for by the generalized binding principles has to
deal with these phenomenon too. However, upon more
scrutinity it appeared that these constructions can-
not be accounted for by the ECP. The latter princi-

ple which applies in L.F. does not distinguish between
the ungrammatical representations where the empty ele-
ment is generated in syntax either by Move & as in (83)
or by the base rules as in (92 a-b) and the grammatical
representations where the empty element is generated

by L.F. movement rules (cf.87 and 96) since in L.F.
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both representations will be identical. On the other
hand, for the reasons mentioned in P.L., Kayne (1981 ),
Rizzi (1980 ), Aoun, Hornstein and Sportiche (1981 )
it cannot be suggested that empty element generatedNBJ*".
L.F. rules are no subject to ECP (cf.also the discus-
sion of ne...nessuno facts in this chapter and senten-
ces 38 a-b). Note, however, that any P.F. principle
such as the one referred to in footnote 61, will
distinguish between the ungrammatical representations
where the empty element is generated in syntax and
the grammatical ones where it is generated by L.F. mo-
vement rule.

Despite all this, let us assume that the phenomenon

of preposition stranding is to be accounted for in
terms of ECP,i.e. that prepositions are not proper-
governors. In the framework that we are assuming,
where ECP is dispensed with, a governing category is
the minimal category containing a governor and an
accessible SUBJECT. A possibility in this framework
will be to consider that the notion of accessible
SUBJECT enters in the definition of governing cate-
gories only for those categories (NP,S...) which may
have SUBJECTS & For NP and S, two elements will be
required for the definition of governing category; a
governor and an accessible SUBJECT (cf.also the dis~
cussion of.29). For prepositions, only a governor
will be required .

As expected, this proposal will have a number of con-
sequences and will face a number of problems. To men-
tion some, consider the following structure:

97~ NP ) EPP P anaphor 7
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Assuming the modification of the notion of governing
category suggested above, PP will count as the gover-
ning category of the anaphor in (88). This, practi-
cally, excludes anaphors from within PP, The facts are
inconclusive; anaphors are sometimes aliowed inside
PPs and sometimes not, (cf.P.L. where these examples
are taken from):

98-a) John spoke to me about himself

b} Jean m'a parlé de 1lui

99-a) John always keeps his wits about him
(% himself, % Bill)
b) the melody has a haunting character to it
(% itself, %= Bill)

100-a) John pushed the bcok away from him 64

b) John drew the book towards him
c) John saw a snake near him
d) John turned his friends against him

-e)% John turned their friends against each other
f) they turned the arguments against each other.

SUMMARY OF PART 1. A

Recapitulating, in the first part of *his chapter, we
started by indicating some empirical and conceptual
problems in the government-binding framework. The empi-
rical facts had to do with the extraction of wh-elements
from an NP which seems to obey the SSC.The conceptual
problems have mainly to do with a redundancy between
the binding principles and the ECP. To overcome these
problems, the binding theor; was generalized from a
theory of A-binding to a theory of X-binding (A-bin-
ding and A-binding). Once this is done, ECP becomes




unecessary for variables: the core cases covered by
ECP are also accounted for in terms of the generali-
zed binding principles. At this point, it is possib-
le to maintain ECP for NP-traces only or to try to
get rid of ECP.completely. The second approach -if
achieved- would have tlie advantage of eliminating
the redundancy between ECP and the binding princi-
ples alluded to in the first sections. There it was
indicated that both the binding principles and ECP
require an antecedent for the trace left by NP-move-
ment: principle A of the binding theory requires

the NP-trace (an anaphor) to have a c-commanding
antecedent and the ECP also requires a c-commanding
anteced=nt (or a lexical governor). To eliminate

the need for ECP will be the main concern of the se-
cond part of this chapter.
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PART II: ELIMINATION OF E.C.P. FOR NP-TRACES.

The Empty Category Principle as stated in P.L. is not
restricted to variables left by the extraction of wh-
elements or quantifiers. It also applies to traces
left by the extraction of NPs as in (101)-{102):

101- = John1 is illegal [‘g [S t, to leave 7 7

102- =« Johni is probable ['g ['S t, to leave 7 7

Derivations such as (101-102) are ruled out by ECP sin-
ce the trace 31 is left in non-properly governed position.
It is obvious that the binding principles cannot account
for the ungrammaticality of (101) since the trace Ei does
not have a governor: the embedded infinitival clause lac-
king AGR, the trace 31 will not be governed in this clau-
se. Assuming that § 1{s an absolute barrier for govern-
ment (cf.the 1efinition of government adopted in Part I),
t; 1s not governed in the matrix clause either. Therefo-
re, this trace which is an anaphor does not have a gover-
ning category and the binding principle A will be inopera-
tive. -

In the attempt to derive the effect of ECP from other prin-
ciples at work in the grammar, a constant use will be made
of such notions as the "Projection Principle", "@-criteri-
on", "chains"... The following sections will introduce
these notions as they were originally developed in P.L.
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5. The Projection Principle, the 8-criterion and the
notion “"chain".

5.1. The Projection Principle.
At the various level of representations (D-structure,
S-structure, L.F.-structure), the structure of a sen-
tence is constrained by the projection principle.This
principle amounts to saying that representations at
each grammatical level (D.,S-structure...) are pro-
jected from the lexicon in the sense that both subca-
tegorization properties and thematic properties are
observed at each level (cf.P.L.). In the following
discussion, it suffices to have in mind the intuitive
idea behind the projection principle: that representa-
tions at each of the three syntactic levels are projec-
tions of lexical properties.
To illustrate the meaning of the projection principle,
consider the verb persuade which takes an NP object and
a clausal complement as a lexical! property. By the pro-
jection principle, an L.F.-representation including
this verb will be well-formed only if it is assigned an
NP-object and a clausal complement at this level of
representation. Sentences (103) will have L.F.-repre-
entations of roughly the form (104):
'03-a) we perrsuaded John that he should finish
college
b) John was persuaded that he should finish
college
c) we persuaded John to finish college
d) John was persuaded to finish college

(with he = John in 103 a-b).

104- [VP persuade [NP John 7 [g that
he should finish college 77
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In accordance with the projection principle, the cate-
gorial components of the verb persuade expressed in
(104) must be satisfied at D- and S-structure as well.
The S-structure of (103) will be (irrelevant details
omitted):

105-a) we NFL [ p persuade [ yp John 7

[-S- that he should finish college 7 7
b) John NFL [VP be persuaded ['NP e 7 .
[55 that he should finish college 7 7
c) we INFL L-VP persuade l-NP John 7
[3 PRO to finish college 7 7
d) John INFL [VP be persuaded [NP e 7
[S PRO to finish college 7 7

The D-structures differ from (105) only in replacement
of L p el by its antecedent John: the D-structures are
mapped onto S-structures by the rule Move o ,which has
an effect in cases (b) and (d) of (105), lTeaving the
trace [ﬁp eJ which is coindexed with its antecedent by
the movement rule.

As for the thematic properties alluded to above, L.F.is
so designed that such expressions as the man, John, he
are assigned 0-roles (= thematic roles such as "agent
of action", "goal of action®...). These expressions re-
ferred to as "arguments" are distinct from such terms
as the non-referential it (as in it is certain that
John will win) or the existential there (as in there
are believed to be unicorns in the garden)which assume
no 8-role. NP arguments include names, variables,ana-
phors , pronouns, and non-arguments include non-refe-




rential expressions (there, impersonal pronominals...)

A position to which a 8-role is assigned in L.F. 1is
called a"@-position". hformally speaking, each comple-
ment position is a @-position. Furthermore,a 8-role
may (though it need not) be assigned in the position
of subject. The 8-positions are those parenthetized
in (106):
106-a) (they) persuaded (John} ( that [ he }
should leave )
b) (we) put (the books/) fon the table ]
c) the books were put /t ) [ on the table )

More specifically, it is assumed that 8-role is deter-
mined in part by a representation in terms of grammati-
cal functions (GFs) such as subject-of, object-of. .
In the S-structure (107),for example, they is the sub-
Jject of the sentence and John is the object of the verb
phrase killed John:

107- [S [NP they 7 INFL [VP [v,kill J

Lypdohn 777

Particular lexical properties of the verb kill assign
to its object a specific 8-role; thus, kill @-marks
the object position.'Analogously, properties of the VP
in (107) require that this VP 8-marks the subject of
(107),cf. P.L.

Thus, two factors enter into the determination of 8-
role: intrinsic lexical properties of elements which
are heads of phrase categories (as the verb is the head
of VP) and GFs such as subject,object,clausal comple-
ment...To assign @-role properly in sentence (107),for
example, it is necessary to know that John is an object

and that kill is the head of the verb phrase VP (cf.P.L.).
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5.2. O-criterion.
The assignment of 8-role is further constrained by the
following well-formedness condition referred to as the
@-criterion:
108- Each argument bears one and only one 6-role,
and each 8-role is assigned to one and only
one argument.

The projection principle adds the following requirement
concerning the assignment of 6-roles: a category is ©-
marked at L.F. if and only if it is @-marked at D-stru-
ture. This has two consequences. K subject is a 8-po-
sition it must appear at both S- and D-structure.Second,
the 8-criterion holds at D~ and S-structure, as well as
at L. F. It follows that the parenthetization indicated
in (106) must appear at every syntactic level.

5.3. Chains.

We said that GFs eanter into the determination of 8-roles.
In complex structures, an element may have more than one

GF. Consequently, it is legitimate to ask whether each
GF assumed by this element is relevant to the assignment
of 0-roles. Consider sentence (109) with (110) as the
S-structure:

109- John was believed to have been killed

110- [Sl [NP John 7 INFL EVP be believe

[52 t' INFL have been ki1 t 7 7 7

Fach trace is the trace of John: John is subject of §,,
t' is subject of S, and t is object of kill. Thus, John
bears the GFl subject of 51 by virtue of its actual
position in the S-structure (110), and hears the GF2
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subject of S, and object of kill oy virtue of the po-
sitions of its traces t',t respectively. In an obvious
sense, the various GFs assumed by John represent the
derivational history of this NP by successive applica-
tion of Move « . Let us associate with each NP in S-
structure the sequence of GFs (GFl...GFn), where GF,
is the position of the element filling position B; in
the S-structure configuration: the NP itself for i=1,
a trace in each ocher case. Then GFn in the GF of the
NP in question at D-structure.(GFl,...GFn) will be
referred to as the "chain" of the NP filling GFl. Re-
turning to exampls (110), John is assigned the func-
tion chain (GFI,GF GF3 ) where GF1 is subject of S1

2’
and GF, is object of kill.

3
Suppose now that an NP has the function chain (GFl....
GFn) in some S-structure; then we have the following
consequences of the B-criterion and the projection
principle:

111-a) If NP is an argument, then GFn is a GF-9©

(i.e. a GF relevant to the assignment of
8-role).

b) For i # n, GEi is a GF-8 (i.e. a GF not
relevant to the assignment of 8-role).

The projection principle yields (111 &) directly sin-
ce it implies that the @-criterion holds at D-struc-
turc. Where NP is an argument, (111 b) foilows direc-
tly from (111 a) by the B-criterion, for if GFi is a
GF-8, the NP will be doubiy 6-marked. if NP is a non-
argument, (111 b) holds by virtue of the 8-criterion,
for if GFi is a GF-9 then this non-argument will be
assigned a 8-role by GF1 (cf.P.L. for more detail ).
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In short, a chain is a sequence of categories at S-
structure coindexed by Move x , each member except
the first being a trace of the first member called
the nead of the chain. From the previous discussion,
it appears that 8-roles are assigned to chains and
that the GF relevant to the assignment of 8-role is
GFn. B
Some adjustments are in order. Recall the discussion
of the binding principles in the first part of this
chapter. There a distinction was made between A-posi-
tiorns (in which A-GFs are defirnd) corresponding to
what are often called “"argument rositions" and A-
pozitions (in which A-GFs are defined).The A-posi-
tions are subject and complements to heads of cons-
tructions: object, clausal complement... A-positions
are adjuncts; for example, the position of the wh-
phrase in COMP. Moreover, this wh-operator itself is
not an argument,i.e. a referential expression to
which a 6-role may be assigned. We will, for the mo-
ment, restrict attention to chains in which each GFi
is an A-GF. These chains will be referrad to as A-
chains. An element in COMP will not have an A-func-
tion chain, but an NP in S will have one. In the 5-
structure (112), for example, where t and t' are the
traces of who, t has an A-function chain (subject of
S,object of “illed) but whc does not:

112- who L t was [ killed t'' 77

The appropriate objects for 8-role assignment are
chains where each element ( including the head) is
in an A-position (A-chains). It follows that the tra-
ce of the operator (i.e.the variable) not the opera-



tor itself will have a 8-role. This takes care of 8-
role assignment in cases where wh-movement has ap-
plied. Henceforth, the term "chain" will be restric-
ted to A-chains (cf.P.L.).

5.3.1. Chains and improper movement.

From the restriction of chains to A-chains, it follows
that the variable left by the extraction of the opera-
tor and not the operator itself will bear a @-role;

it also follows that an element in COMP breaks a chain
into two separate chains for the purpose of 6-role
assignment. Consider the following structure where the
head is in A-position:

113- [Npiv... [ 0t v... 7117

In (113), there are two chains: the first one is cons-
tituted by NP; with the GF subject of S1 and the se-
cond one by t' with the GF subject of S,.
With this in mind, consider the following cases of
improper movement:
114-a)x John tried [t [ t' to win J ]
b)x John seemed [/t / Bill would see t' J 7
c)x Johnis possible £t [ Bill will see t' 7 7
d)z it seems [t [ t' to rain J 7
e)x it seems [t that [ John expected [ t'

[ t" torain 7 7 77

Sentences " (a) and (d) are grammatical but not with
the derivation indicated, with the matrix subject moving
from the D-structure position of t' to the COMP position
of t and then to the matrix position. Similarly, (b),(c),
and (e) are excluded.
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As indicated in P.L.,it is doubtful that we can exclude
these sentences by appealing to principle C of the
binding theory. The reason is that there are other
grammmatical derivations whose structure is simitar—
in form to (114); for example, (115 a) derived by
Move ©o( from the D-structure (115 b):

115-a) John bought a book [S [N Pi°<] for

[ Mary to read ti J 7
b) John bought a book ['g for [ Mary to

read [y, 777

Clearly, the NP a book in (115 a) is coindexed with
Lyp X J, so that the L.F.-representation is in fact
(116):

116- John bought [ a book 7 [—S- [Npi‘x 7

for [ Mary to read ti 7 7

The L.F.-representation (116) is quite similar to (114).
As distinct from (114), however, the structure (116) is
grammatical (cf.P.L. for a detailed treatment). h fact,
examples (114) are ruled out by the 8-criterion under
the projection principle. In case (a), the D-structure
violates the B-criterion since the matrix subject lacks -
an argument. Examples (d) and (e) are ruled out by the
@-criterion applying at L.F. since the variable65 has
no 8-role, and variables, being arguments (R-expressions)
must have 9-r01e566 . In (b) and (c), the argument John
appears in a non-0-position in L.F., so that the exam-
ples are grammatical only if John is assigned a 8-role
(thrcugh a trace).Recall, however, that 8-roles are

assigned to A-chains but in (114 b-c), there are two A-



chains: one containing just John and one containing
just t'. The latter is assigned no 8-role; the exam-
ples are ungrammatical by the @-criterion applying at
L.F. Therefore, all the examples of (114) are barred
by the 8-criterion ,cf.P.L..

Note that this analysis does not exclude the gramma-
tical example (116) which is similar in form to (114 a).
The reason is that the D-structure (115 b) of (116)
satisfies the 8-criterion since a_book is base-genera-
ted in place. The 8-criterion thus distinguishes pro-
perly between the case of movement (cf.114) and the
case of control (cf.116) even though the resulting
structures are identical in L.F. (cf.P.L.).

Summarizing, the restriction of 8-role assignment to
A-chains implies chat the variable left by the extrac-
tion of the operator, and not the operator itself,
receives a 8-role and accounts for the cases of impro-
per movement.

5,3.2. Chains and Post-verbal subjects.

Let us consider tne notion chain in more detail. A chain
is a sequence of categories in A-position coindexed by
Move ™ . Each member of this chain is in an A-position
and each member except the first is a trace of the first
member which is called the head of the chain. As was
implicitely assumed in the previous discussion, chains
are maximal in the obvious sense of this term.

Suppose that C = ( xl,...,o(n) is one of these chains.

Each pair (o, &, ;) will be called a link of the chain
C. h the cases discussed so far, each link is a case of
local binding: X, locally binds o(;, ;- We also saw that
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an element in COMP breaks a chain into two separate
chains for the purpose of O8-role assignment. It is,
therefore, possible to assume that in each link (q'i,
°(1’+1)* (Y] i-locally A-binds °<1-+1.The head %

of the chain is a lexical category PRO or a variable;
for i > l,o(i is a trace coindexed with o , (ef.P.L.)

The notion of chain may be extended to include the ca-
ses where the subject is in post-verbal position in
Italian. Recall that we have either (117 a) or (117 b)
(cf.75), the former base-generated and the latter
derived by Move & :
117-a) 2 L[yp v NP 7
b) 23 [VP ['VP V...J NP7J

/3 -which is filled by PRO cf.P.L. and supra- is coin-
dexed with the post-verbal subject. Clearly, this inde-
xing has to be distinct from the indexing relevant for
the binding theory; otherwise, a name in post-verbal

. subject position will be A-bound by /3. In P.L., this
indexing is taken to be similar to the one existing
between there and the post-verbal NP in English or
between il and the post-verbal NP in French:

, 118-a) there is a tree in the garden

b) il est arrivé trois hommes
"three men arrived"

Assuming the framework of Rouveret and Vergnaud (1980 ),
' it is possible to distinguish between subscripting rele-

vant for the binding theory and superscripting at work

in (118) or (117) between /9 and the post-verbal subject.

As indicated in P.L. and in Burzio (1981 ), the post-ver-
s bal subject position, in (117 b), is not a 8-position.
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The post-verbal subject receives its 8-role through
the position with which it is coindexed. This may be a-
' chieved if the notion chain is extended to include
cases (117): @-roles being assigned to chains, the
post-verbal subject will receive its 8-role by vir-
tue of its occurence in the chain (/2 sNP) (cf.P.L.
J for more details).

In (117), 3 and the post-verbal subject are co-super-
scripted, i.e. coindexed by an indexing distinct from
that involved in binding. These two notions of inde-
xing relevant for the definition of chains and for the
assignment of 8-roles to chains may be brought toge-
ther by defining "BIND" similarly "X-BIND","locally-

B ND" etc...analogously t, "bind" etc...(cf. defini-
tions 32) but now including superscripting as well as
subscripting(:Thus,0{ BINDS /3 if &K and 3 are coindexed
and & c-commands /3 , where coindexing includes either
co-superscripting or co-subscripting ; similarly for X-
N BIND etc... cf.P.L.

The notion "chain" meeting these conditions will be
defined as follows:
119- C = (¢ 1""’°{n) is a chain if and only if:
i) of ; locally A-B NDS 0(1+1

ii)for i >1 ,(a) X; 1s a non-pronominal em-
pty category or (b)«a(i is A-free.

ii1)C is maximal,i.e. is not a proper subse-
quence of a chain meeting (i) and (i1).

In case (ii b); since L is A-free but A-BOUND it must
’ be co-superscripted with o{ ;_;; that is, & ; is the
post-verbal NP subject of (117) and X j-1 s /3 of (117).



Since chains are maximal and since every NP is in a
chain (at least a chain with n=1), it follows that
each NP is in exactly:one chain (cf.P.L.).
Case (ii a) singles out the pronominal empty category
or PRO 67 and virtyally amounts to saying that PRO must
be the head of the chain68. Thus, consider the following
structure:

120- John,i wants [ [ PROi to leave 7 7

In (120), PRO is coindexed (co-subscripted) with its con-
troller John which is in an A-position; it is not A-free.
By clause (ii b), John and PRO must be taken to be ir
distinct chains. To each of these chains, a (distinct)
8-role is assigned. Suppose they were in the same chain:
PRO will receive a 8-role from to leave and John from the
matrix VP. The derivation will be ruled out by the 8-cri-
terion redefined as a well-formedness condition on chains,
cf.P.L., since two B~-roles will be assigned to the same
chain according to (121):
121- Suppose that the position P is marked with the
8-role R and C=(o(1,...,o(n) is a chain. Then
C is assigned R by P if and only if for some i,
&; 1s in position P and C has Case or is
headed by PRO.

108¢ 8-criterion redefined: given the structure S,
there js a set Kof chains, K ={Ci}, where

] .
C; =(ps. .. d;1) such that

i) if o is an argument of S,then there is a
C1 6 K such that &« =°(; and a 8-role is

assigned to C,i by exactly one position P
(in which case, & has this 8-role).
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ii) if P is a position of S marked with the
8-role R, then there is a C € K to which
P assigns R, and exactly oneo(J in C1
is an argument.

Principle (121) of B8-role assignment to chains include
the visibility convention alluded to in the first part
of this chapter:case-marked lexical elements, case-mar-
ked traces (i.e.variables) and PRO are visible for 8-
role assignment but NP-traces are not; cf.71 repeated
here for convenience (irrelevant details omitted):

122 - who did you try [t [ t' to win J 7

In (122), the non-case-marked trace t' constitutes an A-
chain by itself. For this chain the VP to win will not
assign its B8-role since t' is neither a PRO nor case-
marked; the derivation will be filtered out by the 8-
criterion. -

Note that there is a redvndancy between the definition

of chain given in (119) and principle (121) of 8-role
assignment; although for different reasons both single
out PRO as the head of the chain. This redundancy will

be taken to indicate a deficiency -at least in the for-
mulation of these notions- that we will seek to eliminate.
Before such attempt, however, we must consider the deriva-
tions where an NP-trace occurs in non-properly governed
position in more details.

6.S-deletion.

As indicated in the first section of this part, the ECP
accounts for the ungrammaticality of examples such as
(101) repeated in (123) where the NP-trace is not proper-
ly governed:
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123- x Johni is illegal [’§ ['S ti to leave 7 J

Sentence (123) is in direct contrast with (124):
124~ Johni is likely [‘g [‘s t. to be a nice

i
fellow J 7

This contrast may be accounted for by ECP if it is assu-
med that in (124), the trace is properly governed. Given
the definition of (proper) government, the sole candidate
to be a proper governor in (124) is the matrix predicate.
Thus, in (124) -but not in (123)- the trace t; is pro-
perly governed by the matrix predicate. Assuming that S
is an absolute barrier for government (cf.the definition
of government adopted in the first part of this chapter),
this amounts to saying that in (124), S 1is "transparent"
in that it allows proper government by the matrix predi-
cate. This is the general proposal ;cf.P.L. that will be
considered in more detail:
The predicate in (124) is often referred to as "raising
predicate". Other examples of raising predicates are given
in (125): _

12 5-a) Johni seems [‘g [g t, to be nice fellow 7 J

D) Johni is certain [‘§ ['S ti to leave 7 7

The D-structures of examples such as (125 a) or (124) are
(126); exactly as (127) with empty NP becoming it in(127):
126-a) NP seems [% ['S John to be a nice fellow 7 J

b) NP is likely [§ ZE John to be a nice fellow/ 7
127-a) it seems ['§ that LTS John is a nice fellow/ 7
b) it is likely 1.§ that ['S John is a nice
fellow J 7
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As (127) indicates, a lexical property of seem and like-
ly is that they take clausal complements and assign
no 8-role to their subject. Therefore, the D-structures
for the sentences corresponding to (125 a) and (124)must
be (126). The embedded clause may be finite or not

(t Tense). If it is finite (+Tense), we derive (127). If
it is not finite (-Tense) as in (126), the embedded sub-
ject receives no Case; so to satisfy the Case-filter,
which requires every lexical element to have Case, ap-
plication of Move  is obligatory yielding (125 a) and
(124). As for ECP, it is satisfied if we assume that the
predicates seem, 1ikely delete S, so that the trace in
(125 a) or (124) will be properly governed. The option
of deleting S is in part a lexical idiosyncracy; thus,
ft is a property of likely but not of illegal in (123)
or probable in (128). It is this property which charac-
terizes raising predicates (cf.P.L.):

128- % John,i is probable [% [é ti

As indicated in P.L., this process of S deletion occurs
after verbal or adjectival predicates such as those exem-
plified in (124)-(125) and is restricted to infinitival
clauses. When an infinitival complement is not in this
context, the subject position of this complement will be
ungoverned; only PRO may appear:59
129-a) I persuaded Bill [ PRO to leave J
b) I persuaded Bill [ that he should leave 7

to win 7 7

130-a) I was sorry [ PRO to leave J
b) I was sorry [ that Bill left J

summarizing, in general, the subject of an infinitival
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is PRO. A language such as English permits a marked excep-
tion after certain predicates which trigger a process of
S-deletion or §-transparency70. For concretness, it will
be assumed that this process rewrites S as S scf.P.L.

Recapitulating, our general goal is to eliminate the re-
dundancies between ECP and the binding principles by eli-
minating the former principle. For cases of wh-traces ex-
cluded by ECP, it was indicated that they can be accounted
for by the generalized binding principles. In the second
part of this chapter, we started by pointing out that the
cases of NP-traces excluded by ECP cannotihandled by the
binding principles. Before attempting to derive the effect
of ECP for NP-traces from other principles at work in the
grammar, a presentation of these principles is necessary.
That is why such notions as the "Projection Principle",
the "O-criterion", "A-chains" were introduced.

Among other things, these notions help to account for the
cases of improper movement,assignment of 8-roles to post-
verbal subjects in Italian, S-deletion. I the course of
the presentation, some redundancies were noticed; thus,
both the definition of chain (cf.119) and that of 8-role
assignment (cf.121) single out PRO as the head of the
chain. In the following sections, it will be indicated that
a slight modification of some elements which enter into
the definition of chains will eliminate the redundancy al-
luded to and will account for cases of NP-traces covered
by ECP.

7.The notion chain reconsidered.

Recall that (ii a) in the defintion of chain (CP.119)makes
an explicit reference to empty categories and prevents the
pronominal empty categbry or PRO from being other than the




nead of the chain. Recall also that cases of improper
movement were accounted for by assuming that (an element
in) COMP breaks a function chain. These cases may be
brought together by assuming that S breaks a chain
Consider first example (120) repeated as (131):

131- Johni wants ['§ [’s PROi to win 7 7

71

As indicated above, since PRO starts its own chain we
have two chains in (131): the first one contains John
and the second PRO. Consequently a distinct 8-role is
assigned to each of these chains. Recall also that given
the binding theory from which it follows that PRO must
be ungoverned, PRO cannot be in a context of S-deletion.
By assuming thus that S breaks a chain, we assure the
correct result in (131): PRO and John will be in diffe-
rent chains.
The assumption that S-breaks a chain accounts also for
the cases of improper movement discussed in (114),
repeated as (132):

132-a)x John tried ['g t ['s t' to win 7 7

b)x John seemed [z t [ ¢ Bill would see t' 7 7
c)x John is possible ['§ t [‘s t' to rain 7 7
d)x it seems ['5‘ t [S t' to rain 7 7
e)x it seems [—S- t [s that John expected [ t'
Lt toraing 777
Cases (a), (d), (e) are accounted for by the 8-criterion
as above. As for cases (b)- (c), recall that under the
assumption that an element in COMP breaks a chain, it

follows that John and the trace t' are in two different
chains. The chain constituted by John is not assigned



a B—role; the examples are ruled out by the 8-criterion.
The same analysis can be kept if it is assumed that S
breaks a chain. In (132 b-c), John and t' will still be
in two different chains. '
Let us, now, try a slightly different approach. Suppose
we generalize case (i) of definition (119) to "BIND" instead of
"A-BIND" and maintain the idea that S breaks a chain:
119'- C=(o(1,....o(n) is a chain if and only if
1')0(1. locally BINDS °<1'+1
ii)for i >1 (a) 0(1. is a non-pronominal
empty category or (b)u(i is A-free
i11)S does not intervene betweeno; and
°(i+4
iv)C is maximal i.e. is not a proper sub-
sequence of a chain meeting (i)-(iii).

For (131), nothing is changed: PRO and John will be in
different chains:
131- Johni wants [-g- [S PR01. to win 7 7

Cases (132) of improper movement will be accounted for
as above. Consider, however, more complex derivations
where improper movement occurs in a context of S-deletion
which was assumed to be a process rewriting S as S:
- ]
132-f) % Johni seems [s [COMP t 7 ['S t' to have

left 7 7
g)x John seemed [S ECOMP t 7 [S Bill would
see t' 7 7

Derivations such as (132 f-g) are ruled out by the 8-cri-
terion. Assuming (119') instead of (119), John and t'
will be in the same chain; the derivation will be ruled

AV



out by the 8-criterion since two arguments John and
the variable t' will be assigned the same 8-role
(recall that a variable is an A-bound empty element)
This'approach indicates that there is no need to ac-
count for cases of improper-movement by assuming that
an elament in COMP breaks a chain(cf.P.L. and supra)
or by assuming that S breaks a chain(unless the pro-
Zess of S-deletion is prevented from applying when
COMP is filled by an overt or an empty element such
as t).
The generalization of A-BIND to BIND has other conse-
quences. Consider once again (112):

112- [‘g who ['S t was killed t' 7 7

who, t and t' will be in the same chain: t' being in a
8-position, kill assign a 8-role to this chain. No un-
desirable consequences follow: who is not an argument,
the B-criterion will not be violated. Similarly, con-
sider:

112-a) [-§ who [S do you think £§ t' that

['S John saw t" 7 7
Assuming that bridge verbs 72 Such as think do not trig-
ger S-deletion ,cf.P.L., the embedded S will break the
chain into two separate chains: who will constitute a
chain and t', t" another. who is not-an argument hence
does not require a 9-ro1e7§:—the other chain will re-
ceive a 8-role from the embedded verb saw. If, however,
it is assumed that bridge verbs trigger S-deletion,
(112 b) reduces to (112):

112 -b) ['g who ['S do you think [‘s t' that
[‘S John saw t "7 7 77

105



Consider now, (122): 74
122 - who did you try £-§ t [TS t' to win J 7

Whether S-daletion applies or not, the derivation is fil-
tered out by the @-criterion: lacking Case, the chain,
which contains an argument t' will receive no 6-role. Sup-
pose, however, that PRO and not an overt wh-element mo-
ved to COMP as in (122 a-b):

122-a)x the man [3- PRO that [,"s you tried [-S— t

Lgtowin7 777
b)x L5 PRO Lo t to winZ7 7 is difficult

(122 a) reduces to (122) if it is assumed that the embed-
ded S s not deleted and to (122 b) if it is assumed that
it is deleted. I (122 -b), nothing prevents a 68-role from
being assigned to the chain (PRO, t) since it is headed
by PRO. In P.L., this PRO is assumed to be marked (+wh):
1ike all wh-elements in COMP, it is neither an argument
nor is in an A-position. Principle (121) of @-role assign-
ment will be reformulated so as to require that the PRO
relevant for 8-role assignment be an argument. In that
case, (122 b) will be ruledout by the 8-criterion;the
chain (PRO, t) does not have Case and does not contain an
argument PRO. (In P.L., for independent reasons, princi-
ple of 8-role assignment is reformulated so as to refer
to argument PRO):
121'- Suppose that the position P is marked with the
8-role R and C= (o(y,...,%,) is a chain. Then
C is assigned R by P if aur ~nly if for some
i, °<i is in position P and C has Case or
contains an argument PRO.75
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Recall that both the definition of chain (119)/(119')
and principle (121) of -8-role assignment single out PRO
as the head of the chain. In (121), this requirement is
dispensed with. In fact, there seem to be cases where

o
————

PRO is not the head of the chain. Consider the follo-
wing case of cliticization in French:
133- Pierre le voit
“ Pierre sees him"

which has the D-structure (134),cf.P.L., Kayne (1975 ),
Jaeggli (1980 ) and the references cited there:
134- Pierre ['VP le voit NP 7

In P.L. and Jaeggli (1980), it is assumed that clitics
"absorb" government. Thus, the object NP which is taken
to be coindexed with the clitic is ungoverned, hence PRO.
The coindexing must be distinct from the one relevant
to the binding theory. As in the cases of post-verbal
subjects constructions in Italian, it is considered to
be co-superscripting in P.L. As indicated there, the cli-
tic is not an argument; rather the co-superscripted NP
is the argument. However, it is the clitic which is in
the position B8-marked by the verb; being co-superscrip-
ted with this clitic, the object NP will be 8-marked.
In other words, the clitic and the NP form a chain to
which a B-role assigned.
If this analysis is adopted,we will have a clear case
where PRO is not the head of the chain. (121') is compa-
tible with this case76; neither (119) nor (119') are.
Consequently, the definition of chain will be reformula-
ted as follows:

119" - C=(o(1,..., o(n) is a chain if and only if

i) & ; locally BINDS &,



ii) for 1‘>1,¢>(1- is A-free if not empty
iii) S does not intervene between “i and
X j+1
iv) C is maximal i.e. is not a proper sub-
sequence of a chain meeting (i)-(iii).

Definition (119") no longer singles out PRO as the head
of the chain. These changes have also the advantage of
eliminating the redundancy between the definitiocn of
chain (119) and principle (121) of O0-role assignment;
inaccurately, both single out PRO as the head of the
chain. In (119") and (121'), this redundancy is elimi-
nated.

In this section, the definition of chain and that of 6-
role assignment have been mod#fied. The major change in-
volved the assumption that S breaks a chain. This assump-
tion ensures that PRO and its controller are in different
chains without requiring that the former be the head of
the chain. Ih the following section, it will be indicated
that this assumption will handle the cases of NP-trace

in non-properly governed position.;thus, eliminating the
need for ECP.

8. NP-traces in non-properly governed positions.

The intuitive idea behind the proposal that S breaks

a chain is that the proposition is the domain in which

a chain may occur where proposition is taken to be de-
limited by S rather than S. This proposal will account
for cases of NP-trace left in non-properly governed posi-
tion. Consider, once again, the contrast between (123)
and (124) repeated as (135)-(136):
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135- =z John is illegal ['g [‘S ti to leave 7 7

136 John is likely [’s t to win 7

Recall that following P.L., we assumed a pkocess of S-
deletidn or S-transparency whereby 5 is rewriten as S
in (134). As a consequence, the trace t; in (136),but
not in (135), was properly governed by the matrix pre-
dicate. Assuming the process of E-delegion, the contrast
between (135) and (136) can be accounted for by the 6-
criterion. In (135) and (136), the argument John appears
in non 8- position’. These examples are gramma-
tical only if John is assigned a 8-role. Since S breaks
a chain, there are two chains in (135): one containing
John ard the other t, . The former is assigned no 6-role
since John is not-in a O-position; the latter is assigned
no 8-role either since t. is not case-marked.
Thus, (135) is excluded by the B8-criterion. In (136),howe-
ver, John and t, are in the same chain and John is case-
marked; the VP To win will assign a 6-role to this chain
and the ‘B-criterion will be satisfied. Consider, now,
the following examples:
137-a) Bill was believed to have seen Tom
b)x Bill was preferred (for) to have seen Tom
c)% Bill was wanted to have seen Tom

At ~1e level of S-~structure, the corresponding forms
are (138),cf.P.L.:

138-a) B1'11i was believed [’S t. to have seen Tom J

i
b)x Bi]li was preferred L‘g for [’S 1:i to have

seen Tom 7 7
c)x B1’1'|i was wanted [.‘-5 for [s 1:1 to have seen

Tom 7 7



Example (138 a) is unproblematic in a framework where
ECP is assumed. The embedded trace is properly governed
by believed (cf. footnote 70); therefore the sentence
is grammatical. Examples (b) and (c) are excluded by
ECP since for, like all prepositions, is not a proper
governor.

If ECP is dispensed with, examples (138) may be accoun-
ted for by the B-criterion. h (138 a), where S-deletion
applies (cf.footnote 70), Bill and t' belong to the same
chain; to this chain, a 8-role is assigned by the embed-
ded V. In (138 b) and (138 c), S-deletion does not apply,
cf.P.L.; Bill and t. are in separate chains: Bill will
not receive a 975013 because it is not in a context of 8-
role assignment . Therefore, (138 b) and (138 ¢) are
ruled out by the 8-criterion.

Conclusion of Part II.

Recapitulating, the contrast between representations such
as (139 a) and (139 b) is accounted for by the ECP in P.L.:
139-a) NP vV ..... [-§ [S t VP 77

b) NP Voeooo. Ly t VP 7

In a framework where the ECP is dispensed with, this con-~
trast may be accounted for by assuming that S breaks a
chain. in (139 a), NP and its trace will be in separate
chains. The chain containing the NP will not be in a con-
text of O-role assignment and the chain containing the
trace -~-being non-case-marked- will not receive the 6-
role assigned by the embedded VP.

Representation such as (139 a) will thus be ruled out by
the 8-criterion. The only way to obtain a well-formed



representation is to assume a process of S-deletion
(cf.139 b): the NP and its trace will thus be in the
same chain. Being case-marked, this chain will receive
a B-role. No violation of the 8-cyiterton occurs. In
brief, S-deletion is closely related to the assumption
that S breaks a chain and is to be understood by refe-
rence to the latter assumption. '
At this point some remarks are in order. The first con-
cerns sentences ruled out by the ECP which, a priori,
do not seem to be accounted by the B8-criterion (pointed
out by N.Chomskyi: K

140- *Therei is unclear [§ how [’s ti

k

to be a unicorn” in the garden 7 7

In (140), there has been raised from a non-properly;the
derivation is ruled out by the ECP. Neither there nor
its trace are arguments or in a context of @-assignment;
the 8-criterion, therefore, seems irrelevant. Note,howe-
ver, that the conclusion concerning the non-relevance of the
@-criterion is not correct. Recall that in order to be
assigned a 8-role a chain must be case-marked or headed
by an argument PRO. We also will see in chapter 3 that
this convention concerning the assignment of 8-role will
allow the elimination of the case-filter as an indepen-
dent filter in the grammar. In P.L., it is assumed that
there and the post-verbal NP are co-superscripted and that
they form a chain (cf. section 5.3.2):

140-a) therek is a unicornk in the garden

Assuming that this analysis is correct,(140) will be ruled
out by the 8-criterion under the assumption that S breaks

a chain. In (140), there will be two chains: the one con-

taining there and the one containing the empty element



and the post-verbal NP (t, a unicorn) . The latter chain,
is neither case-marked nor headed by an argument PRO;the-
refore, it will not receive a 8-role. The derivation will
thus be ruled out by the 8-criterion since the chain
containing the argument a unicorn will not receive a 0-
role. This analysis, crucially, assumes that the post-
verbal NP receives its Case by virtue of being coindexed
with there and not directly frem the verb to be. This
assumption is necessary if, as suggested in P.L., the Case-
filter follows from the 8-criterion and is not an inde-
pendent principle in the grammar (cf.chapter 3). Suppose
that ir (140) the post-verbal NP receives its Case direc-
tly from the verb to be ,we would incorrectly predict that
(141) is grammatical since the whole chain (there, a uni-
corn) would be case-marked:

141- =& therek to be a unicorn

k in the garden.

Suppose, however, that it were to turn out that the 6-cri-
terion and the Case-filter are independent principles,
(140) will still be ruled out by the assumption that S-
breaks a chain. In the following chapter, it will be argued
that in order to be interpreted, there must obligatory be
lowered tc the same sentence containing the NP with which
it is coindexed cd-superscripted ( a unicorn in 140) and
that the domain of this lowering process is the chain. I
(140), since S-breaks a chain, the non-referential there
will not be lowered; it, thus, will not be interpreted.
The representation, therefore, will be excluded. h other
words, the assumption that S-breaks a chain will account
for all cases of NP-traces covered by ECP.

Another remark more conceptual in nature concerns the assum-

ption that S-breaks a chain itself: what does the existence
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of such an assumption mean? To phrase the question diffe-
rently: is it possible to further motivate the existence
of such an assumption by relating it to a more general
principle at work in the grammar? These questions will be
dealt with in chapter 3 where it will be suggested that
the assumption that S-breaks a chain is to be related to
a general prohibition preventing the extraction of ele-
ments from an A-position.

SUMMARY OF CHAPTER 1.

Recapitulating the basic content of this chapter, ir the
first sections some empirical and conceptual problems

in the government-binding framework were discussed: the
extraction of wh-elements from inside an NP in Italian
and French indicated that -contrary td what is it assumed
in this framework- the SSC does apply to variables. The
conceptual problems had to do with some redundancies bet-
ween the binding theory and the ECP: essentially both
require an antecedent for the NP-trace. In order to over-

come these problems, a rearrangement of the different ele-

ments of the government-binding framework was suggested.

h this framework, variables must be A-free by the binding

principles and A-bound (or more precisely properly gover-

ned) by ECP. These different requirements were brought to-

gether by generalizing the binding theory from a theory
of A-binding to a theory of X-binding ( where X= A or A)
as follows: for empty elements, the definition of anaphors
was changed to include variables; as anaphors, variables

will be subject to principle A of the binding theory (which
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requires anaphors to be X-bound a their governing category).

As place-holders for names, they will also be subject to
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principle C of the binding theory (which requires names
to be A-free). To satisfy both principles, X-bound must
be taken to mean A-bound; variables have to be A-bound
in their governing category. It was shown that this mo-
dification accounted for the extraction of wh-elements
from inside an NP in Italian and French and thus, solved
the empirical problems raised earlier. As for the con-
ceptual problems concerning the redundancy between ECP
and the binding principles, the effect of this modifi-
cation is to increase them: in P.L., since the binding
theory is a theory of A-binding, the redundancy is res-
tricted to NP-traces. In the rearrangement of this frame-
work suggested in this chapter, the binding theory is
generalized to a theory of X-binding. As a consequence,
the redundancy is extended to variables too: both the
binding theory and ECP require variables to have an
antecedent. R was obvious, then, that the elimination
of ECP will solve this redundancy. This elimination was
conducted in two steps: for variables first then for
NP-traces.

For variables, the elimination was straightforward; the
cases covered by ECP were also covered by the generalized
binding principles. For NP-traces, the binding principles
are irrelevant: in the derivations filtered by ECP, the
trace is not governed, hence lacks a governing category.
Principle A of the binding theory which requires NP-tra-
ces to be bound in their governing category is thus ino-
perative. The @-criterion, however. was shown to account
for the cases of NP-traces covered by ECP. For indepen-
dent reasons having essentially to do with the distribu-
tion of PRO, the definition of chain was modified and
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-

its domain restricted to S. As a consequence of this
modification, in the derivations covered by ECP, the
trace and its antecedent will be in different chains.
Since by the projection principle and the 8-criterion
the antecedent of a trace is in a non-8-position,it
will not receive a 8-role and the derivation will be
filtered out by the 8-criterion (cf.also 40). In this
account ECP is a spurious generalization; the RES(NIC)
cases accounted for by this principle do not consti-
tute a unified phenomenon: non-properly governed varia-
bles are excluded by the binding principles and non-
properly governed traces by the @-criterion.
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FOOTNOTES

1 -Where S -but not S- counts as a bounding node (cf. -
Sportiche 1979 ).

2 -The effect of the NIC on wh-movement as in (4) cannot
be directly observed in Italian because of an interac-
tion with the PRO-drop parameter and its consequences
(cf.Rizzi 1980 ).

3 -Roughly speaking, a governor is the head X° of the ma-
jor category X immediately dominating ? (cf.P.L.,

Aoun & Sportiche 1981 and infra).

4 -For a characterization of the notion subject in NP,cf.
Milner (forthcoming),Milner (1975 ),Cinque (1979 )and
Zubizarreta (1979 );cf.also the latter for the charac-
terization of the B8-role played by this subject.

As indicated in the latter reference, the characteriza-
tion of the subject in an NP seems to be determined
according to a thematic hierarchy:
j-a) possessor (or source)
b) agent
c) theme
Thus, consider the following phrases:
iji-a) le portrait d'Aristote de Rembrandt de Pierre
"the portrait of Aristotle of Rembrandt of
(theme) (agent)
Pierre"
(possessor)
b) 1e portrait d'Aristote de Rembrandt
"the portrait of Aristotle of Rembrandt"
(theme) (agent)
c) le portrait d'Aristote

the portrait oé%ﬂﬂ%ﬁ%tle
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According tc the thematic hierarchy (i),de Pierre
will be characterized as the subject in (ii a), de
Rembrandt as the subject in (ii b) and d'Aristote
as the subject in (ii c).As illustrated by the fol-
lowing phrases only subjects can be extracted:
iii-a) Pierre dont, le portrait d' Aristote de
Rembrandt X;...
"Pierre of whom the portrait of Aristotle
of Rembrandt" (cf.ii a)
b)xRembrandt dont. le portrait d'Aristote X,
de Pierre
"Rembrandt of whom the portrait of Aristo-
tle of Pierre"
iv-a) Rembrandt dont, le portrait d'Aristote X,...
"Rembrandt of whom the portrait of Aristotle"
(cf.ii b)
b)xAristote dont. le portrait X, de Rembrandt...
"Aristotle of whom the portrait of Rembrandt"
v-  Aristote dont, le portrait ...
"Aristotle of whom the portrait" (cf.ii c)

(cf.Zubizarreta 1979 for more details);with respect to
sentences (iii-v), there are some dialectal variations
which won't be discussed, cf.Milner (ref.cit).

Note also that this hierarchy is at work for de NP
complements only. As indicated by the ungrammaticality
of (6 b), other prepositional phrases cannot be subject;
therefore they cannot be extracted. Assuming with Verg-
naud (1974 ) that de NP complements are real NPs and not
PPs,i.e.that de is simply a case-marker,it is possible
to say that the thematic hierarchy is at work for NPs
but not for PPs inside an NP: only NPs can be subjects.



In the chapter concerned with clitics, we will re-
turn to the assumption that de NPs are NPs and not
PPs with greater detail.

5 -The fact that the same seems to hold for clitic mo-
vement out of the NP need not concern us.On this
matter,cf.Cinque(1979 ) and Steriade (1980a). In an
unpublished work, Huybregts suggested that the empty
element left by the clitic is interpreted as a varia-
ble.Thus, it is not surprizing that clitics behave
like wh-elements.We will return to this observation
in this chapter and the following one.

6 -Later on, this assumption will turn out not to be
necessary.

7 -Noted in Borer (1980 ).

8 -Presumably to the matrix COMP (cf.Aoun,Hornstein &
Sportiche 1981 ).

9 -Note that both the ECP and the binding principles
refer to the two notions of antecedent and governor.
The. P.L. formulation of the ECP is given below.For
different formulations,cf. Kayne (1981 ),Jaeggii(1980 ).

10 -It follows from the binding theory that PRO is ex-
cluded from the governed position by virtue of being
subject to principles A and B of the binding theory,
cf.P.L. and infra. '

11 -It gives essentially the following results accounting
for the fact that where anaphors are allowed,pronouns
are disjoint in reference,cf.P.L.:

i-a) 1%: they saw each other 7
b)z they said that [gx Mary saw each other J

ii-a)u[gt John1 saw him1 7
b) John; said that [gt Mary saw himi 7
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-

-As well as a conceptual one: one may wonder why NP
and S are the two governing categories,cf.P.L.

-The conceptual problem raised in the preceding foot-
note receives a rather natural interpretation in
terms of (24 II):why are NP and S the two governing
categories? The answer is that NP and S are the two
categories containing SUBJECTS;cf. P.L.

-The indexing of the embedded AGR and the reciprocal
would violate the well-formedness condition (26).

-In an unpublished work,Huybregts suggested that the
trace left by the clitics is a variable,(cf.footnote
5).Althought not an operator the clitic is an A-bin-
der.We will return to this observation later on.

-"R-expression" is replaced by "name" in (C);in part
to avoid the problem of pronouns such as I ,you that
one may want to treat as R-expressions.This termino-
logical modification is not crucial;the original for-
mulation given in P.L. could have been kept as well.

-This reformulation of the binding principles tries to
capture the insight behind the theory developed in
Chomsky (1980 )("On Binding Theory") according to
which variables are treated like anaphors and the
insight behind the theory developed in P.L. according
to which variables are name-l1ike elements.

Note also that the fact that variables must be A-bound
and not A-bound seems to follow from clause C of the
binding principles.

One may hope to derive the fact that reflexives,reci-
procals and NP-trace must be A-bound.But cf.the follo-
wing chapter where it is indicated that some variables
-those left by clitics- are not subject to principle C.
These variables must however be A-bound in their gover-
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ning category. If this is so,the fact that all vari-
ables must be A-bound does not follow from the bin-
ding principles; it has to be stipulated.

-For concretness,(34)'is adopted as the L.F.-repre-
sentation of (2).Another possibility is to assume
that a kind of reconstruction is involved in (2).

This is irrelevant for our discussion,cf.P.L.,Lon-
gobardi (1978 ),Williams & Van Riemsdijk (1981 )
Aoun,Sportiche,Vergnaud & Zubizarreta (1980 ) ,Gué-
ron (1980,1981)

-As in P.L.,potential rather than actual coindexing
is assumed.

-The following logical possibility is allowed: AGR
counting as accessible SUBJECT for a variable in
non-subject position when there is no subject.Howe-
ver, as indicated in P.L.,subjects on a sentential
Tevel are always obligatory.(cf.chapter 2,footnote 4
for the exact nature of the indexing mechanism at
work between AGR and the subject).

-As indicated by N.Chomsky,p.c.,it is not necessary
in P.L. to stipulate that S and not S is the gover-
ning category if (16) is adopted. This follows from
the minimality of the governing category. Note also
that in P.L.,it is not necessafy to stipulate that §
is the governing category if the definition of gover-
ning category incorporating the notion accessible SUB-
JECT is adopted (cf.24 II).

One may plausibly challenge the structure given in(36)
(assumed in P.L.) and replace it by the following:

i-[g £§ they'd prefer [}P forégzﬁpj zgto wingJ7777

Structure (i) may be preferable to structure (36)since

it solves the following problem mentioned in P.L.:
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ii- John V £§ [EOMP [&PJ forJ/ [é...t'...J J

In (ii),the A-binder L&PJ does not c-command the vari-
able t' if (36) is chosen. We,thus, expect the senten-
ce to be ruled out for the same reasons excluding(35 b):
failure of c-command of the variable by the A-binder
(cf.Kayne 1979 , Rizzi 1979 ). K however,(i) is chosen,
the problem is solved since the A-binder will c-command
the variable:

iii- John V /.';,P for L-‘s /-RIPJ [St' 7177

Note also that if (i) is adopted,for will assign Case
to the NP across an S. We, therefore,would need to assu-
me that the complementizer for triggers S-deletion.On
the status of S-deletion, cf.P.L. and Part II of this
chapter. The choice of (i) instead of (36) is irrele-
vant for our discussion. The matter will not be further
pursued.
22 -(37 c¢) is grammatical if the variable is construed as
the subject: "the portrait that a man made of Rembrandt".
23 -To push the analogy to its limits requires to consider
the NP as the maximal projection of the determiner in
the same way as S is considered as the maximal projec-
tion of INFL -~ (cf. Zubizarreta 1979). ‘
A difference between AGR and the determiner is that the
former cannot function as an A-binder,cf.(35).But cf.
infra where it is indicated that in some constructions,
AGR,when cliticized,functions as an A-binder.
Relevant to this proposal is the discussion in chapter
6 of P.L.,where it is suggested that the determiner
and the clause in an NP form a chain to which the 8-role
is assigned. A natural way to achieve this result is to
assume that the determiner and the clause are coindexed.
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24 -In the government-binding framework,ECP accounts for
the distribution of variables generated in L.F. (cf.
Kayne 1979 and P.L.). It is possible to account for
the constrast between (37 b-c) or between (38 a-b)
by ECPif it is assumed that le. is coindexed with
the variable and A-bindsthis variable.This is not,ho-
wever,in the spirit of ECP as formulated in P.L.where
the empty element must be properly governed by a lexi-
cal element.Obviously le is not a lexical element.

25 -The examples are from Borer (1980 )where they are gi-
ven to support the proposal that clitics function as
proper-governors.

26 -In this case, a case-marker %el appears in front of
that NP.This need. not concern us,cf.Borer (1980 )
and the references cited there.

27 -In this case ?et is inserted;cf.the preceding footnote.

28 -0r the clitic itself in (42 a);this is irrelevant.

29 -The discussion of the accessibility of the SUBJECT in
(43),(44) should not be confused with that of the de-
finitness condition which accounts for the ungramma-
ticality of such sentence,cf.Fiengo & Higginbotham
(1979 ):

i-% whojdo you see John's picture of Xi'
As indicated in Fiengo & Higginbotham (1979 ),it is
this constraint and not the SSC which is at work in (i).
One may consider the need for such constraint and the
binding principles as indicating a weakness in the theo-
ry adopted.

30 -It is assumed that this rule is a "one step movement
rule" and not a successive cyclic movement such as syn-
tactic wh-movement,cf.P.L. and Aoun,Hornstein & Spor-
tiche (1981 ). Note that this assumption is not crucial
in (52 a-b).
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-In other words, we expect (48) and (49) to be ex-
cluded for the same reson excluding (47 b), but
cf.infra:

whoi do you think ['ti that ['ti saw Bill 7 7

-This can be technically achieved if it is assumed
that S is a projection of COMP as it has been fre-
quently suggested and that the features of the head
percolates up to the projection (S)of the head.

-It is suggested in P.L. that if some kind of adjacen-
cy condition is imposed on proper-government,an in-
dependent mean will be provided to exclude such
structures:

i-a)

[vPVNP [t te VP Z7 7

b)x John was persuaded Bill [t to win J

c)x who did John persuaded Bill [t to win 7
As indicated in P.L.,if there is no S-deletion in
the embedded clausal complement, the structures of
(i) will be excluded by ECP. If S-deletion takes pla-
ce in such constructions,then ECP would not be vio-
lated if proper-government does not require adjacency.

-Note that the relative scope of who and what does not
arise if the absorption mechanism of Higginbotham &
May (1979 a-b) is assumed. The exact nature of the ab-
sorption mechanism -although interesting in that it
may affect structures (48-49)- will be ignored.

-Irrelevantly, (b) may have the reading "not (I want
that for no x, x come)"

-This analysis was put forward by Kayne (1979 ) for
French and generalized to Italian by Rizzi (1980 ).
For a different analysis,cf.Miiner (1979 ).

-For a justification of the derived structure (67 b),
cf.Burzio (1981 ),Belletti & Rizzi (1980 ).
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38 -Recall that AGR is rot a proper-governor.

39 -The fact that X4 may have Case and that case-assi-
gnment requires government is discussed below,cf.P.L.

40 -This accounts correctly excludes anaphors from post-
verbal subject position since they will be A-free in
§° . It is to be assumed that when it does not under-
go affix-movement.AGR which is in INFL is not in A-posi-
tion. As to whether it is in A-position,cf.P.L.,where
the isuue is raised. Assuming that INFL is the head of
S and that AGR is in INFL,it will not be, like all
heads,in an A-position either.Cf.chapter 2,footnotes
4 and 41 for the nature of the coindexation holding
between AGR and the subject.

41 -Other examples of clitics &-binding the variable
left by the extraction of the wh-element will be
considered in the following chapters.

42 -In any situation, it is necessary to assume that case-
assignment is done after the application of the affix-
movement rule. To see why consider the following struc-
ture in Italian ( from P.L.):

i-x NPV L& L anaphor [, V-INFL 7 7 7

In (i), the affix-movement rule applied. The anaphor
is not governed and has no accessible SUBJECT.Conse-
quently,the binding principles are inoperative and
nothing excludes the sentence. If, however, it is as-
sumed that case-assignment or case-checking is done
after the affix-movement rule (at S-structure for ins-
tance) and that this assignment requires government,
(1) will be ruled out by the Case-filter since the ana-
phor -a lexical element- will receive no Case. Two
questions can be raised. The first one concerns case-
assignment of wh-elements in COMP. The second one
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concerns (ii) where the anaphor is not lexical:
ii-2 NPV L= Lot Lyp V-INFL 777

cf.P.L. where these problems are discussed.

-0r will be assigned but will be invisible in L.F.where
the B-criterion is presumably checked,cf.P.L.

-A quantifier in COMP is not an R-expression,cf.P.L.

<This. amounts to saying that a variable must be case-
marked or that wh-movement takes place from a case-
marked position,cf.P.L.

-Actually the situation is more complex since the ex-
traction of preverbal elements is excluded even in
matrix clauses in Italian,cf.Rizzi (1980 ).This is,
however, irrelevant to our discussion,cf.P.L.

-Although the situation is complicated by the existence
of the affix -movement rule applying in syntax in
Italian.

-The analysis of Kayne (1975 ) which suggests that there
is clitic-movement in these constructions in French,
is assumed. On ne-cliticization in Italian,cf.Burzio
(1984 ),Belletti & Rizzi (1980 ).

-The notion of c-command referred to is the one defined
in the following paragraph (cf.10') and not the one
defined in (10).

-Irrelevantly ?anna may be followed by a clitic for a
PP. ,cf.Aoun (1979 ) and Ayyoub (1980 ) for further de-
tails. :

-The situation is somewhat similar in English where that
appears with a tensed clause and for with a non-tensed
clause;the latter but not the former assigns Case,cf.P.L.

-The idea of treating COMP as a governor was first sugges-
ted by Rouveret(1980);cf.also Aoun,Hornstein & Sportiche
(1981 ).
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53 -This may help to understand why the basic structure
of S is as in (1)
i- NP NFL VP
or to put the matter differently: why don't we start
with a structure 1ike (ii) ?
ii- NP [QP V + INFL ... 7

The reason is that -INFL will fail to govern NP and VP,
hence to respectively assign Case and mood to these
elements. The considerations of footnotsc 42 are alsod
relevant in this respect. To put mattersdifferently,
it is suggested in P.L.that INFL subcategorizes the
subject NP and the predicate VP. Under the assumption
that subcategorization involves government (cf.P.L.,
Aoun & Sportiche1381 ),INFL must govern both the sub-
Ject NP and the predicate VP; thus .precluding a D-
structure 1ike (ii).

54 -0n the status of the empty element left by the affix-
movement rule,cf.P.L..Percolation down to the head V
may presumably be viewed as a PEphenomenon

55 -Note that we assume that INFL (AGR) is first attached
to VP then percolates down (or is copied onto) the
head V presumably in P.F.,cf.footnote 54. Being atta-
ched, or more precisely adjoined to VP, AGR will c-
command the post-verbal subject NP; it will thus count
as an accessible SUBJECT for this NP; being cliticized
and coindexed with this NP, it also will count as an
R-binder of this NP (cf. 8).However, as pointed out by
L.Rizzi,p.c.,in (72) there are two VPs. If INFL is atta-
ched to the higher one, AGR which is contained in INFL
will dominate the post-verbal subject and thus will not
count as an accessible SUBJECT, a governor or an A-bin-
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der. In short, we need to assume that INFL is atta-
ched to the lower VP.Note that if INFL does not go-
vern the post-verbal subject, this subject will not
receive Case and the derivation will be filtered

out by the Case-filter. We are assuming that Case-
assignment applies in a context of governance,cf.P.L.
and that Case is not transmitted from the preverbal
subject position,cf.chapter 3.

To obtain this result, many possibilities come to
mind. The simplest is to assume that INFL randomly
attaches to any of the two VPs. There will,thus be a
grammatical derivation namely the one where INFL atta-
ches to the lower VP. This is the result needed.Ano-
ther question to be asked with respect to these cons-
tructions is the following:since AGR may count as an
K-binder for the empty element left by the extraction
of the post-verbal subject, why doesn't it count as

an A-binder for the empty element left by the clitici-
zation of ne from inside this subject? Recall that in
order for an empty element to bind another element,it
must c-command this element and be coindexed with it.
NFL (AGR) is coindexed with the subject NP (cf.24 I)
and c-commands it;it, thus, may count as a binder of
this subject. However, it may not bind an empty element
contained in this subject because it is not coindexed
with this empty element. Furthermore, AGR cannot be
coindexed with this empty element because it would be
coindexed with the subject and with an empty element
contained in this subject; thus, violating the well-
formedness condition i/i (cf.26):

AGRP ... Ly s e? 7
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This incidentally indicates that AGR does not count
as an accessible SUBJECT for the empty element left
by ne-cliticization from a post-verbal position. Re~
call that we assumed that ne and its trace requires
c-command (cf.P.L. and Burzio 1984 ). It,obviously,
would be a welcome step in any framework to derive
the c-command requirement from the binding principles.
Note,however, that AGR will not count as an accessi-
ble SUBJECT; it remains to see whether this empty
element is governed.

Ne in Italian ( as en in French,cf. Kayne 1975 ) cor-
responds to a genitival noun. Assuming that case-
assignment is a special case of governance,cf.P.L.,
this means that the genitival noun which corresponds
to ne received its €ase by virtue of being governed

in the phrase in which it occurs (presumably by the
head of this phrase). Assuming, now, that the trace
left by the cliticization of the genitival noun

from the subject position is governed, the root clau-
se will count as a governing category for this empty
element since it lacks an accessible SUBJECT (in a
simplex sentence for instance). The derivation will be
ruled out by the binding theory, since in the root
clause the empty element will be free,

Suppose, however, that it appears that the empty ele-
ment left by ne-cliticization is not governed. This
empty element will lack an accessible SUBJECT (in sim-
plex sentence for instance) and will be ungoverned.
The derivation will be ruled out if it is assumed that
empty elements are anaphors and that as a matter of
linguistic principle anaphors must be bound in order
to be interpreted. Note that this is not quite redun-




dant with the binding theory. As a matter of linguis-
tic principle, anaphors must be bound; what the bin-
ding -theory determines is the domain -if any- in
which these anaphors must be bound (the governing
category). The assumption that anaphors must be bound
has obvious consequences for PRO (cf.Chomsky 1980 ,
P.L., Lasnik 1981 ) and for the extension of the no-
tion governing category (24 II) that will not be pur-
sued here.
Finally, as pointed out in Belleti & Rizzi (1980 )
(henceforth B.R.), in sentences such as (75 a), nei-
ther ne-cliticization nor the ¢ option (cf.i) are
allowed (cf. the following chapter for a detailed dis-
cussion of these constructions).

i- & telefonato molti ¢
These authors assimilate the ¢ element to PRO.They
suggest that (i) is ungrammatical because PRO is go-
verned by V and they account for the impossibility of
ne-cliticization from this position (cf.75 a) as fo-
1lows. Roughly, the post-verbal subject in (75 a) -
contrary to the one in the ergative construction (75 b)-
is not an argument of the verb. They reformulate the
subjacency principle in such way as to take into ac-
count this difference between (75 a) and (75 b). R
follows that the post-verbal subject in (75 a) =-but
not in (75 b)- will not be subjacent to the verb.There-
fore,the cliticization of ne in (75 a) will violate
the subjacency principle. They, moreover, indicate
that such a reformulation of subjacency may account
for the non-extraction from an adverbial position.As
pointed out,however, by A.Rouveret,p.c.,there is a
clear case in French where an element is extracted
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from an adverbial position:
ii- combien sont-ils venus de fois

how many be-they come of times

"how many times did they come"
In the approach we suggest,in order to account for
the ungrammaticality of (i),it is not possible to
suggest that AGR which is attached to VP governs -
the empty element inside the post-verbal subject:
recall that AGR governs an element by being coin-
dexed with this element (cf.supra);if AGR were to
govern the ¢ element inside the post-verbal subject,
there would be a violation of the well-formedness
condition (26) since AGR is coindexed with the whole
post-verbal subject. At this point, it is possible
to assume that AGR, when attached to VP, can govern
like other governors,i.e.that it does not need to
coindex the element in order to govern it (but cf.
supra). Another possibility will be to assume that
AGR by virtue of being c¢liticized to VP “lexicalize"
in some sense this VP which thus become a governor
on a par with x® governors. In both cases, the (-
element identified as PRO - will be governed. Each
of this proposal has a number of consequences that we
will not discuss. The first sections of the following
chapter concerning some quantified phrases in Italian
(tre settimane "three weeks") bear on some of these
issues.
The discussion of ne-cliticization (cf.75 a-b) and
that of (i) suppose then that in quantified phrases
of the form zﬁp quantifier-noun/, the noun position
may be ungoverned. (in order for PRO to appear in
this position) or may be governed (in order for ne-




cliticization to take place, if it is assumed that
ne corresponds to a genitival noun which is governed,
cf.supra). In other worus, the phrase lﬁP quantifier-
noun/ may ambiguously be characterized as a phrase
where the noun is governed or not. In the first case,
the noun is the head of the phrase (cf. Kayne 1981 ,
Belleti & Rizzi 1980 ). In the second, the quantifier,
presumably, is the head of the phrase and governs the
noun: It is interesting to note 1in this respect that
in Standard Arabic, the quantifier in the construc-
tions zap quantifier-noun/ bears the case assigned to

the whole NP and the noun bears the genitive case. The

implication of each analysis goes beyond the scope of

this work,for extensive analysis concerning quantified

phrases,cf.Vergnaud 1974 , Kayne 1975 , Milner 1978 ).
Thanks to R.S. Kayne for fruitful discussions.

56 ~-It is possible now to adopt the following definition

57

59

of government,cf.Aoun & Sportiche (1981 ):

i- Lgeeo XYooooee§ -0 T Where
(i) L = x°

(ii1) where 7p'is a maximal projection,;’dominates

X iff /2 dominatesy

cf.Aoun & Sportiche (1981 ) where it is suggested that

government is the symmetrized relation of c-command.

-Cf.P.L.,Van Riemsdijk (1978 ),Weinberg & Hornstein

(1981 ), Kayne (1981 ).

-Cf.Chomsky (1973 ) and P.L. where it is indicated that

this is a one step-movement rule.

-The pied-piping of the preposition de is irrelevant in

(85 b): "de NP" form an NP and not a PP in (85),cf.
Vergnaud (1974).

-By N if it 1s assumed that nouns are proper-governors

or by le (but cf.footnote 24).

131
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61 -Since (83) and (87) have essentially similar L.F.
representations, an L.F.principle such as ECP will
not be able to distinguish between the two sentences.
In P.F., however, (83) and (87) will have distintt——
representations. This suggests that the phenomenon
of preposition stranding is to be accounted for by
a P.F.-filter;presumably along the lines of Weinberg
& Hornstein (1981 ).A similar problem can be
raised in English with respect to the following
sentences mentioned in P.L.:

i- it is unclear who read which book
ii- it is unclear who left the book near what.
Assuming once again that there is no pied-piping in
L.F., the L.F.-representation of (i) and (ii) will
be (irrelevant details omitted):
i-= it is unclear [§ whichi who [é ej

J
read [ip xj book 7 7 7
ii- it is unclear L% what, whoj [% € left
the book [}P near xi.] 77

In (i),the variable Xy is left in non-properly gover-
ned position since nouns are not proper-governors(cf.
section 2.2.);in (ii),near is a preposition which
does not allow preposition-stranding (cfleinberqg. g .
Hornstein 1981 ) and like all prepositions is not a
proper-governor: X, is thus left in non-properly go-
verned position.Both sentences should be ruled out
by ECP.

In an unpublished work, basing himself on different
facts,J.Huang reaches similar conclusions concerning
the non-existence of pied-piping in L.F.



6 -Cf.Manzini (1980 ) where it is argued that prepo-
sitions do not have SUBJECTS.On this matter, cf.
also Stowell (1980 a). )

A problem with this proposal may be raised by the

ungrammaticalic.y of the following sentence where NP

seems to count as the governing category despite

the absence of an accessible SUBJECT in this NP:
i-z which, did you read ZEP xy book z

(where X4 is generated by the syntactic wh-
movement rule).
This sentence is to be contrasted with the gramma-
tical sentence (i) of the preceding footnote (re-
peated here in ii ):
ii-a) it is unclear who read which book
b) it is unclear [§ which, whoj [g e;

read [ﬁp x; book 777

Assuming that nouns are not proper-governors (cf.
the preceding footnote),in (i) and (ii) the varia-
ble X4 is left in a non-properly governed position.
Once again, ECP will not account for the contrast
between (i) and (ii). Cf.,however,Chomsky (forth-
coming) where an account of (i) in terms of Case is
suggested. )

63 -This is the counterpart of restricting proper-gover-
nors to lexical categories: a PP is a governing ca-
tegory if it contains a governor.An NP (or S) is a
governing category if it contains a governor and an
accessible SUBJECT.

64 -As indicated in P.L.,in (99) a proximate pronoun is
obligatory; in (100) it is optional. Judgements tend
to waver as to whether a proximate pronoun or an a-
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naphor should be used in some of the examples of
(100).0bscure factors enter into one way or ano-
ther as indicated in P.L.; compare (100 d) with:
i- John turned the argument against himself
(2 him with him coreferential to John)
With respect to the analysis of (98 b), .M.Ronat
in an unpublished work suggests that the cli-
tic lui in French may be characterized as an ana-
phor or as a pronoun.

65 -Recall that a variable is an A-bound empty element.

66 -As indicated in P.L.,the same considerations exclu-
de "xwhat Lt rainsy .

67 -Recall that PRO,NP-trace and wh-trace are conside-
red to be different ocuurences of the same (empty)
category;wh-trace is an A-bound empty category,NP-
trace is A-bound by an element in a non-8-position
and PRO is an empty element which is free or A-
bound by an element in a 8-position ,cf.P.L.

68 -The post-verbal subject position in infinitival
clauses will not be discussed. In P.L.,PRO cannot
occur in this position since it will be governed by
V.According to the analysis outlined in the first
part of the chapter,it can since AGR which is taken
to be the governor of the post-verbal subject posi-
tion is missing in infinitival clauses. The assump-
tion that PRO must be the head of the chain will be
questioned below.

69 -By the projection principle, the embedded construc-
tion in each case is clausal(whether finite or not).

70 -Other cases are to be considered.They involve such
examples as the following:

i-a) John believes Bill to be a fool
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b) John believes that Bill is a fool.
Belijeve triggers S-deletion too. It,however,differs
from examples (124-125) in that it assigns Case to
the embedded subject in non-passive constructions,
cf.P.L.

-Definition (119) will be reformulated accordingly
and (i1 a) eliminated from this definition,cf.infra.

-Informally speaking, a distinction is made between
bridge verbs allowing wh-movement over them,cf. (i)
and non-bridge verbs which do not allow this process,
cf.(ii);(cf. Erteschik 1973 ):

i- who do you think that Peter saw?
ji-% who do you murmur that Peter saw?

-For the Case assigned to the element in COMP,cf.P.L.

-There is a grammatical derivation for (122 b); /PRO
to winZ is difficult.

-Derivations where a wh-element receives Case in the
course of the movement will not be discussed,cf.
Kayne (1913 ).

-It is possible to suggest that case (ii b) of defi-
nition (119) cover these cases;but cf.Borer (1980 )
where it is suggested that clitics function as A-
binders.

Note that the assumption that clitics are in an A-
position is implicit in P.L. since it is suggested
there that clitics are in the position 8-marked

by the verb:usually B-roles are assigned to A-posi-
tions.

This analysis is not directly compatible with the
assumption that a clitic is in A-position. It will
be questioned later on.For the sake of the discus-
sion,it will be assumed that it is the correct one.



~

77 -Cf."it is illegal clause" and "it is likely that
John will win".

o 78 -As for t, ,if it is assumed that for assigns Case
optionalTy,two possibilities will have to be con-
sidered;if ti does not receive Case,the 8-crite-
rion will be violated since the B8-role of the em-

e bedded VP will not be assigned to tj. If tj recei-
ves Case, the embedded VP will assign its 8-role
to tij.Assuming, however, that a case-marked trace
is a—variable, the derivation will be ruled out

® since this variable will not be A-bound.Note that
the latter assumption is not crucial in this sys-
tem; no matter what, the derivations will be exclu-
ded since Bill does not receive a 8-role.




CHAPTER 2: THE LOGICAL NATURE OF THE BINDING THEORY.

0. Presentation.

The generalization of the binding theory from a theory of
A-binding to a theory of A and A-binding outlined in the
preceding chapter was made possibly by assuming the main
principles of the government-binding framework as elabo-
rated in P.L. This chapter will discuss and, when nece-
ssary, modify some of the principles on which the binding
theory is based. It will be divided into three parts:

The first part discusses the application of the well-for-
medness condition commonly referred to as i/i. It will be
jndicated that this condition plays a crucial role in ac-
counting for the distribution of pronominal elements in
quantified phrases and for the scope of negation in Roman-
ce languages.

The second part deals with a particular instance of Moveo(
in L.F: lowering rules.

It will be argued that:

-Lowering processes which apply in L.F. affect not only
quantifiers but also some pleonastic elements such as
there.

-Chains are the doméin of lowering processes

-The output of these lowering processes is subject to the
binding principles; thus, providing further evidence for
the L.F. nature of these principles.

These lowering processes are made possible by the existen-
ce of a general process inserting in L.F. an non-referen-
tial PRO in case-governed contexts.After more investiaation
of the nature of the inserted element and of the insertion
mechanism, it will be shown that:



-This insertion process- like other insertion processes
affecting pronominal elements,cf.P.L.- can be eliminated.

® As such the contextual restrictions constraining "inser-
tion" processes will be derived from the existing gramma-
tical principles (such as the binding theory) at work in
the grammar.

Py -As for the insertion of PRO in case-governed context
which one expects to be banned by the binding theory, it
will be argued that pronominals are generated as' a set
of features (& person, /3 number, ¥ gender) and that they

PY get phonetically realized as pronouns in P.F. when they

have Case; otherwise, they will be interpreted as PROs.

Pronominal elements, thus, will be distinguished by the

feature (t Case): if a pronominal has Case, it will be

interpreted as a pronoun (he, she, it,...) otherwise it
will be interpreted as PRO. Only non-case-marked pronomi-
nals (i.e. PROs) will have to be ungoverned.

-The theoretical implication of the presposals is a re-

interpretation of the notion "empty category" defined in

P.L. (cf.chapter 1). It will be suggested that there is

no (type) distinction between pronouns and the so-called

empty (non-overt) categories (NP-traces, wh-traces, PROs):
pronouns are just a different occurence of the "empty
category" identified as such in terms of properties of the
structure they appear in.

The last section of Part II will be concerned with the
o interpretation of these empty elements: when do these

elements function as arguments, bear a 8-role ? In par-

ticular,two kinds of variables will be distinguished:

Q-variables (variables coindexed with an operator in an
® 'K-position) and non-Q-variables (variables coindexed




with a non-operator in an K—position). Only Q-variables
will be treated as (quasi-) arguments. As such, they
will be subject to principles A and C of the binding
theory and will, thus, escape the effect of the Speci-
fied Subject Condition (SSC). Non-argument variables
(i.e.non-Q-variables), on the other hand, will only be
subject to principle A of the binding theory and will,
thus, obey the SSC. Evidence for this proposal will be
drawn from the interaction of the SSC and the French
causative constructions.

The application of the SSC to the causative construé-
tions of French will be pursued in greated detail in
Part III. These constructions indicate that the opaque
domain defined by the subject is affected by the follo-
wing factors (cf.Rouveret and Vergnaud 1980 ):

a) the cliticization of this subject: the opaque domain
defined by the cliticized subject differs from the
opaque domain defined by the non-cliticized subject.

b) the application of a rule which fronts the verb and
its object (V-preposing): the opaque domain defined
by the subject when V-preposing applies differs from
the opaque domain defined by this subject when V-
preposing does not apply.

To account for (a) and (b), it will be suggested that:

- the notion of accessible SUBJECT defined in the pre-
vious chapter is to be replaced by that of accessi-
ble chains.

- a SUBJECT (or a chain ) is accessible to the elements
bearing the same index,i.e. to the elements which
belong to the same argument-structure.




PART I: ON THE APPL ICAT DN OF THE WELL-FORMEDNESS
" CONDITION I/L

In the following section, we will illustrate the appli-
cation of the well-formedness condition commonly referred
to as i/i which played an important role in the definition
of the notion accessible SUBJECT. It will be indicated
that this condition is relevant in various constructions
such as quantified phrases of the form (Q PRO) (section 1)
and negative constructions of the form ninguno (nobody)

in Spanish and similar negative constructions of other
Romance languages (section 2).

In Italiap, as in other Romance languages, the distribu-
tion of quantified phrases of the form (Q PRO) is restric-
ted: they appear in preverbal subject position only (cf.
Belletti and Rizzi 1980 ):
t -a) [ tre settimane J passano rapidamente
"three weeks elapse rapidly"
b) [ tre PRO 7 passano rapidamente
"three elapse rapidly"
c)x Gianni trascorrerd [tre PRO 7 a Milano
"Gianni will spend three in Milano"

As it will become clear, the ungrammaticality of (c) comes
as no surprise if it is assumed that in (c¢), the head PRO
of the quantified phrase is accessible to government by
the verbal element trascorrerd,cf.Belletti and Rizz.

(1980 ): sentence (c) will be excluded by the binding re-
quirements from which it follows that PRO must be ungover-
ned.

In 1ight of the above remarks, the grammaticality of (b)
becomes puzzling: why isn't PRO governed in subject posi-
tion by AGR which in tensed clauses was assumed to govern

14wV
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the subject position?
It will be argued that the grammaticality of sentence (b)
is straight-forwardly accounted for by the well-formedness
condition i/i adopted in the previous chaptei. Recall
that following P.L., it was assumed that AGR is coindexed
with the NP it governs and that this coindexing is subject
to the well-formedness condition i/i.(Bearing this in mind
consider the representation of (b):

t.b) ZﬁPk tre PRO 7 AGRK passano rapidamente

Since government of the subject NP i< done by coindexation
with AGR, the well-formedness condition i/1i will prevent the
index from percolating to the head PRO of this NP.In brief,
PRO cannot be governed by AGR in (b) (section 1).
Other constructiors where the well-formedness condition i/i
accounts for a somewhat puzzling array of facts concern
the quantifier ninguno ("nobody") in Spanish. Consider the
following contrast which was first pointed out by Milner
(1979 ) for the equivalent sentences in French:
i.d)=x la foto de ninguno esta en la mesa
"the picture of no one is on the table"
e) no vi la foto de ninguno
"I have seen the picture of no one"

In preverbal subject position ninguno may not appear inside
the NP. In object position, however, it can. To account for
the contrast between (d) and (e), it will be suggested that:
L.f) the particle no and ninguno are coindexed.
g) no is in INFL and has the same index as AGR.

Assumptions (f) and (g) combined with the existence of a
rule which deletes no if there is a preverbal ninguno
(cf.Rizzi 1980 and Jaeggli 1980 ) will explain the contrast
between (d) and (e) as follows:




i-d)=s [‘pr la foto de ningunob 7 L'INFL no®
AGRY 7 ...
b b .
e) [INFL no AGR™ 7  wvi [Npla foto de
ningunob 7

In (d), the subject NP has the same index as an element
(ninguno) contained in it; the derivation will be filte-
red out by the well-formedness condition i/i. In the
remaining part of the section dealing with negation,some
predictions of the analysis outlined will be discussed.
Ih essence, these predictions have to do with the inter-
pretation of negative sentences which appears to be cons-
trained by the well-formedness condition i/i; thus, pro-
viding further evidence for this condition and for the
framework in which it is embodied (section 2).

1. The distribution of PRO and the well-formedness
condition i/i.
Directly relevant to the approach outlined in the pre-
vious chapter as well as to the government-binding frame-
work is the analysis of ne-cliticization in Italian sug-
gested in Belletti and Rizzi (1980 ) (henceforth B.R.).
Their extensive analysis cover the possibility of ne-
cliticization in various contexts. In this section, the
attention will be restricted to the contexts which moti-
vated a rede¢finition of the notion governing category in
B.R.: they essentially concern the preverbal subject and
the object position (cf.also Burzio 1981 ). As in B.R.
the facts concerning ne-cliticization will be presented
first. (These facts as well as the presentation are direc-
tly drawn from B.R.).

T



e

In an indefinite quantified NP of the form ZﬁP QN 7
the N modified by the quantifier can be pronominalized
in two different ways in Italian: either with clitic
ne or with a zero pronoun (). As indicated,however,
by the following paradigm, the two options do not al-
ternate freely and their occurences seem to obey in-
tricate gescriptive constraints. Thus, consider the
@/ne alternation in preverbal subject and object posi-
tion:
1-a) tre settimane passano rapidamente
“three weeks elapse rapidly“'
b) tre @ passano rapidamente
"three § elapse rapidiy"
c)x tre ne passano rapidamente .
"three ne (of them) elapse rapidly"”

2-a) Gianni trascorrerd tre settimane a Milano
"Gianni will spend three weeks in Milano"
b)x Gianni trascorrerd tre ¢ a Milano
"Gianni will spend three ¢ in Milano"
c) Gianni ne trascorrerd tre a Milano
"Gianni ne will spend three in Milano"

0f the four possible occurences of ne and (,only two
turn out to be grammatical: in preverbal subject posi-
tion only ¢ is possible (cf.1l) and in object position
only ne is possible (cf.2.).The complementarity which
shows up in (1) and (2) raises two major problems ,
(cf.B.R.):
a)- Why is the ne pronominalization only
possible in object position (cf.2 c) ?
b) Why is the @ pronominalization only possi-
ble in preverbal subject position (cf.1l b)?




Considering first problem (a), a movement analysis of
ne-cliticization (cf.Kayne 1975 ) is assumed in B.R.:
3- Adjoin clitics to V.

Formulation (3) permits the derivation of both (1 c)
and (2 c); the corresponding S-structures would be:

4-a)x ['S' [S Lyp tree; J L[,p ne passano
rapidamente 7 7 7 ‘
b) [-S- Ls Cyp Gianni 7 EVP ne; trascorrerd
[‘Nptre ei] a Milano 7 7 7

In B.R., the contrast between (4 a) and (4 b) is accoun-
ted for by the Empty Category Principle: as indicated
below, the subject position is taken to be ungoverned

in B.R. Since in (4 a), the clitic ne which is adjoi-
ned to the verb does not c-command its trace, the empty
category left in subject position would be non-properly
governed, and as such would produce a violation of ECP.
(cf.also Kayne 1979 where this explanation is suggested
for the paraliel cases of French). In the framework of
the previous chapter where ECP is dispensed with, this
amounts to saying that g is not bound in its governing
category violating thus the binding principlesl.

Consider, now, the second problem raised by (1-2): why
is the ¢ pronominalization only possible in subject
position? I other words, how is it possible to account
for the contrast between (1 b) and (2 b)?

Following an idea proposed in Kayne (1979 ), B.R. make
the assumption that the ¢ pronoun found in (1 b) and

(2 b) is essentially to be assimilated to PRO. Recall
that it follows from the binding theory that PRO must be




ungoverned. By adopting Kayne's analysis of the PRO-
status of the null pronoun, the asymmetry between (1 b)
and (2 b) can naturally be reduced to the following:
PRO—is—assigned a governing category in the object posi-
tion but not in the subject position. Since the inter-
nal structure of the NP is the same in both cases,such
an asymmetry is to be related to NP-external proper-
ties. h B.R., the definition of government (cf.section
3.1. of the previous chapter) is modified so as to
restrict the class of possible governors to lexical ca-
tegories. From this restriction, it follows that: '

5-a) The subject position is an ungoverned posi-

tion in S (since AGR # 1lexical).
b) The object position is governed by V 2.

It follows from this modification that a sentence like
(1 b) whose structure is given in (6) is acceptable:

6- E-g ES ENP tre PRO 7 [VP passano
rapidamente 7 7 .7

In (6), PRO is neither governed NP-internally, assuming
that the specifier Q is not a possible governor, nor
NP-externally, the subject position being an ungoverned
position in S. As for the object position, consider the
structure of (2 b):

7- ['.s [S [NPGianni‘] [VP trascorrera

Z.NP tre PRO 7 a Milano 7 7 7

As in (6), PRO is not governed NP-internally;assuming
that it is governed by the verb, the derivation will
be ruled out by the binding theory. However, from the
definition of government adopted in the previous chap-
ter, NP and S boundaries are absolute bharriers for



§overnment. In B.R., the notion of government is exten-
ded so as:

8- The head of a maximal projection is accessi-
ble to an external governor but peripheral
positions (i.e. positions different from the
NP-head) are not.

From this extension, it follows that PRO in (7) is gover-
ned by V, since the boundaries of the object NP are trans-
parent to government of the head: (7) will be excluded

by the binding theory which requires PRO to be ungoverned.

B.R. show that these results extend to other constructions:where NP is
ungoverned £Q PRQ/ is possible andiwhere NP is governed it is impossible.
Thus we have (9) where /[ Q PRO / is in the unaoverned Tonic
position, and (10) where the subject is governed by Aux
in COMP (cf.Rizzi 1979 ):

9- [ di libri 7 L1op [NP tre PRO 7 7

credo che 1i leggerd domani
“[ of books 7 three, I think that I will read
them tomorrow"

tre PRO 7 wusciti 1'anno scorso 7 7
“[ of books J, three having come out last
year..."

This analysis raises a major problem: in the government
binding framework, AGR -being a governor- excludes PRO
from subject pqsition of tensed clauses. In B.R.'s
approach it is predicted that PRO should always be possi-
ble in this position. In order to overcome this problem,
B.R. suggest a refinement of the notion governing catego-
ry. Following Chomsky (1980 ), a distinction 1is made



between instances of case-assignment determined by a
governing element and instances of case-assignment
determined by the structural context when no lexical
governor is.-available: nominative assignment inside
an NP, for example, are instances of structural case-
assignment. The definition of "governing category"
is defined accordingly: ~
11- o< is a governing category for,/3 iff:
1- ABis governed in K
2- 2 is in a context of (structural) case-assi-
gnment in

where % =S (or 5) NP 3

(11) will solve the problem mentioned in the previous
paragraph: the subject NP position of a tensed clause

is assigned a governing category via case (2) of defi-

nition (11), hence PRO is always excluded from this po-
sition; but PRO properly contained within a quantified
NP'[‘:”J Q PRO7 1in preverbal subject position of a ten-
sed clause fulfills neither case (1) nor case (2) of
(11), hence its occurence is allowed as desired.

Summarizing B.R.'s analysis, the complementary distri-
bution between ne and PRO in preverbal subject versus
object position is accounted for by the ECP.and by the
hypothesis that the'object position is a governed po-
‘sition while the subject position is not. These results
are obtained by modifying the notions "government"
(cf.8) and "governing category" (cf.1l).

While the extension of the notion "government"(cf.8)
seems motivated enough (cf.P.L. where the issue is dis-

cussed), the extension of the notion "governing cate-
gory" (cf.11) faces some problems in gerundial cons-

tructions for instance. One of the main reasons that

U )



motivated the definition of government given in P.L.
(cf.Aoun and Sportiche 1981 and the previous chapter)
is the distinction between gerunds and NPs:

12-a) I like [yp PRO reading books 7

b) I like [ NP his reading books /

13-a)x I like PRO book 7

his book 7

[.NP

b) I like [ ,p

The NP objects of (12), (13) are (14 a), (14 b) respec-
tively:
14-a) [yp NP* vP 7

b) [ yp NPEN 7

Under the definition of government adopted in the previous
chapter, the head of VP in (14 a) does not govern NP* sin-
ce it is dominated by a maximal projection (namely VP)

that does not dominate NP*. But the head of N in (14 b)
coes govarn MP* cince the first maximal projection domi-~

nating this head dominates the No* .also. From this, it
follnws "that PRO is a possible choice for the ungover-
ned NP* in (14 a) (as in 12 a) but not for the governed NP
in (14 b) as in (13 a). A phonetically realized NP (e.g.his)
is a possible choice for NP* in either (14 a) or (14 b)
since genitive Case is assigned in this structure.

In B.R.'s extension of the notion governing category, this
distinction between gerunds and NPs is not preserved.
Assuming, as they do, that genitive is an instance of struc-
tural case-assignment, PRO will not be a possible choice in
neither (14 a) nor (14 b).

Let us consider, now, a different approach to account for
the problem concerning the occurence of PRO im tensed



clauses. The general idea according to which PRO in
[&P Q PROJ is ungoverned in subject position but gover-
ned in object position will be maintained.The fact that
PRO in an indefinite quantified NP [ﬁP Q PROJ is ungo-
verned in subject position will follow from independent-
1y motivated constraints -specifically the well-formed-
ness condition i/i discussed in the previous chapter-
and not by assuming that AGR is not a governor.
Recall that the well-formedness condition i/i (discus-
sed in the previous chapter) and repeated here as (15):
15- & Lygy... J} ...J (where i is a superscripted
or a subscripted index, cf.P.L.).

rules out any derivation where a phrase ( Y}) has the
same index as an element contained in this phrase ( ;i)'
This well-formedness condition holds for a variety of
constructions as illustrated in (16):
16-a)x ['NP. the friends of [ﬁP- each other 7 J
i i

b)x [.NP the owner of [‘[’Npi his 7 boat 7 7

i
c)x [‘Npi the friends of 1'['NP1 their/ parents] J

Recall also that AGR is coindexed with the NP it governs:
17-  NPP aAGrP VP

and that the coindexing of AGR with any element contained
in this NP violates the well-formedness condition (15):
18- Lyppe-- 8P .02 nGRP VP

With this in mind, consider the following derivation:
19- Lipp  Q PRO 7 AGRP  vp

Since government of the subject NP is done by coindexa-
tion (cf.P.L.), the well-formedness condition (15) will



prevent the index p of NP from percolating to the head PRO
in (19):
19-a)x [y Q PROP 7 AGRP vp

In brief, PRO cannot be governed by AGR in (19). In (20),
however, the well-formedness condition is inoperative;
nothing prevents PRO from being governed by AGR:

20-  PrOP AGRP  vp

PRO being governed in (20),the derivation will be filte-
red out by the binding theory.
Consider, now, a derivation where PRO appears in object
position:

21-a)x% [VP v [NP tre PRO 7 7

b)x [yp V PROJ

In object position there is no reason to assume that V
and the object are coindexed ? In fact, one may view the
necessity of coindexation between AGR and the subject po-
sition as following from the application of the agreement
rule at work between these two elements. In (21 b), PRO
will be directly governed by the object and in (21 a),it
will also be governed by V according to the extension

(8) of the notion government.

This solution then makes the required distinction: it
correctly excludes the occurence of [ﬁPIQ PROJ in the
object position while allowing it to appear in the sub-
ject position of a tensed clause. Note that this solution
preserves the core idea of B.R.'s analysis. It does not,
however, face the problem conce}ning gerundial construc-
tions encountered by the particular instantiation of this
general idea chosen in B.R. We also can drop their notion



of governing category (cf.1l) and restrict Case-assign-
ment to government. This analysis is to be viewed as an
improved concretization of their analysis rather than

a departure from it.

2. The scope of negation and the well-formedness
condition 1i/i.

Other constructions where the well-formedness condition

i/i (15) accounts for a somewhat puzzling array of facts

concern the quantifier ninguno ("nobody") in Spanish.

As indicated in Jaeggli (1980 ), the analysis of nessuno

outlined for Italian in Rizzi (1980 ) can be extended

to Spanish to account for the behaviour of ninguno.

In Spanish, as in Italian, a preverbal ninguno does not
tolerate a no attached to the verb; whereas a post-verbal
ninguno requires it (cf.Jaeggli 1980 from which the
following sentences are taken):
22-a) no vino ninguno
b)x vino ninguno
¢) ninguno vino
d)x ninguno no vino
“no one came"

23-a) no veo a ninguno
b)x veo a ninguno
c)? a ninguno veo
d)x a ninguno no veo
"I don't see anyone"

This may be accounted for by a P.F. rule which deletes
the no if there is a preverbal ninguno (cf.Jaeggli 1980

and Rizzi 1980 for the precise characterization of, this
rule):



24- no ————» ¢ / ninguno ——— x

In L.F., the meaning of ninguno is combined with no to
@ form NEG(Ex);i.e. there is no x or it is not the case
| that there is an x. The L.F.-representation of (22 a,c)
for instance will be:
25-a) NEG ( E x) ( x vino)
) b) NEG ( E x) (vino x)

Recall, moreover, that the analysis of nessuno (ninguno
in Spanish) in Italian was based on the following assum-
ptions originally suggested for French in Kayne (1979 ):

® 26-a) The particle ne (no in Spanish) is a scope
opérator determining the scope of nessuno
(ninguno)
b) nessuno (ningunc) undergoes the quantifier
@ movement rule in L.F.-component.

In 1ight of (24-26),consider the following sentence:
27~ no quiero que venga ninguno
"I don't want anyone to come"

According to (26), (27) will have the following inter-
pretation (irrelevant details omitted):
28- NEG [E x/ [ quiero [ que venga x 7 7

® . (29) however, cannot have the same interpretation as (27):
29- no quiero que ninguno venga
“I don't want that no one come"
30- % NEG [E xJ [ quiero [S que X venga J 7

o Rather, it has the following interpretation:
31- NEG [ quiero ['S' que NEr [E x7 x venga J 7

5

As indicated earlier, the ungrammaticality of (30) illus-
trates an ECP effect: the variable x is left in non-pro-
perly governed position. In terms of the aeneralized bindina




theory, the variable x, in (30) is not A-bound in its
governing category,the embedded S; violating, thus,

principle A of the binding theory.

6
Let us consider, now, the following sentences:

32-a)x la foto de ninguno esta en la mesa
“the picture of no one is on the table"
b) no vi l1a foto de ninguno
"I have seen the picture of no one"

In preverbal subject position, ninguno may not appear
inside NP.In object positicen, however, it can. To ac-
count for the contrast between (32 a) and (32 b), I
would like to suggest that:
26-c) no is in INFL and has the same index as AGR?
d) The particle no and ninguno are coindexed.

(26 d) may be thouaht of as an instantiation of the infor-
mal observation mentioned above according to which the
meaning of ninguno is combined with no to form NEG/E xJ
(cf.2§). Given (26 c-d), the contrast between (32 a)
and (32 b) will be accounted for by the well-formedness
condition i/i (15). According to (26 c-d), the represen-
tation of (32 a-b) will be prior to the deletion rule
(24) and the quantifier raising rule as follows:

32-a)x [ ypP 1a foto de ningunoP 7

[ yp "o AGRP 7.
b) EINFL noP AGRP J vi [NP la foto de
ningunop 7

In (32 a), the subject NPP has the same index as an ele-
ment (ningunop)-contained in it; the derivation will be
filtered out by the well-formedness condition (15).

This analysis predicts that the occurence of L-NP la



foto de ningunof in preverbal subject position shouid
be possible if the scope indicator no is in a diffe-
rent clause as in (33):
- P '
33 [‘5 no ...[S [Npk la foto di

ningunoP 7 AGRIS..] 7

In (33), no which is in the matrix clause is coindexed
with ningunop and the subject NP like all subjects (cf.
P.L.) is coindexed with the AGR of the embedded clause
in which it appears. (33) does not violate the well-
formedness condition, the derivation shouid, therefore,
be grammatical. This appears to be the case as indica-
ted by the grammaticality of (34)9.

34- no quiero que la foto de ninguno esté en

"I want the picture of no one to be on

1a mesa
the table"

Another prediction of this analysis concerns the inter-
pretation of (34). Recall that of the two interpreta-
tions ailowed for (29) one, namely (30), is ruled out
by ECP (or by the generalized binding principles):
29- no quiero que ninguno venga
“I don't want that no one come"

30- x NEG [E x7 [ quiero z; qué x venga 7 7

31- NEG [ quiero [ que NEG [E x/ x venga 7 7

For (34), the analysis put forward predicts that the
opposite holds:
34- no quiero que la foto de ninguno esté en
la mesa

The interpretation corresponding to (30) where ninguno
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is associated with the matrix no is the only possible
one:
35- NEG [E x7 L quiero L3 que [p la foto

de xJ esté en la mesa 7 7
36~ 2 NEG [ quiero que [ NEG /[E xJ [&P la foto
de x/ esté en 1a mesa 7 7

Prior to Quantifier-Raising and to the application of
rule (24) which deletes no when it is preceded by nin-
guno,(36) will have the following representation (irre-
levant details omitted):
36~a)x no quiero que [NPp la foto de ningunop J
noP AGRP esté en 1a mesa

In (36), the subject of the embedded clause has the same
index as ninguno; the derivation will be filtered out by
the well-formedness condition (15).

This prediction is fulfilled; the only possible interpre-
tation for (34) is the one corresponding to (35). This
can be clearly seen if (34) is followed by quiero que la
foto de Pedro esta en la mesa "I want the picture of Pe-
dro to be on the table"; (37) is a contradiction:

37~ no quiero que la foto de ninguno esté en la
mesa; quiero que l1a foto de Pedro esté en 1la
mesa

"I want the picture of no one to be on the
table; I want the picture of Pedro to be on
the table".

Summarizing, the well-formedness condition (15) accounts
for the ungrammaticality of sentences where ZNP det N
de ningunos appears in the subject position of matrix
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clauses (32 a), for the .grammaticality of sentences
where the NP containing ninguno and the scope marker no
are in different clauses (34) and for the non-availabi-
lity of some interpretation in the latter context.




PART II: ON THE LOGICAL NATURE OF THE B INDING PRINCIPLES:
QUANTIF IER LOWER ING,DOUBLE RAISING OF "THERE"
AND THE NOTION EMPTY ELEMENT.

In the previous chapter, it was argued that the generali-
zation of the binding theory to a theory of A and A-bin-
ding has both concentual and empirical advantages. In par-
ticular, it permits to dispense with the Empty Category
Principle (ECP) as an independent principle in the grammar.
Since the ECP applies in L.F. and since the generalized
binding principles replace the ECP, it follows that these
binding principles have to apply in L.F. The study of a
particular instance of Move o in L.F.-Lowering rules -
will provide further evidence for the L.F. character of
the binding theory. Consider the following sentences:
i-a) there seems to be someone in the room
b)?xthere seems to be likely to be someone in
the room

Sentence (i b) where there has been moved twice contrasts
with sentence (i a) which is grammatical. Similarly,
consider:
i-c) some politician is likely to address John's
constituency
d) some politician seems to be likely to address
John's constituency.

As indicated in May (1977 ), sentence (i c) is ambiguous:
the quantifier may be understood as having either wider or
narrower scope than the matrix predicate. In sentence (i d),
however, the narrow scope reading is not available.

Clearly, the contrast illustrated in (ic-d) is parallel to
the one considered in(ia-b). To account for these contrasts,



it will be suggested that:

-there exists in L.F. a process of Lowering applying
optionally to quantifiers and oligatorily to some
pleonastic elements such as there.

-chains constitute the domain in which Lowering ap-
plies: the antecedent of a trace may be lowered to
ﬁhe position occupied by the trace, but the control-
ler of PRO may not be lowered to the position occu-
pied by PRO.

ii-a) NP, AGR V [ e; V...J

Lowering ——»

b) e AGR V [ NP V ...J

Note that tne empty element left in the position from which
Lowering applies (e in iib) will be free; thus, violating
the binding principles which require this empty element
to be locally bound. Derivations such as (ii), however,
are saved by a process inserting in L.F. a non-referential
pronominal:

ii=-c) PRO AGR V [‘S NP V ...J7

This insertion process is limited to case-governed contexts
and it follows that an element which has been moved twice
in syntax will not be lowered in L.F. to its base-generated
position (e, in iii a):

jii-a) NP AGR V ['S e v ['S e, V... 7] 7

Lowering and PRO insertion ———>
b)x PRO AGR V ['S e ) ['s NP V... 7 7

The reason is that the intermediate empty element (e} in

ii1 b) will be left free; thus violating the binding theory.

This analysis accounts for the ungrammaticality of doubly

158
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raised there and for the ambiguity of sentence (i ¢)

where the quantified NP may have a wide or a narrow sco-
pe reading versus the non-ambiguity of (i d).Note that
evidence for the L.F. character of the binding theory
would have been provided since the output of the LF-Lowe-
ring process is constrained by this theory.(sections 3.1.
and 3.2.).

The analysis presented so far raises a number of questions
concerning the insertion of a non-referential PRC in case-
governed contexts: since it occurs in a governed context,
how come that the output of PRO insertion is not filtered
out by the binding theory? What is the status of the in-
sertion rule?...

With respect to the insertion of PRO in case-governed
contexts, it will be argued that pronominals are always
generated as a set of features (& person, Bnumber, ¥ gen-

der) and that they get phonetically realized in P.F. when
they have Case. In other words, pronominal elements are
distinguished by the feature (f Case): if a pronominal

has Case, it is interpreted as a pronoun ( he, she, it);
otherwise, it is interpreted as PRO. Only non-case-marked
pronominals -i.e. PROs- have to be ungoverned. (section 3.3.)

With respect to the process of non-pronominal insertion
applying in L.F.,it will be suggested that it essentially
is the counterpart of the overt it-insertion rule discus-
sed in Chomsky and Lasnik (1977 ) (section 4.1.).Whether
applying in syntax or in L.F., it will appear that this
insertion process -like other insertion preocesses discus-
sed in P.L. - can be eliminated in favor of more inter-
pretive principles. As such, the restriction of insertion
to case-governed contexts will be derived from the gramma-
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[
tical principles (such as the binding principles) at work
in the grammar (sections 4.2., 4.3.).

® The last sections of Part II will be concerned with the

theoretical implications of the previous proposals. In
particular, these proposals will suggest a reinterpreta-
) tion of the notion "empty categovy" as defined in P.L. It
o will be argued that there is no type distinction between
pronouns and the so-called empty categories (NP-traces,
wh-traces, PROs): pronouns are just a different occurence
of the empty category identified as such in terms of pro-
® perties of the structure they appear in (section 5. The
structure in which it appears, will identify the occuren-
ce of the empty category and will determine whether it is
referential or not (sections 5.1.1.,5.1.2.). In particu-
® lar, it will appear that two kinds of variables have to be
distinguished: Q-variables -i.e.variables coindexed with
an operator in A-position- and non Q-variables -i.e.vari-
ables coindexed with an non-operator in A-position. Only
® Q-variables will be treated as (quasi)-arguments. As such,
they will be subject to principles A and C of the binding
theory and thus, will escape the effect of the Specified
Subject Condition (SSC)Non Q- variables, on the other hand,
o will only be subject to principle A of the binding theory
and thus, will obey the SSC. Evidence for this proposal
will be drawn from the interaction of the SSC and the
French causative constructions (section 5.1.3.).

@
3.1. Lowering of “"there".
In Dresher and Hornstein (1979 ), the observation that the-
re can only be moved once is attributed to Postal 10:
o 38-a) there seems to be someone in the room
b)?xthere seems to be 1ikely to be someone in the
room
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(38 b) where there has been raised twice contrasts with
(38 a) which is grammatical:
38-a) z:sl there1 seems Lfsz e, to be someone in

the room 7 7
b there seems e to be likel

['53 e, to be someone in the room 7 7 7

(where e is the trace left by the extraction
rule).

Following P.L., it was assumed in the previous chapter
that there is co-superscripted with the post-verbal
By
subject:
39- there? is someoneP in the room

To account for the contrast between (38 a) and (38 b),
the following assumptions will be made:
40-a) In L.F., there is lowered to the minimal clause
(S) containing the element with which it is co-
superscripted.

b) In raising constructions, there is a process
inserting a dumnq non-referential PRO in nomi-
native contexts (or more generally in case-
governed contexts.We will return to the exact
formulation later on).

(a non-referential PRO is the non-phonetically
realized counterpart of the non-referential it:
"it seems that Peter likes John").

Given assumptions (40 a-b), the contrast between (38 a) and
(38 b) will be accounted for by the binding principles.

Consider (38 b): first there is lowered:



162

41-a) [-51 [sl e, seems [52 e, to be Tikely
['53 there3 to be someone in the room 7 7 7 7

Then the dume element will be inserted:
41-b) [gl [51 PRO1 seems [sz e, tc be likely

[‘S3 there3 to be someone in the room 7 7 7 7

—

It is possible to think of lowering as undoing the effect
of Move o{ . With this in mind, consider a representation
such as (38 b). In (38 b), there, e; and g, are coinde-
xed by Move o . In (41 a) which is generated from (38 b)
by lowering, e , e, and there will not be coindexed if
lowering undoes the effect of Move € . In other words,

e, in (41 a) (or for that matter PRO which is inserted in
the position of e cf.41 b) will not count as the antece-
dent of the trace e, . Derivation (41 a-b) will be ruled
out by the binding principles: the minimal S containing
a governor (seems) and an accessible SUBJECT (AGR of the
matrix clause) for &, is §1. In this governing category,
& is A-free; the derivation will be ruled out by princi-
pTe A of the binding theory.12

For (38 a), the binding theory is irrelevant:after the lo-
wering of there and the insertion of the dummy element
(38 a) will have the following representation:

42 - [g [‘sl PRO1 seems [52 1'.he|r'e2 to be some-

one in the room 7 7

3.2. Qantifier Lowering.

The analysis suggested to account for the ungrammaticality
of doubly raised "there" may be extended to account for so-
me cases of Quantifier-Lowering. Consider the following
sentence discussed in May (1977 ):




43- Some politician is likely to address John's
constituency. '

May argues that this sentence is ambiguous: the quanti-
fier may be understood as having either wider or narro-
wer scope than the matrix predicate. (43) may be taken
as asserting either (a) that there is a politician,e.q.
Rockfeller, who is likely to address John's constituen-
cy, or(b) that is is likely that there is some politi-
cian (or other) who will address John's constituency.
(This sentence type is discussed in a somewhat diffe-
rent context in P.L.): |
43-a) there is a senator S, such that it is likely
that S addresses John's constituency.
b) it is 1ikely that there is a senator S,such
that S addresses. John's constituency.

May offers an explanation of these judgments in terms of
his rule of quantifier movement which, he suggests, can
“lower" the quantifier. It is thus possible to derive
two logical forms from the S-structure of (43);one by
adjoining the quantified noun phrase "some politician"
to the matrxi S, the other by lowering and adjoining it
to the embedded S:

44-a) ['S [’Sl some politician ['S e, is likely

['52 e, to address John's constituency] 7 7]
b) ['5' [Sl e, is likely [Sz some politician
[y e, to address John's constituency 7 7 77
Consider, now, the following sentence where the quanti-
fied NP has been raised twice in syntax:

45- Some politician seems to be l1ikely to address
John's constituency.

10D
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As has been noticed, (45) is not ambiguous: it may be
taken as asserting (a) that there is a politician,e.qg.
Rockfeller, who seems to be likely to address John's
constituency,but not (b) that it seems to be likely
that there is some politician (or other) who will add-
ress John's constituency (the judgments are those of
N.Chomsky, J.Higginbotham and J-R.Vergnaud in the cor-
responding French examples):

45-a) there is a politician S such that it seems
to be 1ikely that S addresses John's cons-
tituency.

b)x it seems to be likely that there is a poli-
tician S such that S addresses John's cons-
tituency.

Clearly, the paradigm considered in (43-45) is parallel
to the one considered in (38 a-b). The analysis sugges-
ted for the latter cases may be extended to the former
as well (cf.40):

46-a) In.L.F. , a quantifier may be lowered.

b) In raising constructions, there is a process
inserting a dummyv non-referential PRO in nomi-
native contexts. '

(We will return to the formulation of 46 later
on).

Given assumptions (46 a-b), the non-ambiguity of (45)
may be accounted for by the binding theory. Consider the
representation of the two possible readings13 of (45):
(47 a-b) correspond to (45 a-b) respectively:

47-a) L‘sl some politician L'S1 e, seems [52 e,

to be likely [?ss eq to address John's cons-
tituency 77 7 7



165

b) [ PRO, seems [ e, to be likely [
51 1 52 2 53
some senator [‘53 ey to address John's

constituency 77 7 7

In (47 b), the quantifier has been lowered and adjoined
to the embedded 53 by the two processes of Quantifier-
Lowering (cf.46 a) and-Quantifier-Raising (cf.May 1977 )
and adurmy PRO has been inserted in the subject posi-
tion of S; (cf.46 b)!*. In (47 a-b), the minimal §
containing a goveroor (seems) and an accessible SUBJECT
(AGR of the matrix-clause) for e, 1s the matrix S. h
this category, %Z is A-free in (47 b) but A-bound by g
in (47 a). Consequently, (47 b) -but not (47 a)- will be
ruled out by principle A of the binding thecry.

In (44 a-b), however, no violation of the binding princi-
ples occurs: in (44 b), the dunmy PRO will be inserted

in Ql according to (46 b). In (44 a), & will be bound by
£, and £ will be bound by some politiciangand in (44 b),
31 will be bound by some politician.

In short, the non-ambiguity of (45) v.s. the ambiguity of
(43) is accounted for by the binding theory: while the
structures corresponding to the two readings of (43) do
not violate any grammatical principles, the narrow scope
reading of (45) (cf.47 b) violates the binding theory.
Note, fina]]y,'that if correct, the analysis of there in
the previous section and that of the lowered quantifier
provide further evidence for the L.F. character of the
binding theory since in both cases this theory applies at
the output of L.F. rules.
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3.3. Some general considerations concerning Lowering.

It is clear that the analysis of doubly raised there

and of quantifier lowering raises many questions. It is
legitimate to ask when lowering is possible, when the
process of dummy insertion operates, what the exact
nature of the inserted element is... To answer these
and other questions of related interest will be the main
concern this section.

Let us start by considering the various assumptions made
in the previous section:

40-a) In L.F. , there is lowered to the minimal
clause (S) containing the element with which
it is co-superscripted.

b) In raising constructions, there is a process
' inserting a dummy non-referential PRO in no-
minative contexts.

46-a) In L.F., a quantifier may be lowered.
b) In raising constructions, there is a process
inserting a dunmy non-referential PRO in no-
minative contexts.

With respect to the context in which the dummv element
is inserted, it need not to be restricted to nominative
contexts; it can be.generalized to case-governed contexts,
i.e. to contexts where a governor assigns Case: after
'believe-type verbs, for instance, which govern and assign
Case to the embedded subject, the same facts discussed in
the previous two sections hold:
38%a) I believe there to seem to be someone in the
room
b)x I beli¢w there to seem to be likely to be
someone in the room



434 I believe some senator to be likely to
address John's constituency

454 I believe some politician to seem to be

likely to address John's constituency

15 it does

As for lowering itself, cf.(40 a) and (46 a)
not seem to be possible in all constructions. As indica-
ted in May (1977 ), it does not apply in want-type
constructions. In contrast with (43) (repeated here for
convenience) (48) is unambdguously interpreted as (48 a):
the reading where the quantifier has narrower scope than

the matrix predicate is not available:

43- some politician is likely to address John's
constituency

48- some senator wants to address John's consti-
tuency

a) there is a senator S, such that S wants that
S addresses John's constituency

Recall that the raising constructions such as (43) differ
from want-type constructions (48) in that a process of
S-deletion applies permitting the embedded subject to be
raised:
49- some politician, is likely
['S e to address John's constituency 7

50- some senatori wants
[’s [S PRO,i to address John's constituency? 7

As indicated in P.L., the process of quantifier lowering
distinguishes, thus, between PRO and trace and provides
further evidence for the distinction between these two
empty elements. In terms of the definition of chain

(A ]



suggested in the preceding chapter, the quantifier and
its trace e in (49) are in the same chain whereas the
quantifier and PRM in (50) are in different chains sin-
ce they are separated by S. It is, thuss—aatural to sug-
gest that chains constitute the domain in which lowering
may apply. This suggestion will provide the adequate dis-
tinction between (49) and (50) while allowing there to

be lowered in senteances such as (38)

3.3.1. On the distinction PRO/Pronoun.

Another question raised by the analysis presented in
the previous two sections concerns the dummv element:

in (40 b) and (46 b), this dummy element was assimilated
to a non-referential PRO -the phonetically non realized
counterpart of the non-referential it-. The identifica-
tion of the dumv eiement ra.ses, however, a major pro-
Slem. From the binding theory, it follows that PRO must
be ungoverned; if the dummy - element were PRO, the out-
put of the insertion rule would have to be filtered out
by the binding theory since this PRO is inserted in a
case-governed context. An ad hoc solution will be to
consider that tnis referential element is not a PRO
("ence not subject to the binding theory),or, worse,that
-contrary to the referential PRO- an expletive PRO must
not be ungoverned. For various empirical and theoretical
reasons mentioned in P.L., this proposal cannot be main-
tained. (cf.also Aoun 1981 ). Briefly, it appears to be
desirable to keep as much as possible the paralielism
between phonetically and non phonetically realized nomi-
nal elements: non phonetically realized elements differ
from phonetically realized elements in that they lack

a phonetic matrix (cf.P.L.).Phonetically realized
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elements may be referential or not; similarly, non
phonetically realized elements will be referential
or not. Nominal elements may,.  thus, be classified
with respect to the features (t referential)
(t phonetic)17:
51-a) + referential -phonetic : PRO
(as in "John wants /x PRO to win/" ) .

b) + referential + phonetic:lexical names
(1ike John, pronouns such as he, she...)

c) -referential + phonetic:expletive elements
(lTike it("it seems that John is sick"),there...

d) -referential - phonetic: expletive elements
non phonetically realized (i.e.dumy PROs)

To illustrate, phonetically realized it is ambiguously
identified as referential (as in "it is in the car") or
non-referential (as in "it seems that John will win").
Consequently, non-phonetically realized pronominals (or
PROs) will be referential (as in "John wants PRO to win")
or non-referential. An instance of the latter is the PRO
which appears in Italian in preverbal subject position:

52- /3 Lyp . VP NP 7

In (52), where the subject has been post-posed, /3 has
been identified as PRO (cf.the preceding chapter). This
PRO is co-superscripted with the post-verbal subject NP
and is the counterpart of the non-referential il of
French or there of English (cf.P.L.) (see, however, foot-
note 15):

53-a) 11 est arrivé trois hommes

b) there arrived three men



Furthermore, in Aoun (1981 ), non-referential PROs are
shown to be subject to the binding theory: they cannot
appear in governed contexts.

The above considerations prevent us from considering
that the dummy element inserted by (40 b) or (46 b) is
not a non-referential PRO or that it need not be ungao-
verned. Let us, therefore, consider a more principled
approach to the problem raised by the occurence of the
non-referential PRO in case-governed contexts.

In the government binding framework, the various compo-
nents of the grammar are organized as follows (cf.P.L.):

54 - D-structure
I “Moveo{ "
S-strugture ,
Surface strdfz;::/”’h\\\\\\\rjzfructure
P.F. L.F.

D-structures are generated by lexical insertion rules

and base rules. These structures are mapped into S-struc-
tures by "Move &L “. S-structures are, in turn, mapped in-
to the two interpretive components P.F.(=Phonetic Form)
and L.F. (=Logical Form) yielding Surface-structures and
L-structures respectively.

PRO is a set of features (olperson,Anumber, ¥gender...)
It differs from other pronouns in that it lacks a phone-
tic matrix (cf P.L.). I will assume that pronouns are
always generated as a set of features ( o person, /4 num-
ber,X gender) and that they get phonetically realized
in P.F. when they have Case. Thus, pronominal elements
are distinguished ‘by the feature (1 Case): if a prono-
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minal has Case, it is interpreted as PRO. To illustrate
the sentence He likes Mary would in fact be generated

as a set of features (masc., singular, 3rd person...)
in subject position. Since this feature matrix recei-
ves nominative Case, it will be phonetically realized

as a pronoun. This proposal is to be embodied in the
general visibility convention suggested in Aoun (1979 )
according to which Case is the relevant feature in P.F.:
in order for an element to be visible in P.F. it must

be Case-marked.

With respect to the principles at work in the grammar,
the distinction is,thus, between case-marked versus
non-case-marked pronominals: for the binding theory,
for instance, a case-marked pronominal is subject to
principle B and a non-case marked pronominal to princi-
pPles A and B; case-marked pronominals will have to be
free in their governing category whereas non-case marked
pronominals or PROs will have to be ungoverned.
To illustrate, consider once again gerunds and NPs
(cf.12-15): ‘

55-a) [p NP* VP 7

b) Lyp NP*ON 7

Reca11 that under the definition of government adopted
in the previous chapter, the head of VP in (55 a) does
not govern N P% since it is dominated by a maximal pro-
jection (namely VP) that does not dominate NPX. But the
head N in (55 b) does govern NP*, since NP is the first
maximal projection dominating NP* and the head of N.Let
us consider that case-assignment is optional and that
the set of features (o{person, A number, Y gender,i.e.
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PRO) may be freely inserted in N P% position. In (55 a),

if we choose to assign Case to NP*, this set of featu-

res (= PRO) will be case-marked, hence, phonetically

realized; otherwise it will not have a phonetic matrix:
56-a) I Tike Z.NP PRO reading books 7

b) I Tike [.NP his reading books 7

In (55 b), if we choose to assign Case to N pX s PRO (the
set of features) will be case-marked, hence, phonetica-
11y realized in P.F.; if we choose not to assign case,
the non-case marked PRO will have to be ungoverned,thus,
precluding its occurence as the subject of the NP:

57-a) I like Z‘NP his book 7

b)x I like [.NP PRO book 7

This approach solves the problem raised by the insertion
of a dummy PRO in case-governed contexts in raising cons-
tructions. Recall that this dummy PRO is inserted in the
subject position of the matrix clause which is case-gover-
ned by AGR. Being case-marked by AGR, this element will
not be subject to principles A and B of the binding theo-
ry but only to principle B: it does not need to be un-
governed. The only peculiarity with this element is that
it gets inserted in L.F., after the application of the
lowering rules. Being inserted in L.F., the P.F. rules
which phonetically spell out case-marked pronominals

will not apply to this element.

3.3.2. Some remarks on anaphora.
One may wonder why non-case-marked pronominals are trea-
ted as anaphors. This amounts to asking: what is an ana-

phor? Far from outlining a theory of anaphora, the follo-
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wing remarks must at best be taken as speculative.
In P.L., anaphors (such as reciprocals, reflexives
NP-traces) are considered to lTack inherent referen=~
ce. Given that we assumed that PROs differ minimally
from pronouns in that they don't have Case and that
some PROs are not even referential, it is possible
to assume that every element with an incomplete ma-
trix is treated as anaphor: tautologically, a matrix
is incomplete ifF it is not fully specified for all
the relevant features such as referentiality, Case
etc...Reflexives, reciprocals, NP-traces are ana-
phors since they lack Case.

As for wh-traces, recall that in the above discussion,
PROs were distinguished from pronouns by the feature

( o Case). In P.L., PROs, wh-traces and NP-traces are
all considered to be three occurences of the same type:
they all have the feature o person, ,3 number, gender
but differ with respect to their antecedent: PRO is
either free or has an antecedent with an independent
8-rote, NP-trace has antecedent in non-8-position and
wh-trace has an antecedent in non-A-position. Further-
more, it is assumed that wh-traces are case-marked
whereas PROs and NP-traces are not. In short, with res-
pect to their internal structure, PROs and wh-traces
differ by the absence vs.presence of Case. Given what
we said earlier concerning the phonetic realization

of pronouns, one expects wh-traces to get phonetically
realized since they are case-marked. Althought restric-
ted, the phonetic realization of wh-traces occurs in
various languages such as Arabic, Hebrew, Vata (cf.Aoun
1979 , Borer 1993 , Koopman 1980 ).
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Note that Case is a necessary but not a sufficient con-
dition for an element to get phonetically realized. Thus,
in English, in order for an element to get phonetically
realized, it must be case-marked and must not be marked
L+ wh7 (i.e. it must not be coindexed with a wh-element):
only non-case-marked pronominals are phonetically reali-
zed in this language.19

This raises an interesting question with respect to the
status of wh-traces or more generally variables: why are
they treated as anaphors? There are at least two possibi-
lities that one can explore: the first considers that va-
riables are anaphors because they lack inherent reference.
The second considers that variables are anaphors when they
cannot be phonetically realized. The two possibilities
make different predictions and it appears that the second
one is to be preferred.

As indicatecd in Koopman (1980 ), Aoun (1979 )(1981 ), in
some languages such as Vata, Modern Hebrew or Arabic, va-
riables left by the extraction of wh-elements are subject
to the ECP. If, however, these variables are phonetically
spelled out, they escape the effect of the ECP. Thus, con-
sider the following sentences of Arabic:
58-a)x man, tadunnu ?anna  x; %Bahaba
whoi do you think that e, left
b) man; tajunnu ?annahu, 8ahaba

whoi do you think that hei left

"who do you think left?"
(58 a) illustrates a = [that-t/ effect; the variable is
not properly-governed and, thus, is ruled out by the ECP.
In (58 b), however, where the variable is phonetically

spelled out, no more ECP violation occurszo. In the frame-
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work of chapter 1, this amounts to saying that only

the variables in (58 a) is treated as anaphor. This
variable, thus, will be subject to principles A and C
and as such will display a x/that-tJ/ effect. The varia-
ble in (5% b), however, will notbe treated as anaphor
and as such will escape the effect of the %x/that-tJ.

With this in mind, let us return to the two possibili-
ties concerning variables. Recall that the first con-
siders that variables are anaphors because they lack
inherent reference. In other words, the first possibi-
1ity will treat both variables as anaphors and, thus,
will not be able to account for the contrast between
(58 a) and (58 b). For the second, however, no probiem
arises. It correctly will treat tne variable 1in (58 a)
as anaphor because it cannot be phonetically realized;
the one in (58 b), however, will not be tr:ated as ana-
phor. An account ofF this state of facts is aiven in chapter 4.

In brief, Case seems to be a necessary and sufficient
condition for pronominals to be phonetically realized.
As such they are not anaphors. On the other hand,Case, '
in some languages, does not seem to be a sufficient con-
dition for wh-traces to be phonetically realized. When
they cannot te2 phonetically realized, these elements are
treated as an anaphor. In other words, an element is an
anaphor (= has an incomplete matrix) if it lacks an in-
herent reference (reflexives, reciprocals) or if it does
not satisfy the conditions which need to be fulfilled in
order for this element to be phonetically realized (NP-
traces, wh-traces, PROs).

Recapitulating the content of sections (3.3.),there
exists in L.F. a process of lowering applying optionally



to quantifiers and obligatorily to co-superscripted
elements such as there (but cf. footnote 15). Chains
constitute the domain in which lowering applies: the
antecedent of a trace may be lowered to the position
occupied by this trace, but the cont-roller of PRO
may not be lowered to the position occupied by PRO:

59-a) NP, AGR  V ['S e, V... 7

by lowering —————

b) e AR V [ NP V... ]

The empty element left in the position from which lo-
wering applies ( e in 59) will be free violating thus
proper binding which requires empty elements to be lo-
cally bound. Derivations such as (59 b) are, however,
saved by a process inserting a non-reterential prono-
minal in case-governad contexts: this inserted element
"absorbs" (or erases) the free empty element and, like
ail case-marked pronominals, need not be ungoverned:
59-c) PRO AGR V [‘S NP V... 7

The insertion process is limited to case-governed con-
texts and it follows that an element which has been
moved twice in syntax will not be lowered in L.F. to
its bYase-generated position (e2 in 60):

60~ NP AGR V [‘Sl ey v ['Sz e, v... 7 7

by lowering and PRO insertion ——
a)x PRO AGR V [ e, V [ NP, V...7 7
S1 1 Sy 2

The reson is that the intermediate empty element (e; in
60 a) will be left free (without antecedent). This ana-
lysis thus, accounts for the ungrammaticality of doubly

raised there (cf.section 3.1.) and for the ambiguity
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of (58) where the quantified NP may have a wide or
narrow scope reading versus the non-ambiguity of (60)
where quantified NP has only the wide scope reading
only. As usual, more questions are raised by this
analysis than answered: why 1is the process of prono-
minal insertion restricted to case-governed contexts?
What are the elements that undergo lowering (cf.foot-
note 16)? Is there an overt process of pronominal
insertion applying in syntax? It is to some of these
questions that we will, now, turn.

4. On insertion rules.

4.1. "it-insertion".

In the preceding sections, a process of non-overt pro-
nominal insertion applying in L.F. was discussed. This
process prevents some derivations where lowering leaves
a free empty element in case-governed contexts from '
being filtered out by the binding theory; thus, provi-
ding further evidence for the L.F.-character of this
theory. This process is essentially the L.F. counter-
part of the overt it-insertion rule, which is discussed
in Chomsky and Lasnik (1977 )21. }
Given the 8-criterion and the projection principle,the
non-referential pronominal element whether overt or not
will be inserted in non-8-position only (i.e. positions
to which no 6-role is assigned ) as in (61):

6l-a) it seems that John left

b) it was believed that John left

If the insertion applies in syntax, the pronominal ele-
ment will be phonetically spelled out by P.F.-rules; if
it applies in L.F., the pronominal element will not be

LN
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phonetically realized since P.F.-rules do not have
access to L.F. This, clearly supports the organization
of the grammar assumed in the government-binding frame-
work where L.F. rules do not feed P.F. rules. Given
the assimilation of overt and non-overt insertion pro-
cesses, the insertion of it in (61) may also be consi-
dered as a device to absorb the empty element in the
subject position of the matrix clause; thus, preventing
the derivation from being filtered out by the grammati-
cal principles (but.cf.infra):
62-a) e seems that John left
b) e was believed that John ieft
c) e is unclear what to do

It is clear that an ordering problem may be raised;no-
thing, a priori, prevents the jnsertion rule from apply-
ing in L.F. and not in syntax. Derivations (62) will
be saved but the pronominal element will not be phone-
tically realized:
63-a) PRO seems that John left
b) PRO was believed that John left

To exclude this possibility, one needs to say the inser-
tion rule applies as soon as it may: in (62), the rule may
apply in syntax, but in the examples discussed in the
preceding sections which involve lowering, it may not
apply till L.F. The intuitive idea behind this proposal
js clear: the rule applies in such a way as to maximize
the phonetic realization of the inserted element. It is
hard to imagine that this requirement is specific to
ruIe (91): For the moment, we will assume that it is a
general principle contraining insertion rules. If so,

no specific condition concerning the application of the
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rule inserting it will be necessary?2 Note that +f

the binding theory applies at S-structure and at L.F.
as it will be suggested below, derivations (63) will
be ruled out by the binding theory. In the subsequent
sections, the insertion rule will be dispensed with
in favor of more interpretive principles.

4,2. On the status of insertion rules.

Up till now, two cases of pronominal insertion were
discussed: the first applies in L.F. and has no visible
effects; the second in syntax and has visible effects:
the inserted pronoun is phonetically spelled out by P.F.
rules. It was also suggested that pronominal insertion
applies as seon as it may: in syntax first; otherwise

in L.F. While the functional considerations behind this
ordering requirement seem plausible - the insertion me-
chanism maximizes the phonetic realization of the inser-
ted element- it may be a welcome step to dispense with
“any stipulation concerning the mode of applicatian of the
rules; i.e., to wonder whether it is possible to assume
that insertion rules apply freely. Obviously, the most
radical way to dispense with any ordering requirement is
to eliminate the need for insertion rules.

As indicated in P.L., the three types of empty category
-PRO, variable, NP-trace- partition the class of possible
positions of NP. NP is either governed or ungoverned. If
ungoverned an empty category is PRO; if governed it can
only be trace. This trace is a variable if it is RA-bound
and it is an NP-trace if it is A-bound by an element in

a non B-position. Since the three empty categories pérti-
tion the distribution of NP, it is reasonable to presume
that in fact there is only one basic empty category o :
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each occurence of & has one of three clusters of proper-
ties. This assumption will explain the partitioning
which otherwise remains mysterious.
Let us consider this assumption in greater detail.Since
PRO enters into typical agreement phenomena, it is quite
reasonable to assume that it has the features person,
number and gender:

63-a) John tried [ PRO to help himself J

b) they tried [ PRO to become doctors 7

In (63 a), PRO has the feature (masculine) and in (63 b),
the feature (plural), triggering agreement just as an
overt pronoun would in a comparable position.
A similar argument'shows that trace should have these
features as well. Thus consider (64):
64-a) who did John think [ t would help himself’
b) they seem [t to be doctors 7

The same considerations that suggest that PRO has the
features in question apply in (64). to indicate that trace
also has these features . So that there will be no inter-
nal difference in the constitution of trace and PRO.These
are some of the conceptual and empirical reasons to sup-
pose that there is really only one basic empty category
which may have the grammatical features person, number,
gender, Case (cf.P.L.)

It is possible to distinguish between the different occu-
rences of the empty category as PRO, NP-trace, or varia-
ble in terms of the derivation: if the empty category is
base-generated without a corresponding phonological ma-
trix, we have PRO. If it is "left behind" by a movement
rule, we have trace. If this trace is locally A-bound,

it is a variable, otherwise not. It is also possible to
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o
identify occurences af PRO, NP-trace or variable in
terms of properties of ti.e structure in which they

® appear, whether L.F., S-structure or D-structure.Vari-

S ables will be identified by the fact that they are lo-
cally K-bound. As for distinguishing between NP-trace
and PRO, it is possible to do so in a straightforward

o way: a non-variable occurence of the empty category
is PRO if its local A-binder has an independent 8-role
or if it is free (not bound), and is NP-trace if it is
locally A-bound by a category in a non-8-position. (cf.

P P.L. where it is also indicated that the difference
between the (local) binders of PRO, NP-trace, and wh-
trace follows from the Projection Principle).

Suppose now. that the NP ¥ is moved to a position in
¢ which it does not c-command its trace 2. as in the
cases of subiject-inversion in Italian (cf.the previous
chapter):
65- /3 [,p VP NPT

Then /3 is the trace of of and ol is the antecedent of /3.
However, since B3 is free. it is interpreted as PRO.This
is the result neéded, since the trace of NP left by NP-
inversion is in fact PRO, not NP-trace., as we see from
considerations of binding theory: in (65)., if/Sisinter-
preted as NP-trace. the representation will be marked
as ill-formed by the binding theory since this trace will
be A-free. Thus the charactarization of empty catego-
ries adopted in the above paragraph incorporates what
amounts to the rule of PRO-insertion in (65) (cf.the
previous chapter): it follows by definition, that the
trace left by NP-inversion 1is PRO (cf.P.L.]j.

To make these remarks more precise, follcwing P.L., it




will be assumed that there is some set of grammatical
features P that characterizes pronouns. The set P inclu-
des person, number, gender, Case. The members of P
will be referred to as P-features. We call o an empty
category if & = 4p F7, where F< P, F non-null; if &«
is not an empty category, we will call it a lexical
categorz.we now have definitions (66) and Principle(67):
66-a) o is a variable if and only if it is loca-
11y K-bound.
b) o, is an NP-trace if it is locally A-bound
by /3 in a non-8-position.

67- If o is ar empty category, then it is an
araptlior
(cf. the previous chapter and section 3.3.2).

The convention associated with Moveol is that when o is
moven by this rule it leaves behind the trace z&P F7
coindexed with of , where F is the set of P-features of¢f .

A pronominal has no gcammatical features other than P-
features, and may or may not have a phonological matrix:
68- ® s a pronominal if and only if
X = ZNPrF ,», MJ] J, where M i. a phonological
matrix and F< P and either (i) and (ii):
(1) oA is free;
(i1) o is localiy A-bound by an element gwith
an independent 8-role.

If  {pFJ, it is PRO; otherwise, ¢ is a pronoun.Since
PRO meets (67) as well as (68), it is a pronominal ana-
phor, as requirea by the binding theory. If l&P F7 is loca-
11y A-bound by /3, in a non-8-position, it is not a pro-
nominal but rathesr NP-trace, a non-pronominal anaphor.
Finally,if (F) is locally A-bound, it is a variable.
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4.3. On the Insertion Mechanism in Lowered Structures.
It is obvious that these suggestions may be applied to
the cases of non-overt pronominal insertion at work in
lowering cases (cf.sections 3). '
Consider (58) repeated as (69):

69- NP1 AGR v 13 e, vV ...J

As indicated earlier, in (69), the NP may be lowered
to the position gi:
69-a) e AGPR v [§ NP V...J

The empty element e left in the position from which lo-
wering applies in (69 a) will be "absorbed" by the inser-
ted non-referential pronominal:

69-b) PRO  AGR '] [g NP V...7

The insertion rule can now be dispensed with: in (69 a),
the empty element e is free; by definition it will be
interpreted as a pronominal (PRO). Note that this prono-
minal is "inserted" in a case-governed context and, like
all case-marked pronominals, need nrot be ungoverned.
Consider now doubly-raised elements (cf.60 repeated as
70):

70- FP AGR vy [gl ey v [éz e, V... 77

Recall that the NP may be lowered to the position of the
intermediate trace gl but not to that of %

Previously, thg uagrammaticality of (70 a) was accounted
for by restricting the insertion rule to case governed
contexts: e will be absorbed by the inserted pronominal
but no e,. It was also indicated that the inserted pro-
nominal canrot function as the binde. of e; . Thus,(70 a)




will be ruled out by the binding theory. By eliminating
insertion rules, this solution is not available anymore.
In fact, the approach outlined above allows us to ac-
count for the ungrammaticality of (70 a). In (70 a),
both e and e, are free; by definition, they will be in-
terpreted as pronominals:

70-b)% PRO AGR v ['Sl PRO1 v [‘Sz NP V...7 7

The pronominal in the subject position of the matrix
clause is in a case-governed context and like all case-
marked pronominals need not be ungoverned. However,
the pronominal in S1 is not in a case-context. Like all

non-case-marked pronominals, it is treated as an anaphor.
As a pronominal it is subject to principle B of the bin-

ding theory and as an anaphor, it is subject to princi-
ple A. The only way to satisfy both principles is for
this element to be ungoverned. This is not the case in
(70 b): PRO1 is governed by V. Therefore, the sentence
will be ruled out.

5. On Empty Elements.

Notice that we depart slightly from the approach sugges-

ted in P.L. which was presented in the previous section.

What we are suggesting is that an empty category is inter-

preted as a pure pronominal, and not as PRO, if it is

free or if it is locally A-bound by an element with an in-

dependent B8-role. If this pronominal is inserted in a case-

governed context, it is interpreted as a non-anaphoric

pronominal (i.e. as a pronoun), otherwise it is interpre-

ted as an anaphoric pronominal (i.e. as PRO). As a non-
anaphoric pronominal (i.e. as a pronoun) it will be sub-
ject to principle B of the binding theory only. As
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an anaphoric pronominal (i.e. as a PRO),it will be sub-
Ject to principles A and B; it, therefore, must be ungo-
verned. Pronouns and PRO, thus, differ by the presence
versus the absence of a-case-feature.(68) will be refor-
mulated accordingly: )
68-a) o is a pronominal if and only if
o= p F], where F <P and either (i) or (ii):
(1) ¢ is free
(i1) o is locally A-bound by an element /3
with an independent 6-role.

If F¢Case,o(is an anaphor- (=PR0O); otherwise i(is a non-ana
ﬁhor (= pronoun). If & is identified as a pronoun in
syntax; i.e.if & has Case in syntax, it will be phone-
tically spelled out by P.F.-rules; otherwise, it will not
be phonetically realized. This gives us the effect of
the ordering requirement discussed in section 4.1.There
it was stipulated that the insertion rules applies as
soon as they may: in syntax; otherwise in L.F. Assimila-
ting the rule of overt and non-overt pronominal (“it")
insertion, this moves was necessary in order to exclude
the derivation where the insertion rule applies in L.F.
but not in syntax. Consider once again the following un-
derlying representations (cf.62):

62-a) e seems that John left

b) e was believed that John left

If the insertion rule applies in L.F. but not in syntax,
the following ungrammatical structures will be generated:

63-a) PRO seems that John left
b) PRO was believed that John left

This possibility was excluded by the ordering requirement.
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This requirement is not necessary anymore: in (62),
either e has P-features or not. If it has not, the de-
rivation will be excluded by whatever grammatical prin-
ciple excluding non-filled matrices (cf.Chomsky 1980 ).
If it has P-features, it will be interpreted as a pro-
nominal since it is free (cf. 68 a). Since this prono-
minal has Case, it will be identified as a pronoun.
This pronoun will be phonetically spelled out by P.F.-
rules.
In Towering constructions, there is no empty category
which satifies definition (68 a) until L.F. where lowe-
ring applies (cf.69):

69-a) NP AGR v ['S eV ...7

by dowering ——
b) e AGR v [ S NPV ...7

In L.F., the empty element in (69 b) is interpreted as
a pronominal since it is free. Being case-marked or more
precisely case-governed, it will be identified as a pro-
noun. Thus, definition (68 a) allows us to distinguish

between (62-63) and (69) without any ordering requirement.

The approach adopted has some far reaching consequences.
Now, an -empty element may be interpreted as a wh-trace
if it is locally A-bound, as an NP-trace if it is loca-
11y A-bound by an element lacking an independent 8-role.
and as a prorominal if its is free or if it is locally
-A-bound ‘'hy an element with an indepedent 8-role.This pronominal is
identified as a pronoun if it is case-marked or as a PRO
if it is not case-marked. In other words, there is no
{type) distinction between pronouns and the other empty
categories: pronouns are just a different occurence of
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the "empty category" identified as such in terms of
properties of the structure they appear in. Furtheruw.re,
since pronouns may be phonetically realized, there is

no (type) distinction between the so-called null or non-
overt elements (NP-trace, wh-trace, PRO) and non-null
pronouns (i.e. phonetically realized pronouns)23/24.

5.1. The interpretation of Empty Elements.

5.1.1. The interpretation of Pronouns.
Returning to representations (62-69), recall that the
empty element is identified as a pronoun and,as argued
in section 4.1., this pronoun is non-referential:when
overt, it is realized as "it" (cf.61):
6l-a) it seems that John left
b) it was believed that John Tleft

The fact that this pronoun is non-referential follows
from the B8-criterion and does not need be stipulated.
(cf.P.L.). Consider first lowered structures:

69-b) e AGR V [’s NPV ...7

Suppose that the empty element e in (69 b) were inter-
preted as an R-expression (as a referential element).
Like other R-expressions, it would need a 8-role.Two
cases will have to be considered : (a) either the empty
element is in the same chain with the lowered element

or (b) it is not. Consider (a);in the sentences discus-
sed, the lTowered element is either there or a quanti-
fied NP; there is usually coindexed with an R-expressinn
(or a quantified NP); i.e. it is with the R-expression
(or the quantified NP) in the same chain. The quantified
NP in L.F. is subject to Quantifier-Raising which leaves
a variable interpreted as an R-expression (cf.P.L.). In



brief, in both cases, the empty element will ultimately
be in the same chain with an R-expression. Assuming
the empty element to be referential, this representa-
tion will be filtered out by the 8-criterion: the chain
contains two R-expressiocns to which a unique 8-role is
assigned. As for (b), since the empty element is in a
separate chain from the one containing the lowered ele-
ment, the derivation will again be ruled out by the 8-
criterion: the chain containing the empty element will
not be in a 6-position.
Similarly, in representations where thepronoun is phone-
tically realized ( as in 61), it cannot bhe interpreted
as an R-expression:

6l1-a) it seems that John left

b) it was believed that John left

The clause in (61 a-b) is an argument and needs a 6-role
(cf.P.L.). If it were interpreted as an R-expression
occurnving in the same chain as the clause, the derivation
will be excluded by the 8-criterion since two distinct
arguments occur in a single chain to which a unique
B-vole is assigned. If it were an R-expression in a dis-
tinct chain from the clause, the chain containing it will
not be in a 8-position; the representation will be exclu-
ded by the B-criterion. '

In short, the fact that a pronoun is interpreted as an R-
expression or not follows from the @-criterion and need
not be stipulatedzs.

5.1.2. The interpretation of NP-traces.

This approach may be extended to other occurences of em-
ty element. Consider first NP-traces. Two constructions
are to beconsidered: constructions where the antecedent
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of the NP-trace is not an argument (cf.71 a) and cons-
tructions where it is (cf.71 b):
71-a) NP... t
non-R-expression
(cf."it seems tu be certain that John left")
b) NP... t
R-expression
(cf. "John was killed")

The trace and its antecedent are in the same chain. In
(71 b), the trace cannot be interpreted as an R-expres-
sion; 2therwise the chain will contain two R-expressions.

In (71 a), the trace cannot be air R-expression either;
two possibilities are to be considered : (a) the antece-
dent is in a 9-position (b) the trace is in a 6-posi-
tion. Both (a) and (b) are excluded by the projection
principle: if the antecedent were in a 8-position, this
8-position would have been empty prior to movement and
if the trace were in a 0-position, this B8-position would
have been occupied by a non-R-expression prior to move-
ment.Thus, in (a) and (b), the &-criterion would not be
satisfied at D-structure; thus, violating the Projection
Principle. Since in (71 a), neither the trace nor its an-
tecedent may be in a 8-position, the chain containing
this trace will not receive a 8-role; therefore, the re-
presentation will be excluded by the 8-criterion.

In brief, the only grammatical representation is the one
where the NP-trace is treated as a non-R-expression:

72-6) NP.'Q ! t
non-R-expression non-R-expression
b) NP... t

R-expression non-R-expression
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£.1.3. The interpretation of variables.

Let us consider, now, variables bound by an operator

such as a wh-element:
73- Q ... X

Throughout the previous chapter, we have assumed that
the variable is an R-expression ( a name-like element)
(cf.P.L.): as an empty element it will be subject to
principl'e A of the binding theory and as an R-expression
to principle C of this theory.
The fact that variables are R-expressions (or more gene-
rally arguments) accounts for a somewhat puzzling array
of facts concerning weather-verbs ("it rains","it snows"
...).Recall that a PRO is an empty element which is ei-
ther free or A-bound by ar element in a 8-position.From
this definition, it follows that a pleonastic it or
there (as in "it seems that...", "there are three men")
never binds PRO. However, consider (74):

74- it sometimes rains after ( CA snowing)

As indicated in P.L., o/ must be PRO since it is ungover-
ned; but its controller is "weather-it". Controlled PRO
normally assumes the referential piroperties of its ante-
cedent: weather-it behaves as though it were referential,
but it can have no-referent. Horeover, other facts indi-
cate that this it behaves as a non-referential element;
for instance, it cannot be questionned:
75- x whati X3 rains

The ungrammaticality of (75) may be accounted for if it
is assumed that variables are R-expressions: in (75),the
variable will not be assigned a referential value.
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To account for the contrast between (74) and (75),it
is suggested in P.L. that one step in the interpreta-
tion of L.F. is to posit a domain D of individuals
that serve as values of variables and as denotata of
names. The natural explanation for the ungrammatical
status of (75) is, then, that as a matter of gramma-
tical principle, no element of D meets the require-
ments imposed by the predicate rains on its subject:
weather-it denotes no element of D. Thus, weather-it
is similar to arguments in that it can control PRO

but unlike them in that it aenotes no member of D, as
a matter of grammatical principle. Then, it is possi-
ble to distinguish two classes of arguments: true ar-
guments with potentially referential function -there
are elements of D that they take as values or denotata-
and quasi-arguments that lack any such function as a
matter of grammatical principle. Correspondingly, it
will be assumed that one of the possible 8-role is

one of quasi-argument (cf.P.L.).

The pronoun it can be a true argument ("it is on the
table") a quasi-argument ("it is rainihg") or a non-
argument ("it seems that John is here”). The same is
true of PRO: it can be a true argument ("he wants PRO
to win"), a quasi-argument (cf.74) or a non-argument
(the impersonal pronominal appearing in lowered cons-
tructions or in post-verbal subject constructions of
Italian). A variable, however, is a true argument with
a potentially referential function.

"he variables considered so far are A-bound by an ope-
‘tor (cf.73). At this point, it is possible to consi-
* that variables are inherently treated as arguments



or that they are arguments by virtue of being coindexed
with an operatorzs. The two approaches are different:the
first considers that all instances of variables are
arguments. The second considers that variables are argu-
ments only when they are coindexed with an operator
(cf.footnote 26); it amounts to saying that quantifica-
tion is restricted to terms referring to elements of

the domain D: only such elements i.e.potentially refe-
rential expressions, may be quantified. This approach
allows th2 existence of non-argument variables A-bound
by a non-operator. This appears to be the case.

Following P.L., it was indicated in the previous chapter
that with respect to binding, the appropriate distinction
- does not seem to be that of antecedent versus operator-
binding but rather antecedent versus peripheral binding.
The former holds when the c-commanding element is in an

A-position and the latter when it is in an A-position.
It was moreover indicated that clitics are in an A-nosition and that

thev may bind the variahle left by the extraction of wh-elments. Ob-
viously, these clitics are not operators. Thus clitics illustrate a
clear case where an ﬁ-binder.is not an cperator.

Consider, now, the following S-structure:
76- Pierre le voit
" Pierre seeshim"
which has the following D-structure cf.the previous chap-
ter and the references mentioned there:
76-a) Pierre le voit NP

In the following ckapter, it will be argued that this em-
pty NP cannot be PRO (contrary to what was temporarily
assumed in the previous chapter), since clitics are in an
R-position, this empty element will te identified as a
variable.
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Consider.now,the following paradigm in French:
77-a) e il est venu
""he came"
b) e il est difficile de partir
"it is difficult to leave"
c) e il pleut
"it rains"

-

Since clitics are in an K-position, the empty element
left by the cliticization of the subject is identified
as a variable in (77). It is plausible to assume that
this variable is an argument in (77 a) but not (77 b).
Sentence (77 b) illustrates, then, a clear case where
the variable is not an argument.

Furthermore, in the following chapter, it will be indi-
cated that some clitics function as R-expressions (R-
clitics) and some others do not (non-R-clitics). It will
ulso be argued that R-clitics cannot occur with another
R-expression in the same chain: this will be excluded

by the 8-criterion. The same reasons may be invoked to
suggest that the variables in (77 a) and in (77 c) are
not R-expressions (arguments): in (77 a) and (77 c), if
the variable were (quasi-)arguments the chair in which
the clitic and the variable occur would contain two
(quasi-) arguments: the variable and the clitic. Similar-
ly in (77 b), the variable cannot be an argument: either
it is in the same chain-with the clausal argument ("de
partir") or it is not. In the first case, two arguments
will be in the same chain; in the second, the chain con-
taining the variable will not be in a 8-position or al-
ternatively, "de partir" won't have a 6-role. In brief,
when a variable is coindexed with a non-operator, it
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cannot be a (quasi-) argument.

If correct, this result may have some important conse-
quences for the application of the binding principles.
Recall that variables are subject as anaphors to nrin-
ciple A of the binding theory and as arguments (name-
like elements) to principle C of this theory. It is
interesting to wonder whether both principles apply
to variables which are not arguments as in (76-77).

As formulated, principle C applies to names and name-
like expressions (which are arguments). Since some
variables are non-arguments, we may expect them not

to be subject to principle C of the binding theory.

If so, non-arguments variables will be subject to
principle A only: they will have to be A-bound in their -
governing category. Moreov:r, recall that AGR or MNp,S7
cannot count as accessible SUBJECTS for variables in
non-subject position; this was excluded by the fact

that variables are subject to principle C of the bin-
ding theory (cf.the previous chapter for more details).
Suppose, now, that non-argument variables are not sub-
ject to principle C. Then nothing prevents AGR or Mp,s7
from counting as accessible SUBJECTS for these variables
when they occur in non-subject position. In other words,
the governing category of these variables will be the
same as the governing category of NP-traces occuring in
the same position. The difference between these variables
and NP-traces will be that the former have to be A-bound
and the latter A-bound in this governing category.This is
precisely the case for variables A-bound by clitics: they
are only. subject to principle A orf the binding theory.
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To illustrate the distinction between argument variables
and non-argument variables, consider the following two
structures:

78-a) ['gl whati A S3 do you want [‘go

L S PRO to eat x; 7777
)
b) [3-1 [s1 je veux ['-50 [S PRO

0
1i'acheter X; 77717

"I want to buy it"

In (78 a), neither PRO nor the AGR element of the matrix
clause count as accessible SUBJECTS for the variable
because this variable would be potentially A-bound by the
subjects of SO or 51' Thus, this variable -which is gover-
ned by the embedded verb eat- has no accessible SUBJECT,
therefore the main clause counts as the governing category.

In (78 b), however, assuming that non-argument variables
are not subject to principle C of the binding theory,no-
thing prevents PRO from counting as accessible SUBJECT
for this variable. The governing category for this varia-
ble will be the embedded § since it is the minimal cate-
gory containing a governor V and an accessible SUBJECT.

In brief, the domain in which the argument variable in
(78 a) must be A-bound is the main clause and it is the
embedded clause for the non-argument variable in (78 b).
To present the matter differently, only the variable in
(78 b) is subject to the Specified Subject Condition (SSC)
it must be A-bound in the domain delimited by the subject
of the clause in which it appears.

As pointed out in Kayne (1975 ), Rouveret and Vergnaud
(1980 ), Zubizarreta (19792), the distribution of clitics



in French causative constructions follows from the SSC.
79-a) Marie a laissé Paul lire ces romans

"Marie let Paul read these novels"

b) Marie a‘}aissé Paul 1esi lire X5
Marie let Paul them read
“Marie let Paul read them"

c)x Marie lesi a laissé Paul 1lire X5
Marie them 1let Paul read
"Marie let Paul read them"

The SSC cerrectly predicts that if cliticization takes
place in (79), the (b) sentence is the only possible out-
put, since, in (79 c), the clitic les has been "extracted"
from the domain of its subject. In terms of the binding
principles, the governing category of the variable in

(79 b-c) is the embedded clause: it contains an accessi-
ble SUBJECT (Paul) and a governor (lire). In (79 b) only,
the variable is A-bound (by the clitic) in its governing
category. (79 c) will be excluded by the binding theory.

Sumniarizing the content of this section, it is possible

to distinguish two kinds of variables: those which are
arguments and those which are not. The first are left by
the extraction of quantifiers (such as wh-element, some,
every...); they are marked (+Q) (=Quantifier) cf.footnote
26. The second are coindexed'with a ncn-operator_in an
K-position.As anaphors, the two kinds of variables will be
subject to principle A of the binding theory27. However,
only Q-variables are arguments and as such subject to prin-
ciple C of the binding theory. In terms of the SSC, only
Q-variables are not subject to this condition.

196
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SUMMARY OF PART II.

Recapitulating the content of Part II, we started by dis-
sussing a particular instance of Move ¢ in L.F. It was ar-
gued that:

There exists a process of lowering in_.L.F.applying optio-
nally to quantifiers and obligatorily to co-superscripted
pleonastic element such as there. -

Chains constitute the domain in which 10wef1ng applies:

the antecedent of a trace may be lowered to the position
occupied by the trace. The controller of PRO, however,may
not be lowered to the position occupied by PRO.

The output of these lowering processes is subject to the
binding principles; thus, providing further evidence for
the L.F. nature of these principles.

These lowering processes are made possible by the existen-
ce of a general process inserting in L.F. a non-referen-
tial PRO in case governed contexts (sections 3.1. and 3.2.)
By assuming that pronouns are always generated as a set of
features ( o« person, »3 number, 'gender) and that they get
phonetically realized in P.F. when they have Case, the out-
put of the non-overt pronominal insertion process which oc-
curs in case-governed contexts is not filtered out by the
binding theory: only non-case-marked pronominals (i.e.PROs)

-have to be ungoverned (section 3.3.).

The non-overt pronominal insertion process apeeared to be
the L.F. counterpart of the overt it insertion rule discus-
sed in Chdmsky and Lasnik (1977 ) (section 4.1.).

Whether overt or not, this insertion process -like other
insertion processes affecting pronominal elements- can be
eliminated in favor of more interpretive principles. As
such the various contextual restrictions governing this
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insertion mechanism do not need to ve stipulated:they
derive from the grammatical principles (such as the
binding theory) at work in the grammar (sections 4.2,
4.3.). '

- These proposals entailed a ?einterpretation of the no-
tion empty category defined in P.L.: pronouns, we argued,
are just a different occurence of the empty category
identified as such in terms of properties of the structu-
re they appear in. In other words, there is no type dis-
tinction between pronouns and the other empty categories
(NP-traces, wh-traces, PROs) (sections 5, 5.1.1.,5.1.2.).

- Pursuing the identification of the various occurences of
the empty category, two kinds of variables were distingui-
shed: Q-variables -i.e.variables coindexed with an opera-
tor in A-position- and -non-Q-variables -i.e.variables co-
indexed with a non-operator in A-position. These two kinds
of variables display a different behavior with respect to
the binding principles. As anaphors, both Q-variables and
non-Q-variables are subject to principle A of the binding
theory. As arguments, however, only Q-variables are subject
to principle C of the binding theory. Being subject to prin-
ciple A and C, Q-variables escape the effect of the so-cal-
led Specified Subject Condition (SSC). Non-Q-variables,ho-
wever, are only subject to principle A and obey as such
the SSC (section 5.1.3.). '

CONCLUSION OF PART II: THE BINDING PRINCIPLES APPLY AT S-
STRUCTURE AND L.F.

In chapter 1, we argued that the ECP may be disbensed with

if the binding theory is generalized to a theory of X-bin-

-ding. Since the ECP applies in L.F.(cf.the relevant referen-

ces mentioned in chapter 1), the binding theory will have
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to apply at L.F. too. Obviously, this does not mean that
it cannot apply elsewhere. In fact, as matters stand, the-
re is evidence which suggests that it applies at L.F.(cf.
sections 3) and evidence which suggests that it applies
at S-structure (cf.P.L.).

Let us start by reviewing the . evidence . As indicated
in sections 3, the output of the L.F. lowering process
is constrained by the binding theory; thus providing
strong evidence for the L.F. character of this theory.
Recall that the relevant constrast is the one illustra-
ted in (i a-b): |

i-a) NP, AGR V [ s & V... 7

b) NP AGR V. [ V... [ge, V...] ]
1
In (i a), but not in (i b), the NP may be lTowered to its
base~generated position:
ii-a) PRO AGR V [ S NPV ... 7

b)x PRO AGR V [ s € v [ S NP V...7 7

(ii a) and (ii b) are generated from (i a) and (i b) res-
pectively by lowering the NP and "inserting" a pronominal
element in subject position of the matrix clause. Although
the intermediate empty element e in (ii b) is properly
governed by the matrix V, the derivation is ungrammatical.
The reason is that this intermediate empty element is free;
thus, violating the binding theory. In brief, (ii b) illus-
trates a context where the so-called ECP is not violated
whereas the binding theory is. Since representation (ii b)
is generated by the L.F. lowering process, evidence for

the L.F. character of the binding principles is provided.

Other constructions which illustrate the L.F. nature of
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the binding theory were discussed in chapter 1. They in-
volved extraction of wh-elements from inside an NP and
violations of superiority (cf.chapter 1, sections 3,3.4.
and 4.2.).We will briefly recapitulate one of these cons-
tructions. Recall that in French, the subject of an NP;h~w_~
but not 1dits object, may be extracted by wh-movement:

iii-a) tu as vu [.NP le portrait d' Aristote
obj.
de Rembrandt 7
subj.

b) 1'artiste donti tu as vu I-NP le portrait

d'Aristote X 7

c)x 1'homme donti tu as vu Z.NP le portrait X4

de Rembrandt 7

This contrast was accounted for by the binding theory:
in (iii b-c), the governing category is the NP. In this
category, the variable of (iii b), but not that of (iii c)
is R-bound by the determiner. As indicated during the
discussion of these constructions, a similar contrast
holds when the wh-elements have not been moved in syntax.
(the judgments are J-R.Vergnaud's):

iv-a) tu as vu [-NP le portrait d'Aristote de quel

artiste’
b) tu as vu l-NP le portrait de quel homme

de Rembrandt 7

By assuming that wh-raising, which applies in L.F., raises
these wh-elements and adjoins them outside the NP (cf.

the references mentioned in section 3.3.4 of chapter 1),
the respective L.F.-representations of (iv a-b) will be
similar to those of (iii b-c). The ungrammaticality of

(iv b), will be treated on a par with that of (iii c);
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both involve a violation of the binding theory. Once
again, this account provides evidence for the L.F.natu-
re of the binding theory since an L.F. movement rule -
wh-raising- is constrained by this theory.

Let us, now, review some of the evidence which suggests
that the binding theory applies at S-structure (cf.P.L.
for the discussion of this evidence). This evidence, es-
sentially has to do with what has been referred to as
"parasitic gaps" (cf.Taraldsen 1979 and Engdahl 1981 ).
- The evidence which will be presented is based on Chomsky
(forthcoming).
Parasitic gaps are constructions where two empty elements
are related to a single operator:

v-a) which articles did John file e without

reading e,

b) this is the kind of food you must cook e

before you eat e,

Following Chomsky (op.cit.) we will refer to e, as licen-
sing variable and to e, as parasitic gap. Parasitic gaps
have specific properties which need not concern us (cf.
Chomsky op.cit.). For our purpose, it suffices to note
that the licensing variable must be present at S-structu-
re as illustrated in (vi):

vi-a) which book did you file e; without reading e

b)x I forgot who filed which book without reading e

The contrast illustrated in (vi a-b) may be accounted for

if it is assumed that the binding theory applies at S-struc-
ture. At this level, the quantifier which book has not
undergone wh-raising yet; the empty element e is free and
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is thus, %nterpreted as a pronominal. This pronominal
is in a case-governed context: if we choose to assign
Case, it will be interpreted as a pronoun and phoneti-
cally realized in P.F.; there will no longer be a para-
sitic gap (cf.v ii):
vii-a) I forgot who filed which book without
reading it

If, however, we choose not to assign Case, this prono-
minal will be interpreted as PRO (cf.vi b). Since this

PRO is in a governed context, the derivation will be
filtered out by the binding theory. This is why (vi b)

is ungrammatical. As for (vi a), it does not involve

any violation of the binding theory because the parasi-
tic gap is interpreted as a variable bound by the ope-
rator which book. As indicated above, this accounts cru-
cially assumes that the binding theory applies at S-struc-
ture. Suppose the binding principles apply only at L.F.,
after the application of L.F. movemen% rules, (vi a-b)will
essentially have similar L.F.-representations and the
binding theory will not draw the correct distinction bet-
ween the two sentences. We will return to parasitic gaps -
at the end of Part III in a somewhat different context.

In sum we have two types of evidence: some evidence sug-
gests that the binding theory applies at L.F. after the
application of L.F. movement rules and some evidence sug-
gests that it applies at S-structure (before L.F.movement
rules). If we want the binding theory to apply at both
levels, let it do so. We, therefore, will asstme that the
binding principles apply at S-structure and at L.F./after
L.F.movement rules). In other words, the output of the
constructions generated by the syntactic movement rules
will be checked at S-structure by the binding principles
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and the output of the constructions generated by the L.F.
movement rules will be checked at L.F. by the binding
principles. Note that we do not want the binding princi-
ples to apply at D-structure because many constructions
involve a violation of these principles at this level:
viii-a) I want [ PRO to be kissed t J at S-structure
b) I want [ e; to be kissed g, /7 at D-structure

(at D-structure g, is interpreted as PRO: this
PRO is in a governed context).

We do not want the binding principles to apply at p.F.
either. Across languages, P.F.-rules such as scrambling
rules do not seem to obey the binding principles. In
brief, the binding principles apply at L.F. and S-struc-
ture only . This matter of fact, in a sense, is not
surprising. In the grammar, theie are two components
where the various anaphoric processes may be determined;
syntax and L.F.: in syntax they may be determined by
Move o and (free) indexing which applies at S-structure
(cf.P.L.). In L.F., they may be determined by L.F.move-
ment rules and (free) indexing which.may apply at L.F.
too. In other words, syntactic and L.F. movement rules
as well as the indexing mechanism create anaphoric rela-
tions. The binding principles may be thought of as well-
formedness principles checking the various anaphoric re-
lations; they determine which anaphoric relations may (or
must) hold and which may not.

It, thus, is natural that the binding principles apply at
the output of each component where anaphoric relations
are determined; i.e. at S-structure and at L.F. (by defi-
nition, P.F.-rules do not affect anaphoric relations).
Note, however, that this does not mean that this matter
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~

of fact is logically necessary: the above remarks are
consistent with a grammar where anaphoric relations

are checked only when all anaphoric relations are deter-
mined; i.e. at L.F.

The assumption that the binding principles apply at S-
structure and at L.F. does not affect the conclusion
that there is no pied-piping at L.F.(cf.chapter 1,sec-
tion 4.3.3.). Recall that the central motivation for
not assuming that pied-piping exists at L.F. had to do
with the following French sentences:

ix-a)x i‘i a aimé quels livres que Jean,i a lu

b) quels livres que Jean;a lu a-t-ili aimé
"which books that Jean read did he like"

In (ix b), but not (ix a), intended coreference between
il and Jean is possible. This contrast was accounted for
by assuming that pied-piping does not apply at L.F. As a
consequence, il will always c-command Jean and the bin-
ding principles will prevent Jean and il from being coin-
dexed. In (ix b), however, nothing prevents the two ele-
ments from being coreferential since il does not c-com-:
mand Jean. Under the assumption that the binding princi-
ples apply at S-structure and at L.F., this result carries
over.

Let us assume that indexing may freely apply at S-struc-
ture and at L.F.-j.e.that any element, whether in A or in
A-position, may be freely coindexed with another element-
(cf.P.L.). Suppose, now, that pied-piping applies optional-
1y in L.F. Consider (ix a). At S-structure, we may choose
not to coindex il and Jean; the binding theory will be
irrelevant. At L.F., if pied-piping applies, (ix a) will
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essentially have a representation similar to (ix b).
Nothing would prevent il and Jean from being coindexed;
an undesirable result.

Suppose, hbwever, that pied-piping may not apply in L.F.
At S-structure, we may choose not to coindex il and Jean;
the binding theory will be irrelevant. At L.F., since
pied-piping may not apply, we will not be able to coindex
il and Jean because the representation will be excluded
by the binding theory: Jean will be A-bound by il. In
brief, if pied-piping does not apply in L.F., we correc-
tly account for the ungrammaticality of (ix a); a result
which is not possible if it is assumed that pied-piping
applies at L.F. Since the assumption that pied-piping
does not apply in L.F. carries over if the binding princi-
ples are checked at S-structure and at L.F., the conclu-
sions based on this assumption such as the one which in-
dicates that preposition-stranding is not to be accounted
for by the ECP are not affected (cf.chapter 1l,section
4.3.3.).

Note that we, crucially, assume that indexing freely app-
plies at S-structure and L.F. We, now,would like to ex-
plore another possibility. In Chomsky (forthcoming),it is
suggested that at S-structure, indexing is to be restric-
ted to A-indexing; i.e. that only elements in A-positions
may be coindexed. The reason, essentially, has to do with
the behavior of pronouns in parasitic gap constructions.
As indicated above, parasitic gaps may be licensed by a
variable. Phonetically realized pronouns, however, do not
license parasitic gaps; as illustrated in (x):



x-a)x a man whom everyone who meets him knows
someone who admires e
b)x a manwhom everyone who meets e knows some-
one who admires him

In (x), since they are contained in relative clauses,both
underlined positions are inaccessible to syntactic move-
ment: the putative movement will involve a violation of
subjacency. Suppose, now, that indexing, at S-structure,
is not restricted to A-positions, i.e. that all elements
whether in A or K—positions may be freely coindexed.
Nothing would prevent him and e in (x) from being coinde-
xed with whom; both him and e will be interpreted as vari-
ables A-bound by whom. As a consequence, sentences (x a-b)
should be treated on a par with other constructions invol-
ving parasitic gaps. This is not the case: parasitic gaps
are marginal (cf.v) whereas (x a-b) are completely un-
grammatical. |

Suppose, however, that indexing at S-structure is restric-
ted to elements in A-positions; we will have a mean to
distinguish constructions 1ike (x) from parasitic gap cons-
tructions: in (x), the empty element e will be free; hence
interpreted as PRO. Since this PRO is in a governed posi-
tion, the constructions will be excluded by the binding
principles.

As indicated in Chomsky (forthcoming),however, one short-
coming of this approach is that it predicts that (xi) ought
to be treated on a par with sentences (x); they ought to
be excluded for the same reasons excluding (x a-b):both
empty elements in (xi) will be free; hence interpreted as
PROs. These PROs being in governed positions,(xi) should

be excluded by the binding principles:
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xi- ?? a manwhom everyone who meets e knows some-
one who admires e

Unfortunately, (xi) seems to be better than (x a-b).Des-
pite these remarks, let us assume that indexing at S-
structure is restricted to A-indexing. Furthermore, let
us assume that at L.F. the opposite holds; i.e. that at
L.F., the relevant indexing is A-indexing: elements in

A or K-positions may only be indexed with elements in A-
position. With thisin mind, let us return to (ix a). At
S-structure, if il and Jean are coindexed, the derivation
will be excluded by the binding theory. Suppose,however,
we choose not to index il and Jean at S-structure.At L.F.
we will not be able to index them if it is assumed that
il (or ‘the empty element coindexed with it), like Jean

is in A-Position (but cf. section 5.1.3). In brief, if
indexing at L.F. is restricted to A-indexing, we correc-
tly account for the fact that il and Jean in (ix a) will
not be coreferential. Note, also, that we do not need
anymore to assume that pied-piping may not apply at L.F.
If so, the conclusions based on the assumption that pied-
piping may not apply at L.F. will have to be reconsidered
and treated along the lines suggested at the end of sec-
tion 4.3.3., chapter 1.

Recapitulating the content of this conclusion, it was in-
dicated that the binding principles apply at the output

of each component where anaphoric relations may be deter-
mined; i.e. at S-structure and L.F. (cf.also Chomsky,
forthcoming, for evidence attributed to E.Williams, sugges-
ting that the binding theory applies at L.F.).
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PART TII: THE CHARACTERIZATION OF OPAQUE DOMAINS:
ACCESSIBLE SUBJECT V.S. ACCESSIBLE CHAINS.

In the preceding sections, it was indicated that the dis-
tribution of clitics in the causative constructions in
French follows from the SSC. There a distinction was made
between Q-variables (i.e.variables coindexed with an ope-
rator in an A-position) and non-Q-variables (i.e.variables
‘coindexed with a non-operator in an A-position).Q-variables
are subject to principles A and C of the binding theory

and as such escape the effect of the SSC. On the other
hand, non-Q-variables are only subject to principle A of
the binding theory and as such, obey the SSC.

We, now, will consider in greater detail the application
of the SSC in the causative constructions of French.The-
se constructions will motivate a redifinition of the no-
tion governing-category discussed in chapter 1.

Recall that the distribution of nominal expressions (such
as reciprocals, reflexives, NP-traces, pronominals) is
constrained by the binding principles which impose va-
rious locality requirements on the choice of possible
antecedents for these nominal expressions. The domain in
which these principles apply is defined in terms of gover-
ning category. A governing category for an element o is
defined as the minimal maximal projection containing « ,a
aovernor of&{and a SUBJECT accessible to o . In this part,
we will argue that in delimiting the governing category,
we must take into consideration not only the accessible
SUBJECT but also all the elements coindexed with this
SUBJECT; i.e. the whole chain containing this SUBJECT.

To illustrate, consider the following abstract representa-
tion (irrelevant details omitted):

[V
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i- [g NPy V [g t; V NP 72

In (i), the trace t, counts as a SUBJECT accessible to
ggo . According to The definition of governing category,
adopted in the previous chapter, the governing category
for NP is the embedded clause since it is the minimal
maximaT projection containing NP, the governor (V) of
NP, and a SUBJECT accessible to NP, (t;). According
to the proposal which will be suggested in this part,
the governing category is the matrix clause since it is
the minimal maximal projection containing ggo; its go-
vernor and the whole chain ['NPi, 1;,i ] containing the
accessible SUBJECT. The essence of this proposal amounts
to treat the trace and its antecedent as a discontinuous
element which as, a whole, is relevant for delimiting
the governing category.
This modification is essentially motivated by the distri-
bution of clitics in French causative constructions. In
French, as indicated in Kayne (1975 ), the subject embed-
ded under the causative verbs defines an opaque domain
-a governing category- in which cliticization may occur.
In (ii b), for instance, the clitic y originating in
the position t is adjoined outside the opaque domain deli-
mited by the subject & Paul:

ii-a) [‘s Jean ['VP fera [‘S y; comparer cette

sonatine & Paul t. 7 7] 7
b)x ['S Jean ['VP Y fera [ g comparer cette
sonatine & Paul t, 777
"Jean will have Paul compare that sonata with it"

Surprisingly enough, as indicated in Rouveret and Vergnaud
(1980 ), when in (ii b), the embedded subject is itself



cliticized, this sentence becomes grammatical:

ifi- [‘S Jean [.VP leurj Y; fera

[‘S comparer cette sonatine tj tij 77

The extension of governing category informally presented
above (cf.i) straightforwardly accounts for the contrast
between (ii b) and (iii). In (iii), the opaque domain
delimited by the subject is not the embedded clause sin-
ce it is not the minimal category containing the subject
t; and its antecedent leur. .(This essentially may be
viewed as a way of incorporating Rouveret and Vergnaud
(1980 )'s results in a government-binding framework).

The following question, now, arises: is it the matrix
clause or the matrix VP which, in (iii) counts as the
opaque domain delimited by the chain ['leurj,tj] ? It
will be indicated that the opaque domain is the matrix
verb phrase. The evidence will be provided by the possi-
bility of coreference between the matrix subject and the
prepositional clitic originating in the lower clause
(non-relevant details omitted):

jv- [‘S Jean [.VP me les lui fera

fs acheter 7 7 7
"Jean will make me buy them to him"

In (iv), pointed out by R.S.Kayne, the matrix subject
Jean and lui may be understood as coreferential. If the
matrix clause were to count as the opaque domain, Jean
and lui would incorrectly be marked as disjoint (cf.
sections 6.1., 6.2.)

Other questions concerning the distribution of clitics
in French causative constructions will be discussed.
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To mention some, contrary to the indirect object, the
direct object of the embedded clause may cliticize.
onto the causative verb even though the embedded subject
is not itself.cliticized. This object, however,cannot
be understood as coreferential with the matrix subject
((v)contrasts with (iib) and (iv) ):

v- [ Jean le fera [ voir & Marie ] 7

~ "Jean will make Marie see him

It will be argued that this contrast too follows from the
analysis of causative constructions assumed. More genera-
11y, it will be argued that this analysis:

- provides a unified account for cliticization and prono-
minal coreference in causative constructions. This,
exactly, is what we expect if the domain in which an
anaphor (such as the trace of the clitic) must be bound
is the one in which a pronoun must be free (disjoint
reference).

- illustrates the fact that a SUBJECT (or a chain) is ac-
cessible to the elements which belong to the same argu-
ment structure (cf.section 6.3.).

- allows us to characterize the relevant notion of chain
in the grammar: the notion “thematic-chain" (8-chain)
will be introduced (cf.section 6.4.).

6.1. Causatives in French.28

In the previous section, the causative constructions given

to illustrate the SSC involve the verb laisser ("to let").

As illustrated in (79) (79 a is repeated for convenience),

laisser can be followed by a lexical subject:

79-a) Marie a laissé& Paul partir
"Marie let Paul leave"
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Contrary to'1aisser, however, faire cannot be followed
by a lexical subject (cf.Kayne 1975 , Rouveret and Ver-
gnaud 1980 , henceforth R.V.):
80- x Jean a fait Marie partir
Jean had Marie leave
"Jean had Marie leave"

With both faire and laisser, the subject of the embedded
sentence can appear to the right of the infinitive:
81-a) On a fait sortir Marie du bureau
"they had Marie leave the office"
b) Marie a laissé partir Paul (cf.79 a)
"Marie let Paul leave"

The derivation of the structures with post-infinitival

subjects involves the application of a transformation

-?-preposing- which moves the embedded verbal constituent

to the front of the clause. To illustrate the manner in

which the rule operates, consider the base structure (82):
82- on fait [‘§ ['COMP e ] Marie l‘f

[ sortir ] du bureau 7 7

In (82), the verb may be fronted by V-preposing:
82-a) on fait [ sortir Marie V du bureau J
"they made Marie get out of the office"
{ V is the trace of sortir)

The above discussion was restricted to intransitive infi-
nitives. When the infinitive takes a direct object , the
underlying subject appears after the object complement
preceded by 3 as in (83 b) derived from (83 a), (for
further details cf.Kayne 1975 and R.V.):

83-a) Marie fera ['g Jean lire ce livre J
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b) Marie fera lire ce livre a Jean
"Marie will make Jéan red that book"

The insertion of & does not need to be stipulated. It
has:FEEH—suggested that a general property of causati-
ves is to assign the G.F. (in) direct object to the
subject of clausal complement (cf.P.L. which refers to
Aissen and Perlmutter(1976 ), and Postal(1977 ) ),cf.
however, Marantz (1981 ) : in French, when V-preposing
occurs, the subject of the clausal complement is assig-
ned indirect object in presence of direct object; other-
wise it is assigned direct object as evidenced by the
cliticization of this subject (cf.Bordelois 1974 ):

84-a) j'ai fait manger la pomme & Jean
ind.objJ.

I made eat the apple to Jean
"I made Jean eat the apple"

b) Jje 1ui ai fait manger la pomme
ind.obj.

I him made eat the apple
“I made him eat the apple"
85-a) Jj'ai fait manger Jean
direct.obj.
"I made Jean eat"

b) Jje 1'ai fait manger
direct.obj.

I him made eat
"I made him eat"

In other words, suppose we assume that in French, the
primary object is direct object and the secondary object
is indirect object. In causative constructions, when V-
preposing occurs, the subject becomes a dependent of
(governed by) the fronted V (cf.R.V.) and must look for
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a grammatical function G.F. : if primary is taken as in
(84), it assumes the secondary etc...29 The secondary
object in French is of the form & NP.Consequently,

when a subject assumes the G.F. of secondary object,
the case-marker & is inserted in front of its subject.30

Note finally that V-preposing affects only the verb and
the direct object (the-small VP in the sense of Williams
1974 ) but not the other complements; (86) is to be con-
trasted with (82 a) (repeated here for convenience):
86- % on fait [ sortir du bureau Marie V 7
( V is the trace of sortir du bureau )

82-a) on fait [ sortir Marie V du bureau 7
( vV is the trace of sortir )31

Summarizing, there is a process of V-preposing in French
affecting causative constructions. After a verb like
faire,V-preposing is obligatory (cf.80 and 81 a) but after
a verb like laisser the application of this rule is optio-
nal (cf.79 a and 81 b). Here too, the obligatory applica-
tion of the rule does not need to be stipulated. In laisser
constructions, the embedded subject can get a case-feature
directly from laisser (laisser is, thus, an S-deletion
verb, cf.P.L. and the previous chapter) or by the process
of V-preposing (as indicated by d-insertion) which is
characteristic of V-preposing, cf.supra):
87-a) j'aillaissé Paul acheter un gdteau
"1 let Paul buy a cake" '
b) Jj'ai laissé acheter un gdteau & Paul
"I let Paul buy a cake"

On the other hand, in faire-constructions, the subject can-
not get a Case-feature directly from faire (faire is not




an S-deletion verb). Consequently, V-preposing must
apply in order for this subject to get Case ,(for
further details,cf.R.V.):
88-a)* Jean a fait Marie partir (cf.80)
b) Jean a fait partir Marie
"Jean had Marie leave"

6.2. Accessible chains v.s. accessible SUBJECTS.
The causative constructions were brought into discussion
for their relevance with respect to the application of
the SSC. Recall that in causative constructions, the sub-
ject defines a domain in which cliticization may occur.
The sentences considered involved causative constructions
where V-preposing did not apply i.e. where the subject
of the embedded clausal complement gets its Case from
the matrix verb laisser (cf.79 repeated for convenience):

79-a) Marie a laissé& Paul lire ces romans

"Marie let Paul read these novels"

b) Marie a laissé Paul lesi lire X4
"“Marie let Paul read them"
. C)%x Marie lesi a laissé Paul lire X

As indicated in Kayne (1975) and R.V., the SSC still holds
when V-preposing applies (in the following examples, X3
is the trace of the prepositional clitic y, V' is the
trace of the moved verbal constituent):
89-a) Jean fera [ comparer cette sonatine & Paul
3 une symphonie J
"Jean will have Paul compare that sonata

with a symphony"

215




216

b) Jean fera [ y; comparer cette sonatine &

Paul 7 x; 7
Jean will make with it compare that sonata
to Paul
"Jean will have Paul compare that sonata
with it"
c)x Jean Y; fera [ comparer cette sonatine a

Paul V X3 J
Jean with it will make compare that sonata
to Paul
"Jean will have Paul compare that sonata
with it"

90-a) Jean fera [ mettre ce livre 3 Pierre sur
1'étagére J
"Jean will have Pierre put that book on
the shelf"

b) Jean fera [y, mettre ce livre & Pierre V x5 /
Jean will have on it put that book to Pierre
"Jean will have Pierre put that book on it"

c)x Jean y; fera [ mettre ce livre & Pierre v x; 7
Jean on it will have put that book to Pierre
‘"*Jean will have Pierre put that book on it"

The paradigm (89)-(90) is parallel to the one exemplified
in (79); the (c) sentences illustrate an SSC violation:
the trace of the clitic has its antecedent outside the
domain delimited by the embedded sybject ( 3 Paul in 89
and & Pierre in 90 c)32.

Surprisingly enough, as indicated by R.V., when the embe-
dded subject is itself cliticized is sentences (c), these
sentences become grammatical (in the following examples,
X is the trace of the prepositional clitic y, x' the trace



of the cliticized subject and z_ the trace of the moved
verbal constituent): (89 d) and (90 d) are to be contras-
ted with (89 c) and (90 c) respectively:
89-d) Jean leur Y; fera [ comparer_cette sonatine
x* U ox, 7 i
Jean to them with it will make compare that
sonata
“Jean will have them compare that sonata
with it"
90-d) Jean_1eur y; fera [ mettre ce livre
x'" Vv X4 ]
Jean to them on it will make put that book

"Jean will have them put that book on it"

The generalization that emerges from the paradigm (89)-
(90) is that a prepositional clitic originating in the
lower clause cannot be adjoined to the causative verb if
the embedded subject is not itself cliticized onto this
causative verb. In terms of the framework adopted in the
previous chapter, when in causative constructions, the
embedded subject is not cliticized, the embedded clause
functions as the governing category for the trace left
by the prepositional clitic; however, when the embedded
subject 1is cliticized, it is the matrix clause (but cf.
infra) which functions as the governing category for this
trace: it is as if the cliticized subject =-and not the
empty element left by cliticization- which functions as
(an accessible) SUBJECT.

Recall that the notion SUBJECT assumed in the previous
chapter includes the subject of an infinitive or an NP
and also AGR but not the subject of a tensed clause
(SUBJECTS are underlined):
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91-a) NP AGR V... (where the sentence is finite
as in "John AGR saw Bill")
b) NP V (where the sentence is non-finite as the
embedded clause in "John wants PRO to go")

Intuitively, the notion SUBJECT characterizes the most
prominent element in a given configuration. The cliti-
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cization facts illustrated above indicate that the chain -~

constituted by the cliticized subject and its trace -
rather than the trace left in subject position- functions
jointly as (an accessible) SUBJECT. Let us, therefore,
replace the notion of accessible SUBJECT discussed in the
previous chapter by the notion of accessible chain:
92- A chain o is accessible to an element 3 iff X
contains - @ SUBJECT accessible to/3.

The definition of accessibility will be kept as it is and
the definition of governing category (24' II) will be mo-
dified so as to refer to the notion of accessible chain
instead of accessible SUBJECT:

24111 ﬂ is a governing category for ogiff/ﬁ‘is the
minimal maximal projection containing A, a
governor of ® and a SUBJECT accessible to
(cf.chapter 1, section 3.3.3.).

24111 revised
/3 is a governing category for O(iffﬂis the
minimal maximal projection containing o , a
governor ofo{ and a chain accessible to «.

To illustrate consider sentences such as (90 c-d) repeated
for convenience:

90-c)sJean y, fera [ mettre ce livre x' v x; J

d) Jean leur Y; fera [ mettre ce livre x' v X /
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In (90 c), the governing category for the trace Xx, of
y is the embedded clause; it is the minimal maximal
projection containing an accessible chain (& Pierre)
and a governor (mettre). This trace is free in its go-
verning category; thus, violating the binding princi-
ples. In (90 d), however, the minimal maximal projec-
tion containing an accessible chain (leur, x')and a
governor is the matrix verb phrase (VP). In this cate-
gory, the trace X is A-bound by y.
Note that the definition of governing category (cf.24'
II) is formulated in terms of minimal maximal projec-
tion, and not in terms of minimal S or NP. This is why
in (90 d), the matrix verb phrase (VP) -and not the ma-
trix clause (5)- is to be taken as the governing cate-
gory. for the non-direct object y. A confirmation of the
fact that the matrix VP and not the matrix S is to be
taken as the governing category for the non-direct ob-
ject y in sentences similar to (90 d) is provided by
the coreference possibility between the non-direct ob-
ject and the matrix subject. Consider the following
sentence which was pointed out in a different context by
R.S. Kayne (irrelevant details omitted):
90-¢) Jeaﬂ I.VP me lesj luii fera [ acheter
X3 v X J 7
Jean me them to him make buy

"Jean will have me buy them to him"
In (90e), the minimal_maximal projection containing the
governor of the non-direct object trace 5415 the matrix VP.
In this VP,x, is bound by lui. Since the matrix VP is the
governing cateqorv for 5ior; for that matter, for the chain
(lui,x;), nothing.prevents Jean and this chain from being

understood as coreferential: this pronominal chain




(Qui, 51) will still be free in its governing category.
If, however, the matrix clause is to be considered as
the governing category for the trace X5 (or for the
chain lui, x;) instead of the matrix VP, we incorrectly
would predict that Jean and (lui, x;) cannot be core-
ferential. The reason is that the pronominal chain (lui,
51) will be bound in its governing category; thus, vio-

1ating principle B of the binding theory.

Summarizing, we started by presenting the analysis of
causative constructions presented in R.V. for French:
in the embedded clausal complement of causatives, V-
preposing may apply or not. Whether it applies or not,
the embedded lexical subject functions as an opaque sub-
ject blocking the cliticization of any complement to
the higher clause. However, when this embedded subject
is itself cliticized, it becomes tranparent and does not
prevent the cliticization of any complement to the higher
c]ause33. To account for this, we introduced the notion
accessible chain and replaced in the definition of go-
verning category, the notion of accessible SUBJECT by
that of accessible chain. As a consequence of this chan-
ge, in delimiting the governing category for an element
o , it is necessary to take into consideration not
only the governor of o and its accessible SUBJECT but
also the whole chain containing this SUBJECT.34

6. 3. V-preposing and the SSC: the argument-structure.
In the previous section, it was indicated that the cliti-

cization of the subject in causative constructions extends

the opaque domain defined by this subject. We will, now,
consider constructions involving V-preposing where the
opposite seems to hold: in these constructions, the

Y A
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opaque domain defined by the subject is more limited
than the opaque domain defined by the subject when V-
preposing'does not apply.
As illustrated in sentences (79), (89), (90), the SSC
applies in causative constructions regardiess of the app-
lication of V-preposing. Some tightening up is in order:
it is true that when V-preposing applies, the SSC still
holds. However, the elements which obey the SSC when V-
preposing applies are a sub-class of the elements which
obey the SSC when V-preposing does not apply (cf.R.V.).
Thus, consider (93):
93-a) Marie a laissé [ Paul lire ces romans dans
la cuisine J '
“Marie let Paul read these novels in the
“kitchen" (cf.79)
b)x Marie y; a laissé [ Paul lire ces romans x; 7
Marie in it let Paul read these novels
"“Marie let Paul read these novels in it"
c)x Marie 1esi a laissé& /[ Paul lire X5 dans 1la
cuisine J
Marie them let Paul read in the kitchen
"Marie let Paul read them in the kitchen"

(93) illustrates the SSC when V-preposing did not apply:
both the locative complement in (93 b) and the direct
object in (93 c) have been cliticized outside the domain
delimited by the subject Paul (i.e. outside the embedded
clause) in violation of the SSC.

However, when V-preposing applies, neither the locative
nor the direct object are subject to the SSC. As illus-
trated in (94), the subject becomes transparent (cf.
R.V.):

cc
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94-a) Marie a laissé [/ lire ces romans & Paul dans
la cuisine /
Marie let read these novels to Paul in
the kitchen”
"Marie let Paul read these novels in the kitchen"
b) Marie y; @ laissé [ lire ces romans & Paul X; J
Marie in it let read these novels to Paul
"Marie let Paul read these novels in it"
c) Marie lesi a laissé [ lire X3 d Paul dans la

cuisiney

Marie them let read to Paul in the

kitchen

"Marie let Paul read them - . in the kitchen"

In (94 b-c), the subject is transparent as illustrated by
the fact that the locative and the direct object are cliti-
cized anto the matrix verb. (94 b-c), thus, contrast mini-
mally with (93 b-c). When V-preposing applies, neither the
direct object, which has been fronted by V-preposing, nor
the circumstantial complements are subject to the SSC (for
further details, cf.R.V.). The only complements which re-
main subject to the SSC are the complements subcategorized
by the verb which are not fronted by V-preposing; i.e.
the subcategorized non-direct objects as illustrated in ’
(89)-(90) repeated for convenience: (the well-formed (b)
sentences where clitic is attached to the embedded verb are
omitted; V is the trace of V-preposing): -
89-a) Jean fera [ comparer cette sonatine & Paul a une

symphonie /

"Jean will have Paul compare that sonata with a

symphony"



c)a

90-a)

To sum up,
cf.R.V.:
95-a)

b)

d)
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Jean Y fera [ comparer cette sonatine a Paul
Voxy 7
Jean with it will make compare that sonata

to Paul
"Jean will have Paul compare that sonata with it"

Jean fera [ mettre ce livre 3 Pierre sur
1'étagére J

"Jean will have Pierre put tiiat book on the
shelf"

Jean Y4 fera [ mettre ce \ivre 3 Pierre V X4 J
Jean on it will have put that book to Pierre
“Jean will have Pierre put that book on it"

the relevant situations where the SSC applies,

V-preposing does not apply, the embedded sub-
ject is opaque in all cases (cf.x Marie y a
laissé Paul l1ire ces romans (93 b) ).
V-preposing applies, the subject behaves 1like

a transparent subject with respect to the di-
rect object, moved by V-preposing (cf.Marie les
a laissé lire ' Paul dans la cuisine (94 c) ).
V-preposing applies, the subject behaves like

a transparent subject with respect to the cir-
cumstantial object not subcategorized by the
verb (cf.Marie y a laissé lire ces romans &

Paul (94 b) )

V-preposing applies, the subject behaves 1like

an opajue subject with respect to the subcatego-
rized non-direct object (cf.x Jean y fera mettre
ce livre & Pierre (90 c) ).
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To this summary, we should add the result of the previous
section:
e) The embedded subject is cliticized onto the
causative verb, it becomes transparent (cf.
Jean leur y fera mettre ce livre (90 d) ).

Cases (a) and {e) have been accounted for previously.Case

(a) illustrates a standard application of the SSC and Case
(e) motivated the extension of the notion accessible SUB-

JECT to that of accessible chain.

Let us turn, now, to cases (b),(c),(d). We saw earlier
that when the subject of the embedded clause is clitici-
zed onto the causative verb, the opaque domain defined
by this subject extends to include the verb phrase con-
taining this causative verb. What cases (b),(c),(d) seem
to indicate is that this opaque domain is narrowed when
V-preposing applies. To illustrate these remarks, consider
the following configurations:
96-a) [ NP causative [ aC NP VP ... 7 7
subj.
b) NP [ ac clit1 + causative [ sﬁngP e 17

c) NP causative [ V-preposing NP /
subj.

(where GC = governing category)

(96 a) illustrates the standard application of the SSC:
the domain of the subject is the embedded clause or to
phrase the matter in terms of the framework adopted in
the previous chapter, the subject NP in (96 a) functions
as an accessible SUBJECT (accessible chain) for the va-
rious complements of the embedded clause; the governing
category for these complements will thus be the embedded
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clause. (96 b) illustrates the extension of the domain
of the subject: the accessible chain for the complements
contained in the embedded clause is [ cHtic1 ...xi]
the minimal category containing this accessible chain
is the matrix verb phrase; therefore, the governing ca-
tegory for these complements is the matrix VP .(96 c)
{l1lustrates a narrowing of the domain of the subject:
this subject is opaque for the non-direct object subcate-
gorized by the verb only (cf.95 d) but not for the fron-
ted direct object (cf.95 b) or for the circumstantial
object not subcategorized by the verb (cf.95 c). In other
words, the governing category seems to be nggther the
embedded clause nor the matrix verb phrase.
To account for (96 c) let us assume that:
97-a) V-preposing is a rule adjoining V to the embed-
ded c1ause3 .
b) The preposed V governs and co-indexes (co-super-
scripts the subject NP (cf.R.V.).
c) When V-preposing applies, the subject NP becomes
~the most prominent element(=SUBJECT) with res-
pect to the elements bearing the same index (i.e.
with respect to the elements in the same argument
structure).

(97 b) is an instantiation of the proposal discussed in
section 6.1. according to which, in causative construc-
tions when V-preposing occurs, the subject becomes a de-
pendent of (governed by) V and as such receives its case-
feature from the verb (cf. the discussion of the a-inser-
tion rule in section 6.1.). (97 b-c) are to be considered
in the 1ight of the framework outlined in R.V.: it is
possible to consider that a verb assigns an index to the
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elements it subcategorizes3? This relational index is

the mean by which a verb marks its complements. Thus,
consider the following representation (irrelevant details

omitted):
NP/JK/P\ PP
v

98-
v
P
K/,/»\\\
i /NP\
Pierre mettre {e Tivre sur la table dans 1a cuisine
Pierre put the book on the table in the kitchen

In (98), the verb V subcategorizes for an NP and a non-
direct object; it therefore, assigns an index k to these
elements. We, also, will assume that the index k of V
percolates up to the various projections of V ( ¥ »VP)
and will say that the elements bearing the same index(k
in 98 a) belong to the same argument structure:

98-&) P/J\v
N X PP

Note that neither the subject nor the PP hanging from S
is subcategorized (governed) by the verb. Consequently
they will not receive the index k of V (see footnote 38).
Now, recall that in causative constructions when V-prepo-
sing applies,the subject becomes a dependent of (governed
by) V and assumes the first available GF in the VP. (97 b)
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is but the mechanism expressing this dependency (irre-
levant details omitted)3§

99-a) -k"’ji-"“‘~———-___

(where Z'V e J is the trace left by V-preposing)

by (97 b), (99 b) is generated:

b)
2T

v PP
k’P\PP"

NP NP

o—<

A1l the elements bearing the index k of V are interpreted
as dependents of V; they are in the same argument struc-
ture. Thus, in (99 b), the object NP, the subject NP and
the non-direct object PP are dependent of V; the subject
NP is integrated in the verbal complex39. According to

(97 c), the subject NP becomes the most prominent element
(i.e. the SUBJECT) with respect to the elements bearing
the same index. In other words, it becomes the most promi-
nent element with respect to the complements of the verb
only. As such, the subject behaves like a transparent sub-
Ject with respect to the PP hanging from S (cf.sentence

94 b). This accounts for (95 c), (cf.100).

Returning to the compliements of V, i.e. to the direct and
non-direct objects, the subject NP functions as the SUBJECT
with respect to these elements (cf.97 c). However, it




functions as an accessible SUBJECT with respect to the
non-direct object PP only, because it fails to c-com-
mand the direct object (see fobtnote 36). Thus, for the
non-direct object, the governing category containing

the first accessible SUBJECT will be the minimal clause
S containing this SUBJECT (the embedded clause in 100):
the non-direct object will have to cliticize in this
governing category; otherwise, the empty element left

by cliticization will be free in its governing category
(cf.sentence 90 c). This accounts for case (95 d). For
the direct object, however, since the SUBJECT of the em-
bedded clause is not accessible, this clause will not
count as the governing category. The minimal clause con-
taining an accessible SUBJECT (NP in 100) for the direct
object will be the higher.clause (the matrix clause in
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100); this clause will, thus, count as the governing cate-

gory for the direct object.As such, the direct object can

cliticize onto the causative verb of this higher clause
(cf.sentence 94 b). This accountsfor case (95 c):
: — m_ yk
100 [-s- [S NP [VP causative [S ['v )
NPk 7 L NPR PP PP 777
The embedded S is the governing category for ppk.

The matrix S is the governing category for NP%.
Tne matrix S is the governing category for PP.

Recapitulating, in causative constructions when V-prepo-
sing does not apply, the embedded lexical subject is an
accessible SUBJECT to all the complements hanging from S
or not (cf.95 a). When V-preposing applies, this lexical
subject counts as a SUBJECT for the elements bearing the

same superscript (i.e. for the elements in the same argu-

ment structure) but not for the non-subcategorized non-
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direct objects. For the elements for which it is a SUB-
JECT, we must distinguish between the direct objects and
the subcategorized non-direct objects. For the former,
the SUBJECT of the embedded clause is not accessible (cf.
95 b); for the latter it is accessible (cf.95 d).

At this point, it is useful to mention some consequences
of the analysis presented so far. Recall that in causative
constructions, when the subject of the embedded clause has
been cliticized, the governing category for the non-direct
object is the matrix VP (cf.section 6.2.). Thus, in (90 e),
repeated for convenience, the subject of the matrix clause
(Jean) and the non-direct object of the embedded clause
(Juiy, x;) can be coreferential (irrelevant details omit-
ted)T ~

90-e) Jean [-VP me les luii fera acheter X5 J

In this section, we said that when V-preposing applies,the
governing category for the direct object of the embedded
clause is the matrix clause since it is the minimal maxi-
mal projection containing a SUBJECT accessible for this di-
rect object. If this analysis is on the right track, we
expect the pronominal direct object, contrary to the prono-
minal non-direct object, to always be disjoint from the ma-
trix clause: if they were coreferential, the pronominal
direct object would be bound in its governing category;thus,
violating principle B of the binding theory. This seems
to be the case: in (90 f), the pronominal direct object
(l1e) cannot be construed as coreferential with the matrix
subject (Jean) (irrelevant details omitted):

90-f) [ Jean le <lui>» fera voir<i Marie 7

Jean him to her make to see to Marie

"Jean will let]f her ( see him *
Marie




It, thus, is a striking confirmation of the analysis
presented so far that it provides a unified account for
cliticization and pronominal coreference in causative
constructions. In (100), for instance, repeated for con-
venience:
100‘- [§ [skNP [VP causative [g [V
A T AP AV TN LN (OB

The matrix clause is the governing category for the di-
rect object NP: . Therefore, according to principle A

of the binding theory, this element can cliticize onto
the causative verb (cf.94 c), but, according to princi--
ple B, it must be disjoint from the subject of this cau-
sative verb (NP) (cf.90 f). For the non-direct object
PPk, the embedded clause is the governing category. The-
refore, according to principle A of the binding theory,
this element cannot cliticize onto the causative verb,
(cf.90 c) but according to principle B, it can be corefe-
rential with the subject of the causative verb (cf.Jean
fera lui acheter ce livre @ Marie,"Jean will make Marie

buy him this book").

A more complex case has been discussed in section (6.2.).

In causative constructions where V-preposing doplies and where

the subject of the embedded clause NPk is cliticized on-

to the causative verb, the governing category for the non-

direct object becomes the VP of the matrix clause. There-

fore, this non-direct object can cliticize onto the causa-

tive verb (cf.94 b) and can be coreferential with the
subject of this causative verb (cf.90 e) without viola-
ting principles A and B of the binding theory. For the

IV

direct object, however, even when the subject of the embed-
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dded clause is cliticized onto the causative verb, the
governing category is the matrix clause because the SUB-
JECT of the embedded clause ('i.e.NPk in 100) does not
c-command the direct object NP%.Consequently, the direct
object NP? can cliticize onto the causative verb (cf.

90 f) (principle A of the binding theory) but will be
disjoint-from the subject of this causative verb (prin-
ciple B). In brief, the analysis presented in sections
(6.2.), (6.3.) is able to provide an explanatory account
for a highly intricate distribution of facts in French
causative constructions by appealing to the binding theo-
ry; more specifically, to principles A and B of this
theory. It, thus, may be viewed as a confirmation of the

empirical adequacy of these principles49

Before closing this section, a final remark is in order.
The analysis presented in this section indicates that at
least for causatives, in delimiting the SUBJECT, we have

to take into consideration not only the element (AGR or
/NP,S7 but also the argument structure in which this ele-
ment appears. Note that the co-superscripting mechanism

at work in the VP may be extended in obvious ways to a sen-
tential level if it is assumed that INFL selects the sub-
ject NP, the predicate VP (cf.P.L.) and the PP hanging

from S:

100-a) %\

NP INFL" ~~yp" —pp

Assuming that INFL indexes the elements it selects, the
subject NP, the VP and the PP hanging from S will be
coindexed:
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190-b) 2\
N p" INFL™ K+m ——pp"

(the index assigned to VP percolates down to the head
V and the complements selected by the hEnd)

Note that if a representation such as (100 b) is adop-
ted, (97 c) may be generalized as follows:

97-c') The SUBJECT is the most prominent element
with respect to the elements bearing the
same index (i.e. with respect to the ele-
ments in the same argument structure).

Thus, in (100 b), AGR contained in INFL and bearing the
same superscript as INFL will count as the SUBJECT for
all the elements in S if the clause is finite. If the
clause is non-finite, NP will count as the SUBJECT (cf.
the previous chapter). Note that if AGR is co-super-
scripted with all the elements in S, it is plausible

to assume that the specific indexing mechanism holding
between AGR and the subject NP is subscripting. This in
a sense was implicit in the previous chapter where it
was indicated that AGR -in some constructions- may act
as an A-binder of the subject.

6.4. The notion "accessible chain".

In section 6.2., the notion of accessible SUBJECT was re-
placed by that of accessible chain. As a consequence of
this change, in delimiting the governing category for an
element O , it is necessary to take into consideration
not only the governor of o and itc accessible SUBJECT
but also the whole chain containing this SUBJECT:




233

A chain X is accessible to an element /3 iffx
contains a SUBJECT accessible to /3 .

Zf-II revised:

ﬂis a governing category for o iff ﬂis the
minimal maximal projection containingy a governor of(X

and a SUBJECT accessible tog .

Let us consider, now, the consequences of this proposal.
As indicated by N.Chomsky (p.c.), the following sentences
appear prima facie to pose some problems to the extension
of the notion accessible SUBJECT to that of accessible
chain:

101-a)% hej seems to the man, [‘tj to like each

other, 7
b)z who, did 1:hey‘j expect ['ti ,['x,i AGR would

see each otherj ] 7
c)x who§ did theyj believe [ Xy to have seen

each otherj 7/

Let us consider, first, (101 b-c). In (101 b), the acces-
sible SUBJECT for the reciprocal (each other) is AGR and
the governor is see. If AGR forms a chain with the subject
x and its antecedent the wh-element, (101 b) will consti-
tute a problem for the notion of accessible chain: the pu-
tative chain will be (who, t, x, AGR) ; the governing ca-
tegory of each other will, thus, be the matrix clause: it
is the minimal category containing the whole accessible
chain and the governor see of the reciprocal. The sentence
will incorrectly be marked as grammatical since the reci-
procal is A-bound by they in this governing category.Howe-
ver, no problem arises if AGR does not form a chain with
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the subject x or if the variable in subject position
does not form a chain with the wh-element in COMP (e.g.
if chains are restricted to A-chains, cf.chapter 1). If
the first option is adqﬁf@ﬁ?‘the accessible chain will
be AGR and in the second it will be (x,AGR)*2 . In both
options, the embedded clause will be the governing cate-
gory for the reciprocal since it is the minimal catego-
ry containing the accessible chain of this reciprocal:
(101 b) will correctly be excluded by the binding theory
since the reciprocal is free in its governing category.

The same reasoning will lead us to conclude that in (101
c), the variable in subject position does not form a chain
with the wh-element in COMP. Suppose the wh-element and
the variable in subject position form a unique chain;
since the variable is in an accessible SUBJECT for the
reciprocal, the minimal category containing the accessible
chain will be the matrix clause. The sentence will incor-
rectly be marked as grammatical since the reciprocal is
A-bound by they in this governing category. If, however,
the variable in subject position does not form a chain
with the wh-element in COMP, no problem arises. The acces-
sible chain will be (x) and the embedded clause will be
the governing category since it is the minimal category
containing the accessible chain4? In this governing cate-
gory, the reciprocal is A-free and the sentence will cor-
rectly be excluded by the binding theory.

We, therefore, conclude that, for the notion of accessible
chain, the variable and its antecedent in COMP do not form
a chain.



As for (101 a'), undoubtly the trace t and the raised
subject he are in a single chain; this chain is acces-
sible to each other: the governing category containing
this accessible chain and the governor of each other
(like) is the matrix clause. The sentence should be well-
formed since the reciprocal is not free in its governing
category. At this point, it is possible to suggest that
the sentence 1is not grammatical because the potential~”
A-binder of the reciprocal (the men) fails to c-command
it. This proposal, however, will face some probiems.
Consider the following sentences from P.L.:

102-a) I spoke angrily to the men about each other

b)x I spoke angrily about the men to each other

Case (102 b) is accounted for by the binding theory since
each other is not c-commanded by the men. Case (102 a) in-
dicates that the c-command requirement is satisfied. It,
thus, is possible to consider the phrase to the men is an
NP along the lines discussed by Vergnaud (1974 ),George
(1980 ), Jaeggli (1980 ) with to a case-marker (cf.the fo-
1lowing chapter) . (102 a) will be grammatical with binding
of each other by. to the men (cf.P.L.). It, thus, appears
that the c-command account of the ungrammaticality of (101
a) cannot be maintained. Note that the phrase to the men
in (101 a) cannot easily be questioned:

103-22? to which men does he seem to like NP

(103) is to be contrasted with (104):
104-a) it seems to the men that he likes NP
b) to which men does it seem that he l1ikes NP

Similarly, (103 a) is to be contrasted with (104 c) where
T-deletion does not occur (These sentences have been poin-



ted out to me by N.Chomsky ):
103-a)x which man did he seem to to like

104-c)? which man did he appeal to to speak to Bill.

The contrast between (103) and (104 b) or between (103 a)
and (104 c) may be accounted for along the following 1i-
nes. It is indicated in P.L. that proper-government re-
quires some kind of adjacency. We will assume that S-dele-
tion requires adjacency ? We, moreover, will assume that
an A-position -but not a peripheral position (K—position)-
breaks the adjacency requirement necessary for the §-to-
S rule to apply between the matrix verb and the embedded
clause4§ With this in mind, consider (101 a) repeated
for convenience:

105-(cf.103) he seems to the men [t to like NP 7

The verb seems and the embedded clause are separated by
the phrase to the men. Assuming that this phrase is an A-
position, S-deletion will not apply.He and the trace t
will be in separate chains under the assumption discussed
in the previous chapter that S breaks a chain. The senten-
ce will be ruled out by the 8-criterion since neither the
chain containing he nor the one containing the trace will
receive a B-role: the first because it is not a 8-posi-
tion, the second because it lacks Case. Assuming, however,
that the phrase to the men is in a peripheral position
(A-position) with respect to the verb seem the phrase

to the men will not break the adjacency requirement nece-
ssary for the S-to-S rule to apply: he and its trace t in
(105) wiil be in the same chain. To this chain, a 8-role
will be assigned and the sentence will be grammatical.Howe-
ver, in a sentence where no S-deletion need occur (cf.
104 a repeated for convenience), the prasal element inter-

-
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vening between the matrix verb and the embedded clause '

may be in an A-position or in an peripheral position

(R-position) with respect to the matrix verb:
104-a) it seems to the men that he likes NP

———

In brief, the phrasal position occuring after §g§ﬁ may

be ambiguously characterized an an A-position or as an
K-position (cf.104 a). However, in a context where S5-
deletion needs to occur, the representation where this
phrasal position is treated as an A-position will prevent
the application of S-deletion and it will be excluded by
the 8-criterion. The only remaining possibility, then,

is to treat the phrasal position as an A-position in a
context where S-deletion needs to occur4?

106-a) NP seem to NP [g t VP ;o cinitival c]ause]

to NP s in an A-position in (106 a) where
S-deletion needs to occur. (cf.105)
b) NP seem to NP [S' NP VP 7

to NP may be in an A-position or an A-
position. (cf. 104 a)

In the following chapter, it will be suggested that an
element in an A-position cannot be extracted by movement
rules. If so, our analysis predicts that since the posi-
tion in which to the men occurs in (101 a) and (105) is
necessarily an A-position (cf. 106 a), no movement will
apply from this position. In (104 a), however, the posi-
tion of to the men may, ambiguously, be characterized

as an A-position or an A-position (cf.106 b). There is,
thus, a representation in which o the men may be extrac-
ted by a movement rule. Both predictions are fulfilled.
As illustrated in (103) and (104 b): when S-deletion




occurs, to the men cannot be questioned (cf.103) and
when it does not occur, to the men can be questioned
(cf.104 b).

Returning to (101 a), since the position to the men
is an A-position, the sentence will be ruled out by
the binding theory: the reciprocal is A-free in its
governing category.

A final potential problem also indicated by N.Chomsky
(p.c.) involves sentences containing small clauses:

101-d)# Johnj strikes us [‘S tj as like
impresses

each otheri 7

In (101 d), the XP John has been raised from the subject
position of the small clause (S) (cf.P.L. for further
details). The ungrammaticality of (101 d) constitutes a
problem for the proposal that the notion "accessible
SUBJECT" is to be replaced by the notion "accessible
chains": the putative chain will be (John, t). The gover-
ning category of each other will, thus, be the matrix
clause: it is the minimal category containing the whole
accessible chain and the governor (strikes or impresses)
of the reciprocal. The sentence will incorrectly be marked
as grammatical since the reciprocal is A-bound by us in
the governing category. Note that the account suggested
for (101 a) does not carry over: in (101 d), us is in an
A-position as indicated by the factthat it can be extrac-
ted:

107- who, did John ‘sfrikg x; as being intelligent
impress
Recall, however, the discussion of "parasitic gaps" out-

lined in the conclusion pf Part II of this chapter:
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parisitic gaps are constructions where two empty ele-
ments are related to a single operator:
108-a) which articles did John file e, without
reading e,

b) this is the kind of food you must cook ey
before you eat e,

Following Chomsky (forthcoming), we referred to e, as
licensing variable and to e, as parasitic gap. As indi-
cated in Chomsky (op.cit.), in this kind of constructi-
ons the licensing variable cannot c-command the parasi-
tic gap. The reason is that the derivation will be exc-
luded by the binding theory since the parasitic gap,
which is a variable, will be A-bound by the licensing
variable e - In other words, parasitic gaps may provide
some insights with respect to the constituent structure
of a sentence: in sentences involving parasitic gaps,the
position filled by the licensing variable does not c-com-
mand the position filled by the parasitic gap.

With this in mind, consider the following sentences which
have the same status as other parasitic gap constructions
(cf.108):

109-a) who did the pamphlets strike e [‘S as being

insulting to e, J

b) who did John impress e, [ ¢ as being concer-

ned about &, ]

Sentences (109 a-b) are parallel to (101 d): they all in-
volve a small clause. Since parasitic gap are allowed,we
conclude that in (109 a-b), the position occupied by

the licensing variable ¢, does not c-command the parasi-
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tic gap & - (101 d) has the same representation as
(109 a-b)T this means that the position filled by us
does not c-command the position filled by the recipro-
cal each other. Since it fails to c-command the reci-
procal, us cannot A-bind each other. (101 d) will be
excluded by the binding theory: the reciprocal is free
in its governing category. In brief, (101 d) does not
constitute a problem if the notion "accessible SUBJECT"

is replaced by the notion "accessible chain"?7'

Summarizing, we started by considering some sentences
which may be problematic for the extension of the notion
accessible SUBJECT to that of accessible chain. It was
indicated that at least for the notion of accessible
chain, these problems may be overcome if AGR does not
constitute a chain with the subject with which it is co-
indexed or if the empty element in subject position does
not form a chain with its antecedent (the wh-element) in
COMP. (cf. 101 b-c). It was also indicated that in raising
constructions, the "object" of the verb which triggers
S-deletion is in an K-position_with respect to this verb
and, thus, cannot bind an anaphor (cf.101 a) and that in
constructions involving small clauses the object of the
verb does not c-command the small clause and, thus, can-
not bind an anaphor in this clause (cf.101 d).

Let us try now to characterize the notion chain relevant
for the definition of accessible chain. As indicated in
section 6.2., the clitic which is in an A-position and
the empty element in subject position coindexed with this
clitic may constitute an accessible chain (cf.91 a-b)
(cf.110 a). Similarly a trace of an NP and its antecedent
may constitute an accessible chain (cf.110 b).However,
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a wh-trace and its antecedent do not constitute a chain
(cf.110 ¢):
110-a) ... cl'itic,i e Xy

b) NPi"' ti--.

constitute a chain

constitute a chain

c) whi... LTERE do not constitute
a chain

To (110), we should add the facts concerning post-verbal

subjects in Italian (cf.chapter 1): in chapter 1, it was

indicated that the empty element left in subject posi-

tion and the post-verbal NP constitute a chain (cf.P.L.):
110-d) 3P L vp NPP 7

Notice that if we restrict the notion chain to A-chain
(i.e. to chains whose members are in A-positions) as in
P.L. (cf.chapter 1), we, automatically, exclude (110 c)
since the wh-element in COMP is in an A-position but we
also exclude (110 a) under the assumption that clitics
are in an A-position (cf.the previous chapter). If, howe-
ver, we do not make this restriction,i.e. if the notion
chain is not restricted to A-chains, we will need to ex-
clude (110 c) from the relevant set of chains. This may
be taken as indicating that clitics are in A-positions,
at least in French, contrary to the evidence presented in
Huybregts's work, Aoun and Sportiche (1981a) and in the
previous chapter. Another possibility may be to assume
that the relevant notion is that of 8-chains, i.e.chains
whose members are in positions which may -although need
not- receive a 8-role. This proposal will include chains
whose members are in an A-positions (an A-position may
receive a B-role) or clitic-positions (if it is assumed
that clitics, although in K-positions, may receive a
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8-role from the elements they are attached to or from
the NP position they are coindexed with.and will, co-
rrectly, prevent wh-elements in COMP from being in a
chain since the COMP-position does not receive nor
inherit a 6-role. If the latter proposal is adopted,
the definition of chains adopted in the previous chap-
ter will have to be reformulated in obvious ways4§

SUMMARY OF PART IIl.

Recapitulating the content of Part III, we started by
indicating that in the embedded clausal complement of
causatives, V-preposing may apply or not (cf.section .
6.1.). In these constructions, the embedded lexical
subject functions as an opaque subject blocking the cli-
ticization of any complement to the higher clause. Howe-
ver, when this embedded subject is itself cliticized,

it becomes transparent and does not prevent the clitici-
zation of any complement to the higher clause.

To account for this, we introduced the notion of acces-
sible chain and replaced in the definition of governing
category, the notion of accessible SUBJECT by that of
accessible chain. As a consequence of this change, in
delimiting the governing category for an element o ,it is
necessary to take into consideration not only the gover-
nor of { and its accessible SUBJECT but also the whole
chain containing this SUBJECT. The essence of this propo-
sal amounts to treat the trace and its antecedent(s) as
a discontinuous element which, as a4 whole, is relevant
for delimiting the governing category (cf.section 6.2.).

Pursuing the study of causative constructions,
it was noted following R.V., that when V-preposing does
not apply, the embedded lexical subject is an accessible
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SUBJECT to a11~complements hanging from S or not. Howe-
ver, when V-preposing applies, this lexical subject .
counts as SUBJECT for the elements bearing the same su-
perscript (i.e. for elements in the same argument struc-
ture). In other words, to identify the SUBJECT, we have
to take into consideration not only the nature of the
element (AGR or/ NP,S 7 ) and its position but also the
argument structure in which it appears: an element

may not be the most prominent (SUBJECT) with respect to
the elements which are not in the same argument structure
(cf.section 6.3.).

The analysis of causative constructions put forward in
sections 6.2. and 6.3.provided a unified account for
cliticization and pronominal coreference. This, exactly,
is what we expect if the domain in which an anaphor (such
as NP-trace) must be bound (cf.principle A of the binding
theory) is the one in which a pronoun must be free (dis-
joint reference) (cf.principle B of the binding theory).
It,also, provided a mean to specify the relevant notion
of chain in the grammar: the notion "thematic-chain®
(6-chain) was introduced (cf.section 6.4.).

APPEND IX OF PART III: ON THE RELEVANCE OF THE BINDINA
THEORY IN CAUSATIVE CONSTRUCTIONS.
In sections 6.2.,6.3., the analysis presented to account
for the distribution of clitics in causative constructions
makes a crucial reference to the binding theory, or for
that matter to the SSC. As indicated in section 6.3.,for
French causative constructions, an analysis based on the
binding theory is attractive because it captures a signi-
ficant generalization: it provides a unified account for
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cliticization and pronominal coreference jn these
constructions (cf. also footnote 40). In this appendix,
we will discuss some apparent counter-examples to the
relevance of the SSC or the binding theory in French
causatives. It will appear that these apparent counter-
examples are not problematic at all.

Recall that in section 6.2., it was indicated that in
causative constructions, the subject of the embedded
clause is opaque with respect to the non-direct object
which has not been fronted by V-preposing but that this
subject becomes transparent when cliticized onto the
causative verb. The relevant contrast was the one illus-
trated in (90 c-d) (repeated as Al a-b) respectively):

Al-a)x Jean Y; fera mettre ce livre 3 Pierre X3

"Jean will have Pierre put that book on it"

b) Jean leur Y; fera mettre ce livre X5

"Jean will have them put that book on it"

In (Al a), the subject is opaque and prevents the cliti-
cization of the non-direct complement. It, however, is
transparent in (Al b). If this analysis is correct, we
expect the subject to become transparent in constructions
parallel to (Al a-b) where V-preposing did not apply:

A2-a)x Pierre y; a laissé Paul mettre le livre X

"pPierre let Paul put the book on it"
b) Pierre les y; 8 laissé mettre le livre x;
"Pierre let them put the book on it"
In (A2), V-preposing did not apply. As expected,in (A2 a),

the non-cliticized subject of the embedded clause, is
opaque and prevents the non-direct object from being
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cliticized onto the causative ve