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ABSTRACT

This thesis dliscusses the two types of complex predicate -- morpholo-
gically-complex predicates (Type 1) and 'restructured' predicates composed
of morphologically-independent predicates (cf. Rizzl (1982); Type II). It
introduces and develops a theory of complex predicates/words. The theoret-
ical framework 1s a recent development of the transformational grammar--
the principles-parameters approach to Unlversal Grammar (UG) (cf. Chomsky
(1986a and b)). ‘

We view complex predicates as derived through transformations operat-
ing on minimal elements. Type II complex predicates are obtained through a
head-to-head transformation, which we call The Restructuring Rule (RR).
The RR affects categories in a certain way, 1linking them, and thereby
giving rise to Type 1II complex words, whose properties and syntax charac-
terize the 'restructuring' phenomenon discussed in the literature. Type I
complex predicates are obtained through head-movement; for both empirical.
and theoretical reasons, head-movement is reunderstood as having a more
restricted function than the one assumed in the literature: Head-movement
is instantiated as adjunction but not substitution. Head-adjunction
creates the segments of both target and trigger minimal categories, forming
chains called H-chains. Empirical data suggest that Type I complex predi-
cates are also formed through RR accompanied by head-movement, which we
call overt RR. Consequently, complex predicates are obtained through head-
movement, (move-head), RR (affect-category), or overt RR (move-category);
complex predicates form three different types of complex word according to
their syntactic derivations. Move-head operates on terminal strings
(heads), affect-category on heads 1in X-bar theory's sense (X-heads), and
move-category on both heads and X-heads. Those head-to-head transforma-
tions imply a certain concept of tree structure (that differs from the
usual concept of tree structure), under which a head and the X-head
projected from the head are independent entities of each other, sublect to
different principles of grammar. The proposed head-to-head transformations
assume the projection principle on X-heads and the theta-criterion on X-
heads, which apply to both lexical (X-)heads and functional (X-)heads such
as C and I, and which apply to categories but not to segments derived
through head-movement.

As for the motivations of head-to-head transformations, we suggest,
under a certain theory of transformation called a 1licensing theory of



transformation, that head-movement 13 motivated by certain morphological
dependency of a head. In contrast to the current assumption, the targets
of head-movement are viewed as very restricted: Heads move tc lexical heads
that L-mark (but not to functional heads) and the latter (targets) govern
the former (the Revised Head Movement Constraint). This restricted
property of head-movement is viewed as obeying the ECP in terms of ante-
cedent-government. RR (affect/move-category) 1is motivated by the certain
categorial dependency of an X-head, whose effects are read off at LF. RR
is governed by the Lexical properties of predicates or of Lexical items,
and a trigger of RR is semantically and/oxr phonologically poorer than its
target. RR triggers 'overlapping' among categories and positions within an
RR domain, and/or change configurational structure, obeying certain RR
conventions. Those notions of RR and head-movement 1lead to certain
morphological, syntactic and semantic differences among the three different
types of complex words/predicates. The levels of rule application vary;
depending on the parameterization of the levels of rule application, the
syntax of complex predicates differ.

The proposed notions of RR and head-movement not only explain the
'restructuring' phenomenon and Type I complex predicates, but also offer
new and deep insight 1into various 1linquistic phenomena and constructions
discussed in the literature: I-V amalgamation, Aux-to-COMP construction in
Italian, ACC-ing construction, V-2 order and Aux-inversion, whiz deletion,
passive and causative constructions, 'neg-raising' (also cf. Korean
'restructuring') and a configurationality issue. The discussions on these
constructions/phenomena (in Chapter 4) show that speclific instantiations of
a phenomenon in various 1languages are surface language-speciflc instan-
tiations of the deep operations of head-to-head transformations.

Some consequences and results of our discussions are: First, 'res-
tructuring,' which is understood as V-to-V RR effects, is neither language-
specific nor restricted to pro-drop languages (cf. Kayne's (1980) conjec-
ture). Second, syntactically-derived morphologically-complex words are
ambiguous: they are derived either by overt RR or by head-movement; the
proposed notions of RR and head-movement explain certain differences
between the two types of Type I complex predicate in morphology, syntax,
and semantics. Third, the proposal advocates a certain version of the weak
lexicalist position and the autcuomy thesis of syntax with respect to
morphology and to semantics, suggesting an independently-motivated mor-
phological component that interacts with the syntactic component. Fourth,
the proposal results in a very restricted theory of grammar, which includes
the wide interpretation of the projection principle (together with the
projection principle on X-heads), which applies to A or A-bar positions,
and which also holds at a certain sublevel of PF (morphological structure).
The wide interpretation of the projection principle leads us to reconsider
the usual assumption that X-bar theory holds only at D-structure and
suggest that X-bar theory holds at every level of syntactic representation
(D- and S-structure, LF, and a sublevel of PF).

Thesis Supervisor: Noam Chomsky

Title: 1Institute Professor
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CHAPTER 1: THEORETICAL FRAMEWORK

1.0. Introduction
This essay introduces and develops a type of transformation within the

current theory of transfomational grammar presented in Chomsky (1981;1986a
and b) and in related works.* The type of transformation -- affect/move-
category (realized as the Restructuring Rule (RR)) -- 1is proposed in
connection with some 1linguistic phenomena called 'restructuring' and/or
reanalysis in the 1literature. The phenomena under consideration are
related to 'complex predicate' constructions that contain 'restructured' or
reanalyzed complex predicates or a certain type of morphologically-complex
predicate; they are not described or explained in ferms of the usual trans-
formational rules, which are now called move-alpha. The phenomena raise
some apparent theoretical difficulties: Move-alpha may not satisfactorily
account for the phenomena, and universal principles are apparently incom-
patible with them. Since we cannot deny the phenomena, the theory should
find a way to incorporate them satisfactorily within 1its descriptive and
explanatory domain (cf. the notions of descriptive and explanatory adequac-

ies in Chomsky (1965;78 & 27)).

3 There are some alternative theories with some theoretical divergences
from the theory we are assuming here: Generalized Phrase-Structure Grammar
(cf. Gazdar, Klein, Pullum and Sag (1985)) and Lexical-Functional Grammar
(cf. Bresnan (1982;ed.)). Both theories show some efforts toward elimi-
nating transformation rules by enriching a phrase-structure component with
meta rules or by enriching a 1lexical component with lexical rules.
Lexical-Functional Grammar follows Relational Grammar (cf. Fillmore (1968);
Perlmutter (1983;ed.); Perlmutter and Rosen (1984;ed.)) in which grammar is
based on the notion of grammatical functions but not on configurational
structure. The goal of this thesis is, however, to understand certain
linguistic phenomena through transformations (movement).



There are obviously two ways to overcome these difficulties: One is
to modify or even to abandon otherwise well-motivated universal principle-
(s) and the other is to propose new types of transformational rules for the
phenomena which 1least conflict with principles of the theory and yet
provide some new understanding of both the phenomena and Universal Grammar
(UG). In this essay, we take the latter approach -- proposing a new type
of transformational rule -- since otherwise well-motivated principles
should not be abandoned 1if possible. In fact, the phenomena themselves
also come under the scope of the principles of the theory, at least in
their core aspects; the rules we will propose interact with the core
principles of UG. This Chapter, therefore, presents some aspects of the

theory as the starting point of our discussions.

1.1. Theoretical Framework?

The first thesis of the theory is: The object of the study is inter-
nalized languages (I-languages)® and therefore ‘'systems of mental repre-
sentation and computation of the language faculty.' The language faculty
is a distinct system of the mind/brain with an initial state of language
faculty (= So) common and unique to human beings (a modular approach to the
mind/brain). Given appropriate experience, fthe faculty obtains some
relatively stable steady state 8s from So (cf. the rationalist/Humboltlan
tradition). The attained Ss (which includes I-languages) and So are 'real

elements of particular mind/brains, aspects of the physical world, where we

2 The discussion in this section is mostly based on Chomsky (1981; 1986a
and b; class lectures, Fall, 1986; Spring, 1987).

3 By I-lanquage, Chomsky .(1986a;21-22) means to refer to Jesperson's
‘notion of structure! which 1is 'definite enough to guide the speaker in
framing sentences of his own ... free expressions.'

13



understand mental state and representations to be physically encoded in
some manner' (Realism toward So and Ss).

From a linguist's point of view, UG is the linguistic theory of So and
particular grammars are theories of varlous I-lanquages. UG we assume
consists of move-alpha ard universal principles associated with parameters
-- the principles-parameters approach to UG (= So); So consists of princi-
ples associated with parameters and Ss 1is obtained through parameter-
fixing processes. Move-alpha and the principles of UG have their own sub-
component (s) of grammar (Lexicon, syntax, LF-syntax (= LF component), PF
component), which are represented below; grammar has four levels of
representation -- D-structure, S-structure, PF level of representation and

LF level of representation (cf. Chomsky and Lasnik (1977); Chomsky (1981;

1986a).*
'(1) Lexicon (selectional properties of lexical items)
|
\
D-structure <---- X-bar theory and D-structure condition

I

Il <---- move-alpha

i

S-structure
/ \\  <---- move-alpha and rules of LF component

——————— > / \\
| PF LF <---- principles of interpretation
I ° |
I | I
|

morphology and phonology

D-structure derives from properties of lexical items and from X-bar theory,

subject to the principles of UG; Move-alpha links D-structure with S-

4 In (1), except for the Lexicon and PF component, three other levels of
representation and move-alpha connecting them form a syntactic component.
Move-alpha is assumed to belong to syntax-proper within the model (1).
However, move-alpha 1is also proposed as a rule in the Lexicon (cf. Keyser
and Roeper (1984)) or as a rule connecting ‘'morphological S-structure' with
LF (cf. Pesetsky (1985)). Later, we will suggest that an instantiation of
transformation (head-movement accompanied by the Restructuring Rule) can
link 8-structure with (a seblevel of) PF.

14



stracture and S-structure with the LF level of representation; morphology
and phonology link S-structure and the PF 1level of representation (cf.
Chomsky (1986a;156)). The levels of PF and LF representations are taken as
the interface between formal structure (language) and other cognitive
systems, ‘ylelding direct representations of sound on the one hand and
meaning on the other hand.'

This model suggests that each expression of a lanquage is assigned a
structure 2 = (D,S,L,P) where D, S, L and P are the representations at the
levels of D-structure, S-structure, LF, and PF. Elements of 2 are appro-
priately related; each element at each representation is connécted by move-
alpha and its distritubiton 1is constrained by universal principles and
conditions on representations. UG consists of several modules of grammar
that contain principles of UG and operate mostly on the (double-lined)
components in (1):

(2) a. X-bar theory
b. theta-theory
c. Case theory
d. government theory
e. movement theory®
f. binding theory and control theory

Each component in (1) and each module in (2) are discussed in the next

subsection with an emphasis on movement theory.

® instead of bounding theory (cf. Chomsky (1981)), we add a module called
movement theory. (It is likely that bounding theory is subsumed in govern-
ment theory (and movement theory), given the framework of Barriers (Chomsky
(1986b).) Movement theory (with trace theory) we will assune includes the
A-chain conditions, the Subjacency Condition, the enpty category principle
(the ECP; a condition on traces). UG also includes principles operating on
movement such as Strict Cyclicity (STC) and the Structure-Preserving
Hypothesis (8PH; cf. Emonds (1976)), both of which are probably derivative
(see Freidin (1978) for a discussion that STC is derived from independent-
ly-motivated principles of grammar and therefore 1s a theorem; see Chapter
2 for a discussion on the derivative nature of SPH).

15



1.1.1. X-bar theory

The first module of grammar, X-bar theory, assumes certain projections
of categories projected from terminal strings (lexical or nonlexical items;
cf. Chomsky (1981)) in the Lexicon. Cross-categorially, each projection

shares some core skeletal identity, having a (SPEC)ifler, and (comp)lements
selected by lexical items because of their semantic properties or by
nonlexical items because of their unique selectional properties. The core
of X-bar theory is the X-bar schema, which applies cross-categorially in a
uniform way (cf. Chomsky (1986b)):€
(3) The X-bar schema:”

a. X' ---> X comp* (comp* = zero or more occurrences of comps)

b. XP ---> SPEC X'

where X 1is either a lexical category (based on the features [+/-N,+/-

V1) or a nonlexical category such as (C)OMP and (I)NFL, which includes

Tense, AGR and Modals.

X is called a head of its projection, and the head is projected to be
X phrases (XP's) containing 1its comp(s) and SPEC. Either lexical items

((N)oun (= [+N,-V]); (V)exrb (= [-N,+V]l); (A)djective (= [+N,+V]); and

€ since the advent of X-bar theory (cf. Chomsky (1970)), our understanding
of X-bar theory has been deepened by Jackendoff (1977b), who suggests that
complements and specifiers are maximal. The most current development is
found in Chomsky (1986b) who suggests that not only lexical but also
nonlexical categories (C (cf. Bresnan (1972)) and I) are projected in an
identical way, at 1least for their core projections. The other current
versions of X-bar theory include Kayne's (1984) binary branching hypothesis
and Abney's (1987) DP hypothesis. Those versions do not necessarily con-
tradict our position with (3). See also Muysken (1982) and Muysken and
Riemsdijk (1986; eds.) for other recent approaches to X-bar theory.

? Chomsky (1986b) assumes thi.® the number of SPECs may be zero or more.
Here we assume that the number of SPECs of X 1is one (in unmarked cases).
The number of SPECs may, however, be parameterized with respect to certain
categories in certain languages; it has been suggested that the number of
SPECs in CP projections is more than one in Italian and in 0l1d English.

The alternative analyses of the projections of nonlexical categories
(I and C) are:
(1) [e X {(+/-WH]1/for}]) where X is a phrase moved to C (cf. Chomsky
(1981;53).
(11) [z» NP INFL VP] (cf. Chomsky (1981;21); Emonds (1986))
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(P)reposition (= [-N,-V1); Chomsky (1981)) or nonlexical items are pro-
jected to form their maximal projections (NP, VP, AP, PP, 1P, or CP). D-
structure we assume is obtained through selectional properties of nonlexi-
cal and lexical items, which are specified in the Lexicon, and through the
X-bar schema in (3).

A 'selectional' property of a lexical item (e.g., V) determines the
theta-roles or semantic categories (cf. agent, patient, or proposition) it
takes. We call this selectional property 'semantic selection' (s-selec-
tion). Each selected semantic category is realized as a certaln syntactic
category. We call this categorial selection/reallization c-selection. When
a lexical item s-selects a semantic category C, it redundantly c-selects
its syntactic category through the algorithm -- the canonical structural
realization of C (= CSR(C)): CSR(patient) = NP; CSR(proposition) = CP (or
NP) (cf. Grimshaw (1979;1981); Pesetsky (1982); Chomsky (1986a)). In
addition, a principle of determining 1logical subject theta-roles and
logical object theta-roles (cf. Marantz (1984)) plays a roie in grammar.®
The logical subject and object theta-roles differ both semantically and
syntactically: A logical subject theta-role is assigned in the SPEC of XP
(in which X is lexical) while 1logical nonsubject theta-roles are assigned
to the sister nodes of X; logical subject theta-roles are compositionally
determined (by VP) (cf. Marantz (1984)) but logical nonsubject theta-roles

are not.

® We may need a parameter, given 'deep' nominative-accusative languages,
and 'deep' ergative languages in Marantz's (1984; chapter 6) sense. In the
former type of language, gagent is a logical subject theta-role; theme or
patient is a logical object theta-role. 1In the latter type of languages,
agent is a logical object theta-role -while theme or patient is a logical
subject theta-role.
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D-structure is obtained through CSR(C) and X-bar theory. Since X-bar
theory also licenses the SPEC position of every projection, D-structure may
contain base-generated empty categories (other than PRO or pro; cf. Chomsky
(1981)) that are not derived by CSR(C); when a lexical item does not select

a logical subject theta-role, the SPEC of IP 1is not assigned an argument.
(Maximal phrases that require theta-roles are argquments; other maximal
phrases are expletives.)? The positions to which theta-roles can in
principle be assigned are called A-positions. Other base-generated
positions derived by X-bar theory are called A-bar positions; those A-
positions that are assigned theta-roles (or that are theta-marked) are
theta-positions. The following condition on D-structure (cf. Chomsky
(19862;97-8)) constrains the distribution of arguments at D-structure.

(4) If a position X is T-governed by a, then X is occupied by an argument

if and only if X is theta-marked by a.

def. = g T-governs b if b is the complement of the head @ or the
subject of the predicate a.

D-structure is then a 'pure' representation of theta-structure where
all and only theta-positions are filled by arquments through selectional
properties of lexical items. Grammatical functions (GFs) such as subject-
of, object-of are also defined in terms of syntactic configurations through
X-bar theory. Thus D-structure is also a level of representation at which
'the GF's relevant to assignment of theta-roie and only these have argu-
ments bearing them (GF-theta).'

In addition to this D-structure condition, UG includes the Projection

Principle -- a core principle within the configuration-based theory of

®* Chomsky (1981;325) notes that there are quasi-argquments such as weather-
it, in addition to (true) arquments; true and quasi-arguments are assigned
theta-roles, unlike expletives (nonarguments). True and quasi-arguments
have potentially referential functions and expletives lack such functlons.
See Rizzi (1982;1986a) for some discussion of the role that the tripartite
distinction of maximal phrases plays in the occurrence of pro in Italian.
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grammar -- giving rise to a restricted structure 2z across the syntactic

levels of representation.*®
(5) The Projection Principle:
Representations at each syntactic 1level (i.e., LF. and D- and S-
structure) are projected from the Lexicon (through CSR(C)), 1in that
they observe the s-selection properties of lexical items.
The projection principle and a general property of X-bar theory play a core
role in deriving D-structure, virtually eliminating any phrase structure
rules (categorial component in the (Extended) Standard Theory; cf. Chomsky
(1965)) that represent a rule system of D-structure (cf. Chomsky (1981;

1986a); also cf. Stowell (1981)).

1.1.2. Theta-theory and Case theory
The second module is theta-theory. A core principle is the theta-

criterion, which is a condition on the proper theta-assignment at LF:**

10 the projection principle formulated in terms of CSR(C) in (5) represents
a strong version of the projection principle below (cf. Chomsky (1981;38)),
which applies not only to subcategorized internal theta-positions but also
to nonsubcategorized external theta-positions:
(1) The projection principle:

(a) if b is an immediate constituent of r at Li, and £ = a' (bar-

projection of a), then a theta-marks b in g

(b) if a selects b in £ as a lexical property, then ga selects b in [

at L.

(c) 1f a selects b in ¢ at L., then g selects b in g at L,

(d) def. = If a directly or indirectly theta-marks b, a selects b.
(As for the notion of direct and indirect theta-marking, see Chomsky
(1981;38)).) A weak version of the projection principle states as follows:
(11) Representations at each syntactic level (i.e., LF, and D- and S-struc-
ture) are projected from the Lexicon, in that they observe the subcategori-
zation properties of lexical items (see Chomsky (1981;29)).

11 This formulation is virtually identical to Freidin's (1978;537)) theta-
criterion (i), which represents a one-to-one relation between lexical NP's
(arguments) and argument positions (theta-positions):
(1) Functiopal Relatedness:
In a sentence SI, each lexical NP with nonnull semantic content must
£ill some argument position in the logical form of SI.
Functional Uniqueness:
In a sentence Si, no lexical NP may f£ill more than one argqument
position for any given predicate in the logical form of S..
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(6) Each argument is assigned its theta-role in one and only one theta-
position, and each theta-position contains one and only one argument.
(cf. Chomsky (1986a); (21) below)

A module which is closely linked with theta-theory 1s Case Theory; the

linking is through the Visibility Condition (the VC; elements are visible

for theta-marking in LF only if they are assigned Case). Case theory

includes the Case Filter in (7),*2 which constrains the distribution of

overt arguments at S-structure, which is linked to PF:

(7) *NP if NP has phonetic contents and has no (abstract) Case (cf. Chomsky
(1981;49))

The fundamental properties of Case-assignment are as follows (cf. Chomsky
(1981;170)):
(8) a. NP is assigned (NOM)inative 1f governed by INFL(AGR)

b. NP is assigned (ACC)usative if governed by V

c. NP is assigned (GEN)itive in [wp -- X']

d. NP is assigned (OBL)ique if governed by [-NI other than INFL(AGR)
and Vv

NOM and ACC, which are structural Case, are assigned by Case-governors
which bear Case features (cf. Chomsky (1986b;24)), and are parallel to the

notions of grammatical relations (grammatical subjects/objects); they are

See also Chomsky's (1981;335) formulation of the theta-criterion that has
the same effects as (1) or (6) but makes use of the notion of chain.

We may also have the following formulation: Each argument bears one
and only one theta-role, and each theta-role is assigned to one and only
one argument (Chomsky (1981;36)). This formulation (one-to-one relation
between arguments and theta-roles) appears to be too strong since some
arguments may be assigned more than one theta-role. One well-known example
is:

(11) John deliberately rolled down the hill. (cf. Gruber (1965/1976);
Jackendoff (1972))

The subjects of motion verbs such as roll (e.g., John in (i)) have a dual
rule when they are animate: a theme and an agent role. Note that the
theta-criterion formulated in (6) does not rule out a dual role. It may
be, however, that in (ii), John is assigned an 'adjunct theta-role' (agent)
in Zubizarreta's (1982) sense from INFL, in addition to a theta-role

(theme) from the predicate rolled down from the hill.

12 The Case Filter (7) will be reformulated below in terms of the notion of
chain.
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assigned through configuration/government and are not theta-related. GEN
and OBL are inherent Cases, which are theta-related (cf. Chomsky (1986a)).
If inherent Case is assigned by a head to NP, then that head theta-marks
NP,*? while structural Case 1is assigned independently of theta-marking.**
Case-assignment is linked to PF with respect to its morphological realiza-

tion and to LF with respect to the visibility of LF theta-marking (the VC).

1.1.3. Government theory

Government theory consists of the various notions of government, which
play crucial roles in Case Theory, theta-theory, binding theory, and
movement theory: Case is assigned under (Case-)government; theta-roles are
assigned under (theta-)government; binding conditions 1license governed
elements (cf. 34); every link of chains cannot cross more than one govern-
ment-barrier (c£. £n. 27); and traces are 'properly' governed (cf. 27).
The central notion of government is defined in terms of the notion of m-
command (cf. Aoun and Sportiche (1983)) and in terms of two concepts of

barrier (91 and ii):2%s

13 As for the Uniformity Condition on inherent Case marking, see Chomsky
(1986b); the notions of Case-marking include the notions of Case assignment
and Case realization.

14 In English, structual Case assignment may need the notion of string
adjacency since NP cannnot be assigned ACC below:

(1) *John give to Mary a book.

Inherent Case, on the other hand, may need the notion of domain-adjacency
in Travis's (1984) sense -- a weaker adjacency requirement -- if of in (ii)
below is considered as a realization of inherent Case (GEN).

(ii) 1 persuade John [of the importance of deoing to college.} (cf. Chomsky
(1986a;191 & £n. 130)

15 The MC (9ii) plays a role in the theory of government but not in the
theory of movement (for example, not in the Subjacency Condition, a
condition on movement).
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(9) a governs b if a m-commands b, and (i) there is no barrier between a

and b and (ii) b is not protected by a head.

def. = 3 m-command b if and only if 3 does not dominate b and every ,

r @ maximal category, that dominates a dominates b.
The first concept of barrier (9i) is defined in terms of blocking catego.y
(BC), which in turn, 1is defined in terms of L-marking; BCs are maximal
categories which are pot theta-marked by a _lexical category (not L-marked;
cf. fn. 16 below). A maximal category is a barrier if it (=/= IP) is a BC
(inherent barrier) or if it immediately dominates a BC (inherited barrier).
This concept of barrier Iimplies that VP is a BC (and an inherent barrier)
since INFL is a nonlexical category and therefore does not L-mark VP.
According to the second concept of barrier, which is called the Miminality
Condition (the MC, 9i1), any projection is a barrier for an element b if it
immediately dominates a head X and b (minimality barrier). The notion of

government also implies that if lexical a governs b, then g governs its
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SPEC and 1ts head*¢ (or that a governs anything which is not protected by
the MC).

1.1.4. Movement theory

Movement theory includes move-alpha, which is characterized as follows
(cf. Chomsky (1986b)): (A) Move-alpha may be either adjunction or substit-
ution depending on landing sites; (B) it may be either syntactic move-
alpha, which 1inks D-structure with S-structure, or LF-move-alpha, which
links S-structure with the LF level of representation (cf. May (1977;1985);
Huang (1982)), depending on the level of rule application; and (C) only
(and any) maximal or minimal projections are visible for move-alpha (cf.
Chomsky (1986b;4)).

Some properties of move-alpha are currently assumed to follow from

some indepeudently-motivated principles of UG. First, because of the

26 In Chomsky (1986b;13 & 70), this implication is stipulated ir the notion
of L-marking in terms of the notion of agreement.
c. L-marking:
a L-marks b if and only if a3 is a lexical category and b agrees with
the head of x that is theta-governed by a.
d. - :

a theta-governs b if and only if a is a zero-level citegory that
theta-marks b, and a,b 2re sisters.
e. glsterhood:
a and b are sisters if they are dominated by the same Jlexical projec-
tion.
'agreement' refers to SPEC-head agreement within categories CP and IP
(subject-INFL agreement and SEPC-C agreement); the notion of agreement
assumes that category b agrees with itself and with its head (cf. Chomsky
(1986b;24)). Thus when V L-marks IP (in ECM environments; cf. Chomsky
(1966b;23)) or CP, it also L-marks its head, and its specifier; the
extraction of an element out of the head of an L-marked category or its
SPEC may be possible across an L-marked category even when the element is
not theta-marked (cf. the BCP in (27)). As for some specific extraction
data out of the heads and out of the SPECs of L-marked projections, see
Chomsky (1986b;84) and Chomksy (1986b;25-26), respectively. Also note that
Rizzi (1982; Chapter 3) and Kayne (1984; Chapters 1 and 5) suggest, under
the analysis of COMP in (1) of £n. 7, that if V governs 8' (= CP), then it
also governs its head, the COMP, and can assign Case to (and therefore
govern) a phrase in COMP (= SPEC of CP). )
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projection principle and the theta-criterion, substitution does not apply
to a theta-position. Adjunction does not apply to maximal categories which
are assigned theta-roles as a consequence of theta-theory because adjunc-
tion creates a barrier to (lexical) theta-marking (cf. Chomsky (1986b)).

Thus, because of theta-theory, only the SPEC of IP or the SPEC of CP is

available as a landing site of substitution since the SPEC of IP (A-
position) may fail to be a theta-position and since the SPEC of CP is not
an A-position. Only a nonargument XP (IP (in nonECM environments; fn. 16 )
or VP) can be a landing site of adjunction since it is not theta-marked by
a lexical item. Second, head and maximal positions or categories are
available for the landing sites of heads and maximal projections, respec-
tively, in accordance with a certain version of the Structure-Preserving
Hypothesis (SPH; cf. Chomsky (1986b)).

Movement theory assumes trace theory, which implies coindexing between
elements and their traces: I[xe @il ... [xe ti]l. Traces are motivated for
two reasons: the projection principle and the theta-crieterion. Consider
(10) under the assumption that every element in an A-position (arquments or
expletives) bears an index at D-structure:

(10) a. [e) was killed {John.]
b. [Johni] was killed [t.l

Because of the D-structure condition and the projection principle, in
(10a), the argument John 1is base-generated 1in the L. position (theta-
position) since the verb kjill s-selects a logical object theta-role.
Suppose that a passive morpheme is attached to the verb kill at D-structure

(cf. Chomsky (1986a;157))*” and that it has properties of absorbing the

17 technically, the projection principle applies after the application of
passive affixation, which may mean that a passive morpheme is base-generat-
ed at D-structure. 1In Section 4.3., we arqgue that the passive morpheme is
actually base-generated as a matrix predicate.
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Ccase of a direct object and the theta-role of a subject (cf. Burzio's
Generalization (= BG))*® so that an arqument cannot appear in the subject
position in passive construction. Then John is assigned a theta-role but
not Case in (10a).

Consider another case of A-movement:*?

(11) a. [el]l is likely [z» [Johns] to be happyl
b. {[Johni] is likely [xe [tsi] to be happy]

In (11b), John: is not assigned Case since fo (INFL without AGR) is not a
Case-assigner (cf. 8a); even if {he matrix predicate can govern 1t, it is
not a Case assigner, being [+A,-V] (cf. 8). Because of the Case Fllter
(7), John in (10) and (11) should move to a Case position, 1i.e., subject
position, which is assigned NOM (through object-to-subject movement (10)
and through subject-to-subject movement (11)). 1In (10), the logical object
arqgument moves from the object position to the subject position; in (11),
the logical subject argument moves from a subject position to another
subject position. These two connected elements, John and its trace, are in
a Case position and in a theta-position, respectively.

In terms of the connection between A-positions, the 1linear history of
A-movement (called NP-movement or move-NP in the literature) is called A-
chain. The connection between A-positions 1is represented in terms of

coindexing between arquments and thelr traces, which are dominated by A-

28 A verb assigns an external theta-role if and only if it assigns ACC to
NP (cf. Burzio (1981); Chomsky (1981)); see also Chapter 4 for our version
of Burzio's Generalization (cf. Choe (1987a)).

1s The predicate be likely is currently assumed to (c-)select an IP; if it
(c-)selects a CP, then the traces in (11b) would not be governed, violating
the condition (the ECP; cf. 27 below) that traces are ‘'properly' governed.
See, however, Section 4.1. for our discussion on the IP selection in
Exceptional Case Marking and raising constructions.
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positions. A-chalns thus instantiate abstract representations of arguments
at S-structure in terms of the connection between A-positions:
(12) A-chain = (Johnai, ti)2°
Case positién téeta position
The £inal 1landing site, which is a Case position, is the head of an A-

chain; the trace, which 1lies in a theta-position, is the tall of an A-
chain. We assume that theta-roles and Case are properties of A-chalns and
that A-chains are Case-/theta-marked if A-chains contain exactly one theta-
(marked) position and one Case(-marked) position (cf. fn. 33). Given the

notion of A-chain, the VC is formulated as (13) (cf. Chomsky (1986a;135)):

(13) The visibility Condition (the VC):
A position in a Case-marked A-chain is visible for theta-marking.

The VC in (13) suggests that abstract representations of arguments (A-
chains) must be Case-marked to be theta-marked.

However, consider sentence (14), in which an expletive 1is in a Case
position but an argument is not.
(14) Theres is a man, in the garden.
The trivial A-chain (@__pman) does not contain a Case position: Since a
predicate does not assign a logical subject theta-role, it does not assign
Case to its object. According to the VC, the A-chain is not theta-marked
at LF (theta-positions are not licensed). To have the A-chain (3 _man)
visible for theta-marking, we postulate an expletive-arqument pair in terms
of coindexing, as shown in (14). Thus 1in LF, in order for the theta-
position to be visible for theta-marking, the argument coindexed/linked

with an expletive moves to the expletive position, eliminating the exple-

20 gee also Chomsky (1986b) for the notion of ‘'extended' (A-)chain that
includes A-chain and SPEC-INFL agreement under a certain assumption on
indexing (chain coindexing) and under a certain notion of head-movement.

26



tive. Expletive-argument pairs (obtained through coindexing (or linking)
between arguments and expletives) we assume are obtained at D-structure,

subject to another D-structure condition (cf. fn. 21 below).

(1 gzgfggfﬁgiﬁ;ggggtggggion is occupied by a, a non-empty, if and only if
3@ is linked to an argument. (Chomsky (1986a;134))
(4) and (15) imply that expletives cannot appear at D-structure without
being linked to arguments.
Consider (16), in which A-movment does not start from a theta-posi-

tion.2*

(16) Theres: is likely [ ti to be a mani in the gardenl].
" I
| |

In (16), there does not lie in a Case position at D-structure, so there

should move to the matrix subject position togform A-chain (theres, ti) so
that its chain can be Case-marked. Houever, a_man, which forms a trivial
A-chain, lles in a theta-position but not in ? Case position for the same
reason as in (14). Thus the a__man positi%n is rot wvisible for theta-
marking. As in (14), the A-chains (there, t5 and (a_man) are complemen-
tary: the A-chain (there, t) contains a Csse position but the A-chain (g
man) contains a theta-position. Notice also that not all heads of A-chains
headed by arguments coindexed with expletiées lie in theta-positions. 1In
(17), the argument a _man linked with the tail of the A-chain (there, tl1)
does not lie in a theta-position. :

(17) Thsre; is likely I 71; to be a min; bel?eved { tf; to be happy 11

| | | |

21 Expletive-arqument pairs at D-structure 'are optional; if the D-struc-
tures of (14 and 16) do not contain expletives, then A-movement is moti-
vated, deriving (i and ii). |

(1) A manas is t. in the garden.

(ii) A man, is likely [zs» ti to be ti in the garden]).
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In (17), the A-chain (there, tl) is Case-marked and the A-chain (@ _man, t2)

is theta-marked, as in (14 and 16). Thus we may assume that expletive-

argument linking (maximal CHAIN in Chomsky (1986a)) is linking of two A-

chains headed by an expletive and by an argqument at S-structure: Suppose

the notion of CHAIN22 containing the tail of an expletive A-chain and the
head of an argument A-chain. Then the two A-chains are linked by a CHAIN
as shown below:

(18) A-chains (@1,...an) and (bi,...bm) (where a. is an expletive; ba is an
argument; 0<n,m) are linked by CHAIN (@an, ba), then
(22,--3n,D2,...bm) 1is a maximal CHAIN (obtained through expletive-
argument linking) at S-structure (cf. Chomsky (1986b;132)).

In LF, the heads of arqument A-chains linked to expletive A-chains at S-

structure move to expletive positions to eliminate expletives and to be

visible for theta-marking. The b. 1in (18) moves to the expletive (@a)
position, forming an A-chain, which we call a maximal A-chain. Thus at LF,
we have only maximal A-chains that are visible for theta-marking. A-chains
at S-structure may or may not be theta-/Case-marked but maximal A-chains at

LF are both Case- and theta-marked. Given (18), the chains in (17) are

schematized as follows:

(19) a. (theres, tli) (= A-chain] + (tl., a mans) [= CHAIN] + (a mani, t2.)
{= A-chain] = (therea, ti, a man,, t2i) [= maximal CHAIN, exple-
tive-arqument linkingl --- S-structure

b. (a mans, ts, ti, t2:) [= maximal A-chain] --- LF2?

Maximal A-chains cover all abstract representations of arguments (at

LF)2¢ that are theta- and Case-marked. Given the notion of maximal A-

22 In Chomsky (1986a;132)), A-chains at S-structure are also called CHAINs.
22 ye may assume that a_man moves successive-cycllically to eliminate
expletives and their traces as well If there is some feature-matching
between elements and their traces.

24 One main problem of maximal A-chains (at LF) derived from expletive-
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chains at LF, we have the following maximal A-chain conditlions, which
cepresent one of the core conditions of movement theory.
(20) Glven maximal A-chain (@., ..., a2)

a. 21 c-commands @i+a where i < n 2°

b. ax 1s in a Case position and a» is in a theta-position. (cf.

Chomsky (1986a;137))
This condition constrains the LF level of representation, which contains
all and only abstract representations of argument (maximal A-chains)
without containing expletives, unlike D-structure, which contains exple-
tives linked/coindexed with arguments; LF is a 'purgr' represc..tation of
theta-structure than D-structure.

Given the VC in (13), the notion of maximal A-chain 1leads us to
reformulate the theta-criterion in terms of the notion of maximal A-chain,
which contains exactly one argument (because of the D-structure conditions

and because of the LF-movement of arguments to expletive positions) and

holds of the LF level of representation (also cf. 6).2¢

(21) the theta-criterion:

An maximal A-chain has one and only one visible theta-position. (cf.
Chomsky (1986a;135))

arqument linking (maximal CHAINs) involves scope. Williams (1984a) notes
that an indefinite NP of there-construction does not have scope over
elements which c-command it.
(1) a. There must be someone in his house. (from Williams (1984a;152))

b. %[ someonea [ there must be xi in his house ]]

c. [ must [ someones [ xi in his house 1]
As shown in (i), someone does not have scope over must; if someopne moves to
the subject position at LF to eliminate fhere, the scope representation of
(b) can be obtained. However, see Choe (in progress) for discussions on
why the scope problem does not arise in fhere-construction.

28 This condition derives from trace theory {(cf. Fiengo (1977)), which
prevents lowering move-alpha in syntax.

26 Chomsky (1986a) formulates the theta-criterion in terms of the noticn of
CHAIN. Since the theta-criterion applies at LF and since maximal CHAINs
form maximal A-chains through A-movement at LF, we use the notloa of
maximal A-chain in formulating the theta-criterion.
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The theta-criterion (21) in terms of the VC expresses the one-to-one
relation between maximal A-chains (abstract representations of arguments)
and visible theta-positions: Each maximal A-chain contains exactly one
visible theta-position and each visible theta-position appears in one and

only one maximal A-chain.

There is one more notion of chain derived from movement: A-bar chain.
Chains headed by elements 1in A-bar positions are A-bar chains. 1In (22)
below, L{: lies in a Case and theta-position, forming a maximal A-chain, but
(whats, t*i) forms an A-bar chain since the head what lies in an A-bar
position.

(22) whats does [:p» Mary [ve like till.

Scope motivates A-bar movement; wh-phrases (operators) require scope, which
is read off at the LF level of representation. The second type of operator
movement is LF-adjunction to IP or VP (Quantifier Ralsing; May (1985)),
creating segments, as in (23), under the theory of segment in adjunction
structure (cf. May (1985) and Chomsky (1986b); also cf. Chapter 2). 1In
(23), a adjoins to a category b; adjunction creates segments bi. and bs,
which form a category.

(23) ... [wa @l [ws ... tl1...]]

(We discuss more on the configuration in (23) in Chapter 2.)

Movement is constrained by conditions on representations of such
maximal A-chain conditions; it 1is also constrained by conditions on

movement such as the Subjacency Condition that barse movement across more
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than one barrier. The Subjacency Condition2” explains some island effects

(cf. Ross (1967)) and some CED effects (cf. Huang (1982)):

(24) a. tthe mans who [:» [w» pictures of ti] are on the table)
b. *to whoms did [z» they leave (»» before speaking t. 1]

The NP in (24a) and the PP in (24b) are BCs and barriers since the NP
subject is not L-marked (INFL is not a lexical category), and since the PP,
an adjunct (noncomplement), is not L-marked (adjuncts are not theta-
marked). The IPs in (24) therefore become inherited barriers, because they
immmed}ately dominate BCs (subject NP or adjunct PP). Thus, movement in
(24) crosses two barriers and violates the Subjacency Condition.

Movement theory also includes the Empty Category Principle (the ECP),
which restricts the distribution of traces. The principle originally
intends to capture the subject-object asymmetry shown in the contrast in
(25a) and (26a).

(25) a. Whos do you think {ce ti (%that) [zs ti left])].

b. who t. left.

(26) a. Whos did you think [e» ti (that) [xs Mary hit t.]].

b. Who. did you hit t..

The ungrammaticality of (25a) is attributed to the fact that the trace in
the subject position 1is not properly licensed, unlike the trace in the

object position in (26a). The contrast between (25a) and (26a) with that

27 By analogy with QR in LF, Chomsky suggests that operators adjoin to VP,

subject to the Subjacency Condition in (1).

(1) If (@i, 21+a) is a link of a chain, then a.+2 is 1l-subjacent to g.
def. = b is n-subjacent to 3, if and only if there are fewer than nt+l
barriers for b (cf. Chomsky (1986b;30))

Thus the derivation of (22) is as follows:

(1) [cp whats does [zp Mary [(vex ti [ves like ti ]]

VP is an inherent barrier (because it is not L-marked) and IP becomes an

inherited barrier since IP immediately dominates VP (a BC) when movement

crosses VP and IP. Thus what moves to VP, then it moves to the SPEC of CP;
two movement processes do not cross a barrier since a segment VP, does not
constitute a BC (and barrier) and IP (by its defectiveness) is not an

inherent barrier although it is a BC. As a result, every 1link of the A-

bar-chain (what, t, t) does not cross a barrier. Below, we abstract away

operator-movement to VP from our discussion.
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suggests that the notion of theta-government is responsible for the
grammaticality of (25-26a) since the only difference between them is that
the t. in object position in (26a), but not in subject position 1in (25a),
is governed by a theta-governor. The contrast between (25a) and (25b) also
shows that another type of government may 'properly' 1license a trace:
antecedent-government.2® In (25b), Who governs its trace but in (25a) who
does not govern its trace because of that (that induces the MC). Thus,
given the appropriate definition of government (cf. 9 and fn. 16), the ECP

is stated as follows:2®

(27) The Empty Category Principle (the ECP):

A trace [m t]) must be 'properly governed,' where 3 properly governs b

if and only if @ governs b and (a) or (b)

a. a theta-governs b (theta-government (cf. fn. 16))

b. a iIs coindexed with b (antecedent government).

The ECP also rules out adjunct-extraction out of an adjunct, as in
(28).
(28) *Hows did you leave [»» before [zs PRO fixing the car t. 11].
The £ in (28) 1is not properly governed: The L. position 1is not theta-
governed because it is an adjunct position. The antecedent of f is too far
from its trace ti to be an antecedent-governor because it is separated from
its trace by the two barriers PP and IP for the same reason as in (24b);
therefore the sentence (28) is ruled out by both the Subjacency Condition

and the ECP. The ungrammaticality is more severe in syntactic ECP viola-
i

tions than in Subjacency violations, probably because ECP violations are

28 Antecedent-government holds of a 1ink (a,b) of a chain when a governs b.

29 The ECP is a disjunctive condition with heterogenous notions of govern-
ment. For this conceptual reason, there have been some efforts to reduce
the ECP in terms of antecedent-government (the ECP as a chain phenomenon)
(see Kayne (1984) and Chomsky (1986b)).
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also Subjacency violations (but except for the cases of that-trace ef-

fects).

1.1.5. Binding Theory and Control theory

In addition to conditions on abstract representations of arguments
(maximal A-chains), each argument should be licensed in another way. The
differing features [+/-(p)ronominal, +/-(a)naphic] argquments possess
determine their licensing conditions: The interpretation of ([(+p] elements
such as they depends upon that of another element or it is free; the
interpretation of [+a] elements such as each other depends upon that of
another element; [-a,-p] elements such as the men do not depend upon
anything in interpretation since they have their own semantics (cf.
Higginbotham (1983;1985b)). We call such dependency among arguments
referential dependency (Higginbotham (1983); Chomsky (1986a)). Referential
dependency among arguments has the following binding properties in terms of
the notion of local domain that contains the governor of an argument:?°
(29) (A) an anaphor (= [+a,-p]l) is A-bound in a local domain (IP or NP)

(B) a pronominal (= [-a,+pi) is A-free in a local domain
{(C) an r-expression (= [-a,-pl) is A-free 3*

30 the notions of bind and free are defined in terms of the notions of
coindexing and 'c-command':
(1) a. a is X-bound by b 1f and only if a and b are coindexed, b c-
commands 3, and b is in an X-position.

b. 3 is (X-)free if and only if it 1is not (X-)bound. (cf. Chomsky
(1981;184-5))
The notion of government 1is defined in terms of m-command (cf. Aoun and
Sportiche (1983)); the notion of X-bind 1is defined in terms of c-command
(cf£. Reinhart (1976)).

32 consider the following where (theres, ti) is an A-chain; (t., a mani) is
a CHAIN:

(1) Theres is likely [ ti. to be a man. in the gardenl.

In (1), a_man is bound by &£ or there violating binding property C, but the
sentence 1is grammatical. Thus, assuming that binding is essentially a
theory of referential dependency, we might have the following condition:
(ii) Binding of an argument by a nonazgument 1is rot subject to binding
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The properties in (29) (as formulated in Chomsky (1981)), which are assumed
to apply at S-structure, imply that there are no [+a,+p] overt elements by
definition, since an element cannot be simultaneously A-free and A-bound in
a local domain unless the element is immune to binding (cf. PRO).

There are null counterparts of these elements that also share the same
properties as (29; depending on their features. NP trace is [(+al] in
nature, it is always bound because of the maximal A-chain condition (20a)
(and probably because of the Subjacency Condition also). Null subject in
Romance languages (Italian and Spanish), which 1is called pro, 1is null
pronominal since it is A-free in a local domain (cf. Rizzi (1982;1986a)).
In addition, a trace (a variable) 1left by a scope-assigning element (an
operator) behaves like an r-expression (cf. Strong Cross-Over).?2
(30) *who. does he. think that Mary hit t..

The sentence (30) is ungrammatical since f, an r-expression, is A-bound.
Consider also (31) below.

(31) a. The mans [ {whoi/OPs} [ Mary hit t. 1] is tall.
b. The man (who) Mary hit is tall.

The projection principle says that there must be an empty category in the
object position of hit since it s-selects a patient role. 1In (31), who or
a null (wh-)operator moves to the SPEC of CP. Since the man is in an A-

position, &t 1is A-bound, which contradicts the binding property of a

theory (cf. Chomsky (1986a;143)).

We may, however, restate condition C: An r-expression 1is A-free
maximal- CHAIN-externally, so that binding does not apply maximal-CHAIN-
internally. Or we may take there to be unindexed and replaced at LF,
thereby forming the proper 1link (Noam Chomsky (p.c.) and Haward Lasnik
(p.c.)).

32 yariables alsc show Weak Cross-over or obey the Bijection Principle
(Koopman and Sportiche (1982)), which shows a one-to-one relation between
‘variables' and operators. On the notion of variable, see Koopman and
Sportiche (1982).
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variable in (30). Thus, we ﬁave a condition (32) below for a variable,
which applies only when r-expressions are linked to operators.
(32) an r-expression must be A-free in the domain of its operator

According to the feature system, we also expect (null) [+a,+p] ele-
ments. In fact, there is an instantiation of a type of empty categoiry
that is nelther an NP-trace nor pro nor a variable.
(33) John decided [ce [z» [e] to leavell.
Because of the projection principle (theta-theory) and the notion of
government (Case theory), the embedded subject position “n (33) must be a
theta-position but must not be filled by an overt argument. We expect an
arqument in the e position since leave selects a logical subject theta-role
because of its selectional property. But an overt element cannot appear in
the ¢ position since the position 1is not governed: fo (INFL) is not a
governor, and decided cannot govern the ¢ position since it selects CP,
which prevents it from governing the ¢ position (CP becomes an inherited
barrier); to (INFL) is not a (Case-)governor. Thus, owing to the Case
Filter,?® non-governed theta-positions are not filled by arquments, while
the projection principle says that there must be syntactically-reallzed
positions for selected theta-roles. We call this type of empty category

PRO. Given the feature system of arguments and binding properties, PRO is

33 A maximal A-chain headed by PRO contains no Case position even if it
contains a theta-position.

(1) John was promised [ PROs to be allowed [ ti to leavell.

Instead of invoking the Case Filter, we may assume that the VC applies only
to maximal A-chains headed by governed arquments; the VC does not apply to
maximal A-chains headed by PROs, but applies to maximal A-chains headed by
pro's, variables, or NPs. Then vhether or not the heads of maximal A-
chains lie in Case positions depends on whether they are governed or not.
Under that assumption, (ii) is ruled out probably because the Case reallza-
tion of John is not properly interpreted at PF, given that John has no
Case assigner in syntax.

(i1) I tried [ John to leavel.
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characterized as [+a,+p]l. 1In fact, PRO possesses an anaphoric property
since it may require a controller in order to have specific reference and
therefore may fall to be (-a,-p) (variable) or [+p,-al (pro); PRO is also
pronominal (and therefore not [(+a,-p]J) since it can have a 'remote'
controller (cf. Chomsky (1981)).

The lack of overt [+a,+p] elements and the occurrence of phonetically
null (+a,+p] elements (the theorem that PRO is ungoverned; also cf. 29) is
obtained by default, if only governed elements satisfy binding principles.
Binding properties are reformulated as licensing conditions on a governed
element @ in the expression E with indexing I, as below (cf. Chomsky
(1986a;171-2)).

(34) The licensing conditions on governed elements:*<
For some b such that (i) or (ii), I is BT-compatible with (a,b):
(i) a is an r-expression and
(a) b is the domain of the operator if a is a variable or
(b) b = E otherwise
(11) a is an anaphor or pronominal and b is the least CFC containing
for which there is an indexing J BT-compatible with (a,b).?*®

def. = I is BT-compatible with (a,b) 1f:
(a) a is an anaphoric and is bound in b under I
(b) @ is a pronominal and is free in b under I
(c) a Is an r-expression and is free in b under I.
Some empirical predictions of (34), where a local domain is defined in

terms of the notion of BT-compatible CFC, differ from those of (29) 1in at

34 Por the previous formulation of a 1local domain (called governing
cateogory), see Chomsky (1981). We will not discuss some conceptual and
empirical problems raised by the notion of SUBJECT in terms of the i-
within-1 condition and the auxiliary hypothesis which play roles in
defining governing category (cf. Yang (1983); Huang (1983)); we simply
acknowledge that there are some issues raised by the current formulation,
such as the relation between the ECP and LF-movement of anaphors (cf. 35).

28 CFC (complete functional complex) is a cateqgory in which "all grammati-
cal functions compatible with its head are realized in it - the complements
necessarily, by the projection principle, and the subject, which is
optional unless required to license a predicate, by definition." (Chomsky
(1986a;169)) The local domain for an anaphor or pronominal g is the least
CFC (NP or IP) containing a lexical governor of 3.
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least two respects: First, the conditions (34) allow anaphors in subject
positions while the conditions (29) do not; in (35a), each other is
licensed by having a BT-compatible CFC (IP); the anaphor each other is
bound in IP.

(35) a. *[zp Theys think each other. won]
b. %[z» Theys INFL-each other: [vwe think (ce [zs ti wonll]

The ungrammaticality of (35a) 1is then accounted for by the ECP, under the
assumption that anaphors moves to INFL in LF 1in order to be governed by
their antecedents (subjects), as 1in (35b):2¢ The f£i: in (35b) is nelther
theta-governed nor antecedent-governed (movement crosses three barriers,
VP, CP and 1IP). Second, the notion of BT-compatibility explains an
overlapping distribution of pronominals and anaphors:

(36) a. [z» the children. like [ws {each other'si/their,} friendsl]). (cf.
(229) in Chomsky (1986a;170))

The minimal BT-compatible CFC for each other 1is IP and each other is
licensed by having a BT-compatible CPC (IP); the minimal BT-compatible CFC
for their is NP and their is licensed by having a BT-compatible CFC (NP).
The interpetation of ungoverned PRO, which is not 1licensed by (34), is
obtained by control theory. In fact, control properties differ from
binding properties so that grammar needs a theory of control independent of
a theory of binding (cf. Chomsky (1981;1986a) and references cited there-

in).

3¢ LF-movement of anaphors and the conditions (34) predict that if langua-
ges show no Subject-object asymmetry with respect to the ECP, then anaphors
may appear in subject positions; this prediction is bornme out in languages
such Chinese, Japanese, and Korean. In languages such as Itallan, as in
English, subject-object asymmetry is observed (cf. Rizzi (1982; ch. 4)) and
anaphors in the subject position are not allowed but that-trace effects do
not show up, as they do in English. See Rizzi (1982; ch. 4) for an
independent reason for the lack of that-trace effects in Italian.
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1.1.6. Principles of Licensing and Full Interpretation
In the previous subsections, we have discussed each module of grammar,
which includes appropriate universal principles/conditions. The principles

and conditions we have discussed are taken as licersing conditions on

eiements at each level of representation. Licensed elements are linked

with the LF level of representation through the projection principle and

through the conditions on abstract representation of arguments (maximal A-

chains); D- and S-structure, and LF are linked through move-alpha. On the

other hand, under the projection principle, elements of S-structure are

linked with the PF level of representation through morphology and phonology
(cf. £n. 4).

In addition, as a property of natural 1languages, UG includes a
principle of f£full interxpretation (FI) at the levels of interpretation (LF
and PF), vwhich constitute the interface of syntax with systems of language
use: [Each element represented at the levels of interpretation (PF and LF)
should receive an appropriate interpretation. Licensing princples and FI
say that elements are represented at a certain level of representation if
they are licensed in an appropriate way; once they are 1licensed, they must
receive an interpretation. FI also says that unlicensed elements must not
receive interpretation. Thus FI is bidirectional; elements are licensed In
syntax 1ff they receive appropriate interpretations at LF/PF.

At LF (linked to a congnitive level) and at PF (linked to a production
and perceptual level), properly-licensed elements receive (grammar-)'exter-
nal' interpetation in a sense since the levels of LF and PF constitute the
interface of the language faculty with other congnitive systems; each
element receives semantic and phonetic interpretation by some invariant

principles by virtue of being licensed in an appropriate fashion. For
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example (cf. Chomsky (1986a;98), at PF, book cannot be represented as

[£burk}; (£] and (x) do not receive phonetic interpretation since they are
not licensed by morphology or phonology in appropriate ways. Thus they are
not proper representations of P and therefore having a representation
{fburk] violates a principle of FI. Likewise, the sentence who John saw
Bill does not receive a semantic interpretation at LF since who is not
licensed; an operator should strongly bind a variable (nonvacuous quanti-
fication; the Bijection Principle (Koopmaﬂ and Sportiche (1982))). On the
other hand, the sentence John saw Bill must receive a semantic inter-
pretation; a principle of FI says that it must not be the case that John or
saw Bill 1is licensed by its 1licensing conditions but does not receive a
semantic interpretation.

The projection principle and the chain conditions are cross-level
constraints that link levels of representation so that a restriction on one
element of a certain level may carry over into another level of representa-
tion. A principle of FI is meaningful only under the theory assuming the
structure 2 = (D,S,L,P) with the projection principle and move-alpha with
Recoverability of Deletion; elements cannot be deleted if they are not

recoverable {cf. Chomsky (1964;71); Chomsky (1981)).

1.2. Qutlook

Thus far we have discussed the theoretical framework we will adapt
here. The theory sketched above mostly concerns maximal elements providing
licensing conditions of maximal elements and conditions or principles of
the distribution of maximal elements at each level of representation. 1In
the following Chapters, we discuss some 1lingquistic phenomena ('complex

predicates') zelated to the behavior of minimal elements in each level of
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representation under the framework of UG discussed above and under a
certain assumption on tree structure. Based on our discussions of those

linguistic phemomena, without changing the core aspect of UG, we will
extend the theory to include principles or conditions of minimal elements

or those on the distribution of minimal elements having a number of

theoretically and empirically plausible consequences. Some of the core
proposals are listed below:

(37) a. reinterpretation of head-movement (Chapter 2)

b. introducing minimal category-to-minimal category transformations
(affect/move-category) under a theory of transformation called the
licensing theory of transformation (Chapters 2 and 3)

c. the wide interpretation of the projection principle with the
extension of the projection principle to a sublevel of PF (Chapters
2 and 5)

d. a certain syntactic approach to 'complex predicates' (Chapters 2
and 3)

e. introducing morphological ambiguity derived from syntactic
derivations (Chapter 3)
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CHAPTER 2: COMPLEX PREDICATES AND MOVEMENT

2.0. Introduction
In this Chapter, we briefly discuss some empirical and theoretical

issues raised by the linquistic phenomena (the 'complex predicate' pheno-
mena) that we will discuss in subsequent Chapters. We discuss certain
empirical data and the notion of category, which 1leads to a transfor-
mational (movement) approach to the phenomena in terms of affect/move-
category, which we call the Restructuring Rule (RR). This Chapter also
discusses some theoretical issues related to the notion of movement
(adjunction and substitution) under the resticted theory sketched in
Chapter 1. Our discussion of movement will lead to a proper understanding
of the two different types of 'complex predicate/word'; 1i.e., morphologi-
cally-complex predicates/words and of complex predicates composed of
morphologically-independent predicates/words. We also discuss another
aspect of the transformational connection between the levels of representa-
tion and consider some well-motivated and restricted transformational
approaches to 'complex predicates,' resulting in & very restricted theory

of UG consistent with the ideas of the projection principle and FI.

2.1. Transformation and the principles of UG

2.1.1. The licensing theory of transformation and the status of category
projection

In a recent framework (cf. Chomsky (1986b)), move-aipha is elither



substitution or adjunction.? It is assumed to affect either maximal
projections or heads. Consider the following schema for movement of
maximal projections:

(1) Movement of maximal projections

a. gubstitution b. adijunction
XP XP,
/ \ / \
SPEC X' YP XPy
| / \ | / \
a. X .. Y a. / \
| YP
ts |
ts
Movement of minimal projections
c. gsubstjitution d. adjunction
Xp X
/ \ / \
/___\ X YP
X YP /\N 1\
| / \ Y X I_\
bs / \ | | Y
Y bz a |
| ts
ts

d2s (terminal strings) move to (empty) base-generated positions f{la/c) or
adjoin to categories (1b/d). The movement processes in (1) are assumed to
be ruled out by independently-motivated principles of UG: For example,
because of the projection principle, the positions (syntactic categories)
do not move in the case of adjunction as shown in (2a) (cf. (5) in Chapter
1); arquments cannot simply attach to a node, as shown in (2b), because of

the Structure-Preserving Hypothesis and perhaps because of X-bar theory.

2 It is assumed that deletion or insertion, which used to be a transforma-
tion, may not apply unless an inserted or deleted element 1is a dummy
(semantically null) or minor element such as of as a dummy Case marker and
that complementizer. Note that expletives such as there are not inserted
in the present framework, but are generated at D-structure. Wwhile deletion
is constrained by Recoverablity of Deletion, whose Iinterpretation is
theory-internal, insertion of minor categories may best be understood as
realization of features under certain conditions. See Chomsky (1986a) in
vhich of-insertion is discussed as a realization of GEN (also cf. Stowell
(1981) for the rule of gf-insertion).



b. * 0 XpP/X

I {{pp/wh}/a}

The processes in {1b, c and d) are, however, not fully understood in the

literature and one can ask what the proper nature of movement in (1) is.
To answer this, we suggest the notion of movement that motivates the above
two processes under a certain assumption on Xo-categories and terminal
strings (and on tree structure).

For reasons which will be clear in subsequent Chapters, let us suggest
that in the following structure, Xo and 3 are in the domination relation
(along the 1lines of Higginbotham (1985a)) and that they are independent
entities governed by different processes and principles.

(3) Xo

|

a
a represents bundles of phonological, morphological, syntactic, semantic
features and other lexical lnformation such s selectional properties.? Xo
represents categories with categorial features [aN,bV] (obtained in the
Lexicon, which are percolated from g and which are projected through Y-bar
schema (cf. Chomsky (1970))) and with some grammatical features such as

(+/-transitivity,+/-ergativity], as we will discuss in Chapter 3. Cate-

gories are also understood as syntactic positions dominating terminal

2 Given the structure (3) in terms of the domination relation and feature
bundles, we assume the fcllowing about a: The semantic and syntactic
features of 3 are categorially represented in syntax in terms of categorial
projection; certain morphological features are referred to in syntax to
trigger syntactic head-movement (as we will argue; cf. Chapter 3); and
morphologi.al and phonological features are referred to at the level of PF
representation. On the other hand, both g and Xo-categories as independent
entities (as feature bundles) are, as we will suggest, referred to by
transformations.

In assuming that the structure in (3) represents the domination
relation, we diverge from the current concept of tree structure (cf.
Chomsky (1955/1975a); Lasnik and Kupin (1977)).
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strings and are assigned properties or features (Case-marking; theta-
marking; A or A-bar distinction), which are determined configurationally
depending on the properties of the heads whose projections dominate those
positions. Note also that although Xo and g are in the domination rela-
tion, they behave as if they formed one entity with respect to the notion
of c-command given Reinhart's (1976) definition of c-command in terms of
'the first branch node.'

Consider the following (42) in which 3. undergoes A-movement and in

which [+x] and (+y] are obtained configurationally.
(4) a. XPl+x,-%,...1 ... XPI-X,+y,...] b. XPl+x,+y...]

a. ‘. a.
Given a principle of Full Interpretation, suppose that an element 3. should
be assigned [+x] and [+y) to be properly licensed (and therefore to receive
interpretation at LF) but that it is base-generated in a position that is
assigned only [+y]l. Then the element should move to a position which is
assigned [+x] to seek the missing licensing factor [+X].

Given the maximal A-chain conditions, we explain A-movement in this
manner: When a position is not assigned a certain 1licensing factor (Case;
cf. the theta-criterion and the VC) for an pp, the pp moves to a Case
position to seek a missing licensing factor forming an abstract represent-
ation of arguments (maximal A-chains). Likewise, A-bar movement (e.q.,
move-yh or Quantifier Raising) 1is motivated because of the nonvacuous
quantification principle at LF or because of some scope reason: a wh-
element is base-generated in an A-position that is not a scope position and
therafore either in syntax or in LF, the wh-element moves to an A-bar posi-
tions which can assign appropriate scope so that the wh-element and its

scope are interpreted at LF.
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Suppcse further that confiqurational features [+x] and [(+y] of the
category X* are restricted to the same bar-level of categories as X*. For
concreteness, imagine that the feature [+X] and [+y] can be assigned only
to maximal categories/positions. X! positions may fail to be assigned [+x]
or (+y]l if * is nonmaximal, and therefore they are not likely to be landing
sites of maximal elements that move to seek their missing 1licensing fac-
tors/features. The Structure-Preserving Hypothesis? follows because
terminal strings of maximal categories would move only to maximal cate-
gories to seek their missing licensing factors, since only the same bar-
level of positions would provide missing licensing factor(s).* Let us call
this idea the 'licensing' theory of transformation (a refined and general-
ized version of the last resort theory of move-alpha (see Chomsky (1981;-
293); Chomsky (1986a;137 & 201)). Under this concept of movement, A-
movement and A-bar movement are understood in the following ways: A-
positions (but not A-bar positions) do not usually provide scope features.
Thus, wh-elements, which must be assigned scope, should move to A-bar
positions either in syntax or in LF. Since only SPEC positions provide
scope features, quantificational elements move only to A-bar SPEC posi-
tions. On the other hand, arguments require Case because of the Visibility

Principle to be properly interpreted at LF. When they are base-generated

2 we tentatively assume the following version of Emonds's Structure-
preserving hypothesis (cf. Emonds (1976)):

(1) move-alpha is 'structure-preserving.' (def. = move-alpha ls structure-
preserving if and only if an X* element moves to an Y* position or category
(where * indicates a bar-level).

¢ As for the intermediate landing sites of move-alpha, we suggest that
there is a condition on chains that avoids heterogenous elements within
chains obtained by movement. The intermediate elements should be nondis-
tinct from the head and the tail of a chain in their bar-level and perhaps
in their categorial features. This condition, however, may fail to apply
to other chains that are not derived by movement, such as 'extended
(A-)chains' in Chomsky (1986b).
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in non-Case positions, they should move to Case positlions, obeying the
constraints or principles of UG. The landing sites of A-movement are not
non-A- or nonmaximal positions since A-movement is motivated by the lack of
Case and Case ls'not assigned to non-A- or nonmaximal positions.

The licensing theory of transformation implies that move-alpha does

not take place without causes and that move-alpha is not maximally free,
unlike the currently assumed proposition on move-alpha -- move anything
anywhere. Move-alpha takes place only when alpha is not appropriately
licensed to be interpreted at a certain relevant 1level of interpretation.
Since the 1lack of a licensing factor of an element in the position that
dominates it triggers move-alpha, movement 1is understood as trigger-
oriented. When an element is base-generated in a position that lacks a
licensing factor for that element and there is no position available for
the element to move, the representation would not be interpreted at a level

of interpretation (either at LF or at PF).

2.1.2. The adjunction function X and the wide interpretation of the
projection principle

Adjunction shown in (1b and d) (cf. May (1977;1985) and Chomsky
(1986b)) is also movement of terminal strings but creates the same type and
the same bar-level of nodes as those which dominate those terminal strings
at D-structure, creating positions. Let us suggest the adjunction function
X, which creates both positions and nodes in the following way: The bar-
level of created positions is determined by the bar-level of adjoined nodes

(1) and the categorial status of created positions is determined by that of
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moved terminal strings.® Adjunction is discussed to apply both to maximal

elements (e.g., arquments; cf. 5b) and to minimal elements (heads; cf. 5c).

(5) a. ) &
/ \
[aN,bV..]* X% [aN,bV..])*
| . [ (a, b = either + or -;
as . ceees ta t jndicates a bar-level)
b. Yo c. Xe
/ \ / \ .
Yux xux YMR YD XO YD
| csen | | cene |
aa ts Qs ts

It follows from the 1licensing theory of transformation that maximal
and minimal projections adjoin only to maximal and minimal positions,
respectively: Xmax/X elements (arguments/heads) adjoin to ¥Ymax/Y nodes,
creating Xmax/X positions to receive some missing licensing factor(s) for
Xmax/X elements. According to the licensing theory of transformation, in
order for X' elements to move, X' elements should be base-generated in X'
positions that lack some licensing factors for X' elements. The licensing
theory of transformation then explains why there is no X' adjunction if X'
is licensed only through X-bar theoxry.®* 1In fact, no other principles of

grammar constrain the distribution of X'. Thus, there is simply no

8 We assume that when a nonterminal NP string (John's mother for example)
moves, all the structure Lelow NP moves to another base-generated or
created position.

(1) {SPEC/NP}. eeees NPs
/ \ |
NP N' ts
| |
John's N
|
mother

¢ The wide Iinterpretation of the projection principle, which will be
discussed shortly, will also correctly eliminate the possibility of
movement of X' elements.



motivation for adjunction of X'elements under the 1licensing theory of
transformation.

As for the created nodes and the created positions, the current theory
suggests that XP. and XPs in (1b) are ‘'segments' (cf. May (1985); Chomsky
(1986b))” that form a category and that the postions derived by adjunction
are A-bar positions (cf. May (1977;1985); Baltin (1982); Chomsky (1986b);
Lasnik and Saito (to appear)). May's analysis of Quantifer Raising (QR)
suggests that quantifiers adjoin to IP or VP to have scope, creating A-bar
positions at LF (cf. May (1977;1985)). In Chomsky (1986b), (wh-)operators
are also assumed to undergo adjunction to VP before they move to the SPEC
of CP to void VP/IP barrierhood (cf. the Subjacency Condition; Chomsky
(1986b;30); £n. 27 in Chapter 1), just as quantifiers undergo adjunction to
VP to have scope at LF. Thus positions created by adjunction are equiva-
lent to escape-hatches of operators, like the SPEC of CP, at §-structure;
and traces left by adjunction are variables at LF. Adjunction that creates
A-bar positions is not incompatible with the licensing theory of transfor-
mation if quantifiers or operators have the fea;ure (+g] and adjunction of
quantifiers creates A-bar positions (scope positions) because of that

feature.

7 The notion of segment corresponds to the notion of occurrence in May
(1985). May (1985;56) suggests that '[adjoined] nodes do not constitute
distinct categorial projections, .. understanding the occurrence of a
projection (at a given bar level) to be made up of a set of occurrences of
nodes that are featurally nondistinct (that is, identical with respect to
syntaxtic features, bar level, index, etc.). It 1is these nodes, taken
collectively, that constitute the membership of a projection. In fact,
this characterization claims that the structural effect of (Chomsky-)
adjunction is to create multimembered projections. .... On this interpre-
tation of the relation between nodes and projections, derivations will be
inherently ‘'structure-preserving,' in the sense that the categorial
structure imposed by X-bar theory on D-structure representations will
remain unchanged in the course of derivation via 'Move-alpha,' to be onto
8-structure or LF, although the hierarchical and/or linear arrangement of
constituents may be altered.' '
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At this point, the question arises: Can adjunction create A-positions
as well as A-bar positions?® Given the adjunction function X, it is
logical that adjunction creates A-positions when non-operators undergo
adjunction. Then an obvious question one can raise is whether adjunction
as a process creating A-positions is empirically realized. In fact, some
instantiations of adjunction, such as rightward movement in Romance
languages, may create A-positions (see Kayne and Pollock (1978) and Kayne
{1979)) for Romance languages; and Choe (1987a) for Korean).®

I1f adjunction creates certain positions, as we suggest, adjunction

raises a question about the projection principle, which is repeated below.

(6) a. The Projection Principle:
Representations at each syntactic 1level (i.e., LF. and D- and §-
structure) are projected from the Lexicon (through CSR(C)), 1in that
they observe the s-selection properties of lexical items.
There are two interpretations of the projection principle. We can inter-
pret the projection principle in (6) as an across-the-board condition on
theta-positions (ordinary narrow interpretation; cf. the strong version of

the projection principle in (5) in Chapter 1). On the other hand, we may

also have a wide interpretation: Every position (even non-theta positions)

® If adjunction creates A or A-bar positions, as we suggest, then we need
to extend the notions of A-bar and A-positions to include the following
definition:

(i) if B is a position derived by adjunction, B is an A/A-bar position iff
it dominates a member of A/A-bar chain.

Thus, when adjunction creates A-positions, adjoining elements can move to
other A-positions; when adjunction creates A-bar positions, adjoining
elements cannot move to other A-positions.

® In Choe (in progress), we argue that adjunction instantiates A-movement
in syntax while adjunction instantiates A-bar movement (QR) in LF. As for
some differences between A- and A-bar adjunctions that result in different
interpretations of created segments and positions, see Choe (in progress).
In there, we drop the assumption that operators-adjunction can create A-bar
positions at 8-structure because of the feature [+q], arguing that there i
an empirical and theoretical necessity to suggest that syntactic adjunction
is a process creating A-positions while LF-adjunction is a process creating
A-bar position.
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licensed by X-bar theory is obtained by the selectional properties of heads
and is observed at every level of representation. This interpretation
assumes that the selectional properties of all heads in the sense of X-bar
theory (X-heads hereafter) are specified in the Lexicon. The selectional
properties of nonlexical items (I and C) thus come under the scope of the
projection principle; the selection of A and A-bar SPEC is part of the
selectional properties of X-heads. For example, I selects A-SPEC (A-
position) while C selects A-bar-SPEC (A-bar position). This wide intexpre-
tation of the projection principle leads to us to reformulate the projec-
tion principle in (6a) as in (6b):
(6) b. The Projection Principle:
Representations at each syntactic 1level (i.e., LF. and D- and S§-
structure) are projected from the Lexicon (through CSR(C)), in that
they observe the s-selection properties of Lexical items (C, I, [+/-
N,+/-V],...); all maximal categories (A/A-bar SPECs and complements of
X-heads) are selected through the s-selectional properties of X-heads.
Even though the idea of the principle of FI favors the wide inter-
pretation of the projection principle,*® this wide interpretation of the
projection principle may fail to allow for the creation of either A or A-
bar positions: Created positions are not selected by Lexical properties of
X-heads. Let us thus revise the adjunction function X so that Just as
segments (of adjoined nodes) created by adjunction form a category, so also

positions created by adjunction (Y2) are segments and form a category with

base-generated positions (Y1) from which elements move (cf. 5).

(7 X2¢
/ \
Y2+ xi* Y1+ (* indicates a bar level; X1-X2 and
[ | | Y1-Y2 form categories X and Y,
ds b.... ts respectively)

2o Later, our wide interpretation of the projection principle will incor-
porate the ideas that the projection principle holds at (a sublevel of) PF
(cf. Chapters 3 and 5) and that UG also includes the projection principle
on X-heads (cf. this Chapter).
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This amounts to saying that discontinuous representations of categories
'(linked through adjunction) form certain types of chains.

Given this adjunction function X and the selectional properties of X-
heads, we maintain the wide interpretation of the projection principle
which operates on categories but not segments. If only categories but not
segments are visible with respect to X-bar theory or if X-bar constraints
operate on categories but not on segments (as May (1985) implies; cf. fn.
7), it 1is possible to reconsider the following current standard assumption
{7a), having the assumption in (7b) instead.*?*

(8) a. The X-bar constraints are satisfied at D-structure but not at other
levels of representation. (cf. Chomsky (1986a;100 and 161);
Chomsky (1986b;3))
b. The X-bar constraints are satisfied at every syntactic 1level of
representation.
If (8b) 1is in fact right, given the wide interpretation of the projection
principle and the licensing theory of transformation, it follows that there
is no tranformation that affects nonmaximal and nonminimal X' elements (or
nodes). First, X' positions are not open for substitution since X-bar
theory does not allow null X' positions. Second, adjunction of X' elements

always violates (8b). Consider the following structure obtained by adjunc-

tion of an X' element.

(9) a. XP b. .
/ \
. X2!
\
X1
/ \
X ZP

12 Theoretically speaking, (8b) assumes (8a) regardless of some cons-
tructions that question the validity of assumption (8a), such as relative
clauses and@ small clause constructions (cf. Chomsky (1981;1986b); Stowell
(1981); see also Chomsky (1986b; class lectures) for a discussion that
small clauses contain base-generated segments). (8b) also assumes no syn-
tactic operations other than adjunction that change syntactic structure.
In short, (8b) is theory-internal.
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In the structure (9a), the projection of the X-head Y (circled) lacks the

SPEC position and in the structure of (9b), there is no X-head, given that

t is not the trace of a head. Thus, adjunction of X' elements would always

violate X-bar constraints, given the assumption in (8b).

2.1.3. The theta-criterion and the projection principle on X-heads

As for head-movement, the current theory assumes that head-movement?
is also either substitution??

or adjunction (cf. Baker (1985/to appear);

Chomsky (1986b)).2*

(10) a. substitution b. adjunction
XP X

/ \ / \

/ \ X Yp

X YP /\ I\

| / \ Y X I_\

bs /___\ | | Y
Y b, a I
| t.
t,s

Some well-known instantiations of head-movement are I-to-C movement and V-

to-I head-movement. In addition, Baker (1985/to appear) pioposes X-to-Vv

12 Ljke move-np/wh (A/A-bar movement), head-movement 1is assumed to be
subject to the formulation of the ECP (called the Head Movement Cons-
traint), which implies that head-movement is an instantiation of move-alpha
that leaves traces (cf. cf. Travis (1984); Chomsky (1986b;71)).

23 The following implicitly admit that head-movement is substitution in
that a head moves to another head position when the latter does not contain
an overt element: Rizzi (1982); Koopman (1984); Sproat (1985a); Haider and
Prinzhorn (1986;eds.); Holmberg (1986); Raposo (1987); Larson (1987) (cf.
Koster (1975); den Besten (1977/1983); Emonds (1980)).

124 Chomsky (1986b)) assumes that adjunction may be substitution or adjunc-
tion that triggers categorial or morphological amalgamation (Vzx is formed
after V-to-I movement applies in Chomsky (1986b;sec.1l); also cf. Travis
(1984)). Baker (1985/to appear) explicitly suggests that head-movement is
either substitution (when landing sites are null) or adjunction.
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movement as an instantiation of head-movement for various linguistic
phenomena such as noun-incorporation in polysynthetic languages.

The head-movement discussed in Baker (1985/to appear) is basically
head-adjunction. Examples (N-to-V (11) and V-to-V (12) movement) are
illustrated below:*®
(11) a. Yao-wir-a?a ye-nuhwe?-s ne ka-nuhs-a?

pre-baby-suf 3fs/3n-like-asp the pre-house-suf
"The baby likes the house."
° |

| |
b. Yao-wir-a?a ye-nuhs-nuhwe?-s
pre-baby-sur 3fs/3n-house-like-asp
"The baby house-likes." (c£. (14a and b) in Baker (to
appear; Chapter 3); Mohawk data from Postal (1962))

(12) abusa a-na-dy-ets-a mbuzi udzu
goatherds SP-past-eat-caus-asp goats grass
"The goatherds mpade [the goats eat the grass]."
~ |

|
(Chichewa data from Baker (1985/to appear))

In (11 and 12), the final landing sites are pot morphologically null, and
head-movement in (11 and 12) 1is  suggested to be adjunction (cf. Baker
(1985;to appear)). Under the licensing theory of transformation, let us
suggest that if heads (N or V heads) are morphologically dependent, they
move to other heads to be morphologically licensed or closed; heads may
fail to move to non-head positions if non-head cannot properly license

morphological dependency of that heads. The morphological motivation of

15 One more possible instantiation of head-movement is P-to-V head-movement
in so-called applicative construction (cf. Baker (1985/to appear)):
(i) a. Fisi a-na-dul-a chingwe pdi mpeni

hyena SP-past-gut-asp rope with knife

"The hyena cut the rope with a knife."

b. Pisi a-na-dul-ir-a mpeni chingwe

hyena SP-past-cut-with-asp knife rope (Chichewa data from Baker
(1985/to appear; Ch 5; (22))
Here, we will not consider data related to P-to-V head-movement in detail
when we discuss the notion of head-movement and the Restructuring Rule we
will propose in the following Chapters; we will leave the data related to
P-to-V head-movement open under our proposal for further research.



head-movement is plausible: 1In fact, the element in the landing site of
head-movement is read as an affix of a morphologically-complex word
(dexrived by head-movement), which plays the role of the 'head of a word'
(c£. Williams (198la); cf. Chapter 3). The morphologically-dependent
element is read as a stem, which plays the role of a non-head of a word.
In the literature, I-to-C head-movement is discussed as an instantla-
tion of 'head-substitutior'; I-to-C head-movement is proposed mostly for V-
second order in Germanic languages (cf. den Besten (1977/1983); Haider and
Prinzhorn (1.86;eds.j; Holmberg (1986)) and is also proposed in terms of
the Aux-to-COMP rule to explain Case-marking from C in Itallan (Rizzi
(1982; ch. 3); see also Raposo (1987) for Portugese I-to-C head-move-
ment).*% One well-known property of I-to-C head-movement is that movement
is blocked if C contains a morphologically-overt element. For example,
Rizzi (1982) shows that in Italian, I assigns Case in C position through
the Aux-to-COMP (= I-to-C) rule, which is instantiated in (13a). The rule
is, however, blocked when C contains an overt element (di = complemen-
tizer), as in (13b).
(13) a. Questa commissione ritiene [ aver loro sempre ottemperato agli
obblighi previsti dalla leggel
"This commission believes [ fo-have they/them always fulfilled the
legal duties."
b. %*Cerco [S' [COMP di esserl(luil simpatico con tutti]]
"I try ‘of' to-be he/him nice with everybody."
(cf. (6c) and (55/56) in Rizzi (1982;Chapter 3))
In the S8Swedish V-second order in finite clauses described by Platzack
(1986b), only when C is not filled by an overt element is V-second order
obtained by 1I-to-C head-movement (accompanied by 1I/V amalgamtion; cf.

Platzack (1986a)), as shown in (14a). When COMP is filled with om (if), V-

16 1-to-C head-movement is also proposed to give some configurational
analyses of VSO languages (cf. Emonds (1980); Sproat (198%5a)). However,
see chapter 5.
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second order is not obtalned (I-to-C movement is blocked), as shown in
(14b).>”
(14) a. Koper du den boken, s& blir han glad.

buy you that book then gets he glad

"If you buy that book, he will be glad."

b. *Jag undrar om kommer han inte snart.

"] wonder if comes he not soon." (cf. 5 and 28a in Platzack
(1986b)) '
This property of I-to-C movment is usually attributed to the Doubly Filled
CoMP filter (cf. Chomsky and Lasnik (1977)). However, the current frame-
work, which allows head-adjunction, does not rule ouf doubly filled COMPs
since I-to-C movement could be an instantiation of adjunction to di (compl-
ementizer) or om (if), as in (11-12) (X-to-V head-adjunction).

There is one process that behaves in a similar way to I-to-C head-
movement, i.e., V-to-I head-movement. V-to-I head-movement is generally
assumed to be motivated by morphological reasons: I is morphologically-
supported by V when do-insertion does not apply (cf. Sproat (1985a) for
example). Nevertheless, like I-to-C movement but unlike X-to-V movement in
(11-12), V-to-I movement is also assumed to be blocked when 1I contains
modals or auxiliaries verbs such as have and be of have..-en and be ,.-ing
in English when the auxiliary do is not insert:zd (in short, when I contains
an overt element):

(155 tJohn smile-will. (cf. John will smile.)
The ungrammaticality of (15) can be ruled out if a modal in nature cannot
be an affix.

‘A crucial question one can raise here is why functional heads such as

C or I overt elements cannot be affixes*® or why functional X-heads are not

a7 Rizzi (1982; 84) also reports that jif (se in Italian) also blocks the
Aux-to-COMP rule in Italian.

18 ghile it seems true that overt functional X-heads are not landing sites
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landing sites of head-movement, while 1lexical heads such as V overt
elements can be affixes. We feel that there must be a deeper reason why
this is so; also if we are right in assuming that head-movement is trig-
gered by certain morphological dependency of heads (under a trigger-based
theory of transformation, i.e., the licensing theory of transformation),
then any X-heads can serve as landing sites of head-movement as long as
they contain phonetically overt heads.

In fact, the concept of tree structure we are adopting and the wide
interpretation of the projection principle imply that there must be no
head-substitution. X-head elements including C and I heads are represented
as a bundle of phonetic, morphological, syntactic, and semantic features
obtained in the Lexicon. If the basic functions of heads are selectional
properties (or their semantics), then the Lexicon contains heads which lack
phonetic features but not ones that lack basic syntactic and semantic
features. If that is so, whether it is phonetically null or not, the tree
structure of a head is (16) in which categqorial or grammatical features are
percolated to form an Xo-category projection subject to X-bar conventions:
(16) X

[a81,..!b3n,-/+9, cee @ ool

where P indicates a bundle of phonetic features; Si1 (0<i<n+l)
morpholgoical, syntactic, and semantic features; and a other
lexical idiosyncracies; and where X represents a bundle of
categorial features (cf. fn. 2).

Given the assumption in (16), X-head positions may fail to be open for

substitution, whether it is phonetically-realized or not, since substitu-

of head-movement, they are rather popular hosts of clitics in lanquages
such as Hebrew and Berber. As most studies assume (cf. Baker (1985a);
Anderson (1982), etc.), we assume that complex words formed with clitics
should be understood on some different grounds.
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tion would violate the wide interpretation of the projection principle or
(a strong version of) Recoverablity of Deletion.

We suggest that X-heads that dominate phonetically null heads are not
landing sites of substitution for the same reason thac XP's that dominate
PRO or pro are not landing sites of A-movement (A-movement to PRO or pro
positions would trigger A-chains with two theta-positiohs). Suppose that
heads are 1linked with their own theta-assigning properties that are
obtained on the basis of their selectional properties (semantics) and of
their positional status within syntactic structure (derived by the X-bar
schema/conventions). Then, we expect that those theta-assigning properties
based on the selectional properties and on the X-bar schema/conventions
would not change during syntactic derivations. Thus, we suggest the
prcjection principle on X-heads in (17), in addition to (6b); we suggest
that the wide interpretation of the projection principie include both (6b)
and (17):*®

(17) The projection principle op X-heads: X-heads (i.e., [+N,+V], I, C, ..

and F) are preserved at every syntactic representation, i.e., I-
structure, S-structure, and LF in that the s-selectional/theta-
assigning properties of heads dominated by those X-heads are observed.
The projection principle on X-heads in (17) implies the constant aspect of
selectional properties of heads in every syntactic level of representation.
(17) suggests that heads and therefore X-heads are not deleted (no tree
pruning) since deletion of nodes would result in change in theta-assigning

properties of heads that immediately c-command deleted nodes. (i7) also

suggests that X-heads are not landing sites of movement 1if the X-bar

19 A selectional property of an X-head may or may not be disjunctive. For
instance, after may select either NP (forming PP) or IP (forming CP). When
a lexical item has a disjunctive selectional property, -XP or -YP, either
X? or YP (but not both) 1is selected in syntax. Once one selectional
property is chosen in syntax, that selectional property should be preserved
in syntax beause of (17).
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conventions with feature percolation conventions holds of the relatlon
between X-heads and heads that move to those X-heads. If categories or
heads are visible to the X-bar constraints and to the projection principle,
we expect head-substitution to violate the projection principle on X-heads.

Given (17), we can ask how (17) works with respect to head-adjunction.

We suggested that head-movei..nt creates the segments of both categories X
and Y shown in (18) (cf. the adjunction function X) and that a segment of a
category is invisible with respect to the projection principle and to X-bar

constraints while a category is not.

(18) X2
/ \
Y2 X1 eree Y1
| | |
bs q ta

The selectional property of an X category instantiated as X1 and X2
segments is visible in the Xo-structure but that of a Y category (21 and
Y2) is not visible in the Xo-structure in (18b) since only a segment of a Y
categury is present. Then the question 1is which instantiation of the
segments of the category Y 1is visible with respect to the projection
principles and to the X-bar constraints. To answer this, we introduce the
notion of chain obtained by head-movement that we call H-chain (thanks to
Noam Chomsky (p.c.) for the terminology). From our point of view, H-
chains can be called abstract representations of X-heads. We suggest, by
analogy with A-chains, that the tail of an H-chain (bs, ti) is the position
where we read the theta-assigning property of an Y category. In other
words, adjoining guest heads are qot visible with respect to the projection
principle on X-heads (the selectional properties of guest heads not only

are invisible but also do not affect or are not added to those of host
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heads) although they are visible with respect to a level of interpretation
(i.e., PF).

Because of the Lexical Integrity Hypothesis (cf. Lapointe (1981);
Selkirk (1982)), head-movement is assumed to be a one-step operation.
Thus, we may have the following H-chains formed by adjunction (which always
has two members) including a trivial H-chain that contains one member (cf.
19a):

(19) a. ([ala)

b. ({al:, ta)

c. ([[als-bls, t3)

d. ([llals-bls-Clx, ti) ....

In (19), each tail is a theta-assigning position. Given the notion of H-

head, we suggest that in order to license its theta-assigning property, a

head should lie in a certain position within an H-chain at S-structure (cf.

fn. 20 below). To incorporate these 1ideas, we suggest the following

definition.2°

(20) An H-chain is visible for theta-assigning iff the morphological
requirement of an H-chain is satisfied; the morphological requirement
of an H-chain is satisfied if a head is in the position of the head of
an H-chain

By analogy with the theta-criterion at LF in terms of A-chains, the theta-

criterion on X-heads at LF -- a one-to-one relation between theta-assigning

properties and X-heads -- can be stated as follows:

20 Note that we are assuming that the H-chain is motivated by a morphologi-
cal factor; the head of H-chain (b) is morphologically-dependent and it
moves in order to be morphologically 1licensed since it should be inter-
preted at a level of interpretation, i.e., PF (cf. the 1licensing theory of
transformation). Later, we will suggest that head-movement applies in the
PF component but that it applies only with RR, and therefore H-chains are
not obtained at PF. Thus, at S-structure, we expect morphologically-
dependent elements to lie under Xo-categories without being satisified by
their morphological requirements. Because heads may undergo head-movement
in the PF component and because theta-assigning properties are visible in
LF, we do not suggest the following: If the morphological requirement of an
H-chain is satisfied, a head is in the position of the head of an H-chain.
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(21) The theta-criterion on X-heads: An H-chain has one and only one
visible theta-assigning position.

It seems that not every head possesses its selectional properties

(semantics). The heads of quimal projections without theta-roles would
not have semantics (no selectional properties) and therefore such projec-
-tions may only be selected as the SPECs of XPs, whose existence is licensed
through X-bar theory. Since their projections would have no semantic
contents, by definition of D-structure, projections of such X-heads cannot
appear as complements of X-heads, although they can be selected as SPECs of
XPs. Since the heads of SPECs have no selectional properties (no semantic
contents), given the notions of A- and A-bar-Chains, those categories/posi-
tions can be landing sites of A or A-bar movement of maximal eléments
without violating the projection principle in (6b and 17). Head-substi-
tution to SPEC positions would, however, create the selectional/theta-
assigning properties of the heads of those projections, gqiven the X-bar
conventions with feature percolation conventions; heads cannot change
selectional properties because of the projection principle on X-heads and
theta-criterion on X-heads. Thus SPEC positions are not landing sites of
heads. On the other hand, every X-head that licenses a complement possess-
es selectional properties and therefore X-heads are not open as landing
sites of movement. 1If X-heads have no theta-assigning properties, they
would not have their own complements. To conclude, only SPECs can be open
as landing sites of movement of maximal elements, while X-heads and
complement pesitions are not open as landing sites of substitution.

Let us now return our concern to the status of I-to-C and V-to-I head-
movement. 3uppose, for the sake of argument, that head-movement may be
substitution or adjunction. Then we could say that either substitution or

adjunction offer ways to license heads morphologically, assuming that
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morphological licensing may be obtained either by moving heads to other
head positions or by adjoining heads to other head positions. Remember,
however, that I-to-C (or V-to-I) movement is blocked when C (or 1I) is
filled by a complementizer (or by a modal), whilz other instantiations of
head-movement, such as X-to-V movement, are no. blocked even if V is
lexically filled (cf. 11-12). Although this difference is largely ignored,
& generalization seems to be that head-adjunction is in general blocked
when a possible landing site is nonlexical (in Chomsky's (1981) sense) and
head-adjunction is not blocked when a landing site is lexical. Even {f we
put aside various 1issues related to I-to-C or V-to-I head-movement, a
question arises: If head-movement may be either adjunction or substitution,
why should I-to-C (or V-to-I) be substitution; if head-movement is always
adjunction, why is I-to-C (or V-to-I) head-adjunction blocked when C or I
overtly realized or filled by an overt element? Both questions might be
answered in terms of the Doubly Filled COMP/INFL filter that C/I cannot
contain two heads or by assuming that C or I elements (heads) are not
affixes, whether or not we allow head-substitution.

Instead of motivating the filter or instead of simply assuming that C
or I heads are not affixes, we may suggest that V-second order, Italian
Aux-to-COMP phenomenon, or V-to-I head-movement is actually derived by a
transformation which differs from head-movement and which may be blocked
when heads are phonetically realized. Under the framework that does not
allow head-substitution and that allow a type of head-to-head transforma-
tion (other than head-adjunction), the lack of head-adjunction to an non-
lexical item could be attributed to a condition on head-adjunction that

prevents heads irom adjoining nonlexical heads.?* In the next Section, we

22 1n fact, we will suggest a constraint on head-adjunction that head-
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show that there are indeed more empirical reasons to motivate head-to-head
transformations which differ from head-adjunction and which turn out to be
X-head-to-X-head transformations 1in terms of affect/move-category (cf.
Chapter 3). (We have seen that there are some theoretical reasons to
eliminate head-substitution; from now on, we call head-adjunction head-

movement.)

2.2. The two types of 'complex predicate'

The first empirical data we consider in connection with our discus-
sions on head-movement are those reiated to 'complex predicate' construc-
tions. There are apparently two types of 'complex predicate' discussed in
the literature.?? The first type of 'complex predicate,' composed of stem
and affixal predicates, syntactically behaves as if it projects multi-
clauses in syntax; this type is mostly instanticted or can be easily seen
in languages such as aggulutinative languages2? or polysynthetic lang-
uages.?* The second type of 'complex predicate,' composed of morphologi-
cally-independent predicates, syntactically behaves as if it projects a
monoclausal structure in syntax. This type is mostly discussed 1in connec-
tion with the so-called 'restructuring' construction in some Romance langu-

ages.2® These two types of complex predicate are schematically instantia-

adjunction moves only to lexical heads (cf. Chapters 3 and 5).

22 ge use the terminology 'predicate' ambiguously: predicate or verb.

23 Tyrkish, Hungarian, Korean, Kinyawanda, Berber, and Japanese.

24 Eskimo languages (Inuit (Labrador-Inuttut; Greenlandic); Yupik), Bantu
languages (Chechewa), Polynesian languages (Niuean; Pnapean), Iroquoian

languages (Mohawk), Southern Tiwa, etc.

2% gee Rizzi (1978/1982) for 1Italian; Kayne (1980;1987) for 0ld French;
Picallo (1985) for Catalan; Aissen and Perlmutter (1983) for Spanish. See
also Evers (1975) for German.
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ted in (22) in which type II is based on Rizzi's (1982) discussion of the

'restructuring' construction in Italian:

(22) Type I:
D-structure Morphological structure
a. A > a-h
/___\ A
a /\
/__\
b
(23) Type II:
D-structure Ccategorjal interpretation of X and ¥
a. /N - > b. /\
/__\ B / 0\
Xeo /\ / \
I /__\ eoXoot. Y.
a..Y.. I I
I a t+t b
b

('+' indicates string adjacency with no other intervening X-heads and '-'
morphological adjacency2®; X and Y are categories (X-heads); a and p are
morphemes (or complex morphemes) dominated by X-heads; the direction of
head-projection and the morpheme order are irrelevant)

The two phenomena are theoretically interesting under the framework
with the wide interpretation of the projection principle. The Type I
‘complex predicate' shows some mismatch between syntactic and morphological
aspects of X-heads, raising a question on the status of morphology and
syntax. The Type II ‘'complex predicate' also shows some mismatch between

configurational and categorial aspects of X-heads, raising a question about

the categorial status of X-heads in configurational syntactic structure.

2.2.1. Type I 'complex predicates'
First, consider Type I 'complex predicates,' which raises some theore-
tical issues with respect to morphology and syntax in grammar. The

following data in Eskimo (a polysynthetic language) instantiate the cases

26 From now on, we will use the notations '+' and '-' with these Inter-
pretations heve. Also, we will sometimes use gb instead of a-b.



in which predicates are morphologically complex; a matrix and an embedded
predicates are morphologically amalgamated.
(24) a. anguti-up annak taku-ja-nga (LI-Eskimo)?2?
man-erg woman-abs see-ind-3s/3s
"The man sees the woman."
b. anguti-up annak taku-guma-va-a
- woman-abs see-want-ind-3s/3s
"The man wants to see the woman."
(cf. (1b & 9b) in Woodbury and Sadock (1986); also (la & 14b) in
Grimshaw and Mester (1985))
(25) a. nutara-up arnaqg ani-ti-taa (I-Eskimo)
child-erqg woman-abs go out-make-3s/3s
"The child made the woman go out."
b. nutara-up arna-mut angut aktug-ti-taa
child-erq woman-all man-abs touch-make-3s/3s
"The child made a woman touch the man." (cf£. (4) in Jensen and
Johns (in press))
In (24b), when a transitive verb forms a complex verb with a matrix verb,
its argument structure is preserved as if a complex verb were not morpho-
logically complex (cf. 24a): The number of overt arguments in (24b) is the
same as those in the English counterpart (control construction) even though
two predicates (gee and want) are morphologically amalgamated. One of the
two arguments takes NOM ((erg)ative) and the other ACC ((abs)olutive), as
in the English counterpart. oOn the other hand, when an embedded logical
subject theta-role is realized (cf. 25), unlike English, the embedded
subject is suppressed as taking Obl Case ((all)ative), if an embedded verb
is intransitive, but the embedded subject takes ACC ((abs)) if an embedded
verb is intransitive.
Different theoretical positions show different claims about the syntax

of morphologically-complex predicates. 1In the literature, mostly based on

data drawn from polysynthetic lanquages, there have been two major posi-

27 The data 1in (24) are examples of Labrador Inuttut dialect of Inuit (LI-
Eskimo) (cf. Grimshaw and Mester (1985)). The data in (25) are from Inuk-
titut dialect (I-Eskimo) (cf. Jensen and Johns (in pzess)).

64



tions: One is the strong lexicalist position and the other is the syntac-
tic position.

The syntactic position?® advocates a view that clauses with mozpholo-
gically-complex predicates form multi-clausal structure and not mono-
clausal structure in syntax. Thus morphological aspects can be explained
indepen?ently under the syntactic position. The strong lexicalist posi-
tion2® maintains that syntax does not provide the inputs of word formation
processes (cf. the 1lexicalist hypothesis (Chomsky (1970) and the strong
lexicalist hypothesis (cf. Jackendoff (1975)). Thus, the syntax of complex
predicates/words is exclusively under the domain of the Lexicon (or lexical
rules), which is not connected to syntax. The strong lexlcalist position
predicts that the arqguments of predicates, morphologically complex or not,
are selected in the Lexicon?° and that complex predicates behave like
simplex predicates.?* The strong lexicalist position is mostly motivated
by the facts given in (25): embedded subjects take  either O0BL or ACC,
depending on the transitivity of an embedded verb, which apparently
confirms the idea that clauses can take one NOM and one ACC whether verbals

are complex or simplex (also cf. 24).

28 smith (1982); Sadock (1980;1986); Sadock (1986); Woodbury (1985);.

Woodbury and Sadock (1986); Baker (1985/to appear); Anderson (1982); etc...

2% This position is taken by Mithun (1984;1986); Grimshaw and Mester
(1985); Di Sciullo and Williams (1987); and Jensen and Johns (in press))
under various theoretical frameworks. The strong lexicalist position
maintains that the internal structure of words 1is not accessible to
syntactic principles.

30 The morphological structure of a complex predicate is, thus, assumed to
be subject to the same morphology as that of a simplex predicate.

32 Grimshaw and Mester (1985;11), for example, claim that complex verbs
have the same syntax as other verbs of the language, triggering the same
case-marking effects as any simplex verbs.
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This strong 1lexicalist position, which incorporates syntactic aspects
of complex predicates to the Lexicon, cannot capture all the redundancy
between syntax with morphologically-complex predicates and syntax without
them, as shown in (24). In addition, the aspect given in (25) is also
found in some instantiations of French (and Italian) causative constru-
ctions, in which an embedded logical subject takes OBL when an embedded
verb is transitive and ACC when an embedded verb is intransitive, as shown
in (26 and 27) below.

(26) a. Pierre fera nettoyer la chambre é_ﬂg;ig.
Pierre will-make clean the room to Marie
"Pierre will make Marie clean the room."

b. Pierre luj fera nettoyer la chambre

(27) a. Pierre fera travailler Marie
Pierre will-make work Marie
"Pierre will make Marie work."

b. Pierre la fera travailler. (cf. (6la and 62a) in Zubizaretta

(1985))
The Case of each embedded logical subject is overtly realized when the
logical subject is cliticized: lul in (26b) is an OBL dative clitic and la
in (27b) 1is an ACC clitic. Thus, it seems that the French causative
construction also shows the same arqgument structure as its Eskimo counter-
parts do (cf. 25) although the predicates are not morphologically complex.
Under the strong lexicalist position, the argument structure in French
causativization cannot be explained in the same way as that in Eskimo data
(25) since neither ferg (2ttcyer nor fera travajller in (26-27) is a word.

In addition, thore are many arguments in the literature against the
strong 1lexicalist position, which are mostly based on empirical facts
incompatible with the strong lexicalist position. First, Baker (1985a), who
attributes the observation to Marantz (1984), illustrates data that are

against the strong lexicalist position.
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(28) a. Ml m-phik-ish-iz-e ruzhu-y-a cha:kuja
I Is8-cook-caus-asp myself food
"I made myself cook food."
b. Mi mi-m-big-ish-iz-e mwa:na ru:hu-y-e

I IsS-3s0-hit-caus-asp ¢child himself
"I made the child hit himself."
c.*Mi ni-m-big-ish-iz-e Ali ru:hu-y-a

I 1s8S-3s0-hit-caus-asp Ali myself

"*] made Ali hit myself." (cf. (67) in Baker
(1985a;410))
In (28), we see that the behavior of reflexives is the same whether predi-
cates are morphlogically amalgamated or rot as we compare Eskimc data with
their English translations. The strong 1lexicalist position accounts for
the interpretation of reflexives in (28a and b) as long as reflexives in
this lanquage are not subject-oriented. However, the strong lexicalist
position would not explain why (28c) is blocked even if mygself and ] are in
the same clause and 1 is 1in the subject position. In the syntatic posi-
tion, both in (28a) and (28b), reflexives are bound by subjects (cf. Engish
translations) and in (28c), a reflexive is bound by a matrix subject rather
than by an embedded subject, violating the condition A of binding.

Similar data are provided by Woodbury and Sadock (1986) (WS here-
after): In West Greenlandic Eskimo,?? the reflexive third person is bound
by the surface subject, as shown in (29a).

(29) a. Isuma-mi-nik ogalug-poq
mind-3refl-inst/s speak-ind-3s0
"Hes speaks his: own mind/thoughts."

b. pro. pros isuma-mi-nik ogalo-rqu-va-a

mind-3refl-inst/s speak-order-ind-3sS/3s0

"Hes orders hims to speak hiss/*. own mind/thougts."
(cf. WS (p.237-8)) (pro's and underlining are added to WS's (20).)

32 yoodbury and Sadock (1986) use data by Kleinschmidt (1851; 162-3).
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However, in (29b) with a certain type of complex predicate,??® it is the
surface cbject that binds the reflexive. The strong lexicalist position
demands that some affixation in the Lexicon trigger certain binding
properties of a reflexive anaphor within the clause in which affixation

takes place; when an affix -rqu- is added to a stem, reflexives are bound

by an object instead of a subject.®* This special global condition that is
obtained under the strong 1lexicalist position 1is undesirable.?*® On the
other hand, in the syntactic position, it suffices to say that an embedded
subject (pros) prevents a reflexive from being bound by a matrix subject
because of binding condition A.

Second, in some Eskimo languages, 'postinflectional elements' ((ind)-

icative mood marker) (30a) or elements of INFL (30b) -- may intervene

3 j.e., a type of complex predicate that contains a causative predicate,
as in (25) rather than as in (24) (cf. OGrimshaw and Mester (1985) and
Woodbury and Sadock (1986)).

34 the original argqument in Woodbury and Sadock assumes the following
structure for (29b).
(i) pros pres PROs isuma-mi-nik ogalo-rqu-va-a
mind-3refl-inst/s speak-order-ind-3sS/330

"Hes orders hims to { PRQ, speak hiss/*. own mind/thougts].”
They note that certain control properties may be changed by lexical affixa-
tion, which is undesirable in the strong lexicalist position. If control
is involved in (29) and if subject or object control is obtained by lexical
properties of verbs (cf. Chomsky (1981)), change in control properties
obtained by lexical affixation would not be so undesirable. However, they
note that sentences with the -kqu- (want) predicate that selects a small
clause complement, like a causative predicate and unlike the -quma- (want)
predicate, also illustrate the same binding property as (29). Since the-
rqu- (order) predicate belongs to the -kgu- type predicate, we assume that
control is not involved in (29).

35 The strong 1lexicalist position also has to incorporate the syntactic
aspects of morphologically-complex predicates into the Lexicon to account
for any syntactic aspects discussed in the literature (see Jensen and Johns
(in press) for some criticism of this type of lexical rule). Grimshaw and
Mester (1985), for example, have lexical rules governing the grammatical
structure of morphologically-compex predicates.
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between verbal stems and affixes in morphologically-complex predicates (cf.
(26b) and (22) in WS (pp. 235 and 239)).2¢
(30) a. Liissag-u-na tai-gu-ur-tug?”

Lisa-abs/s this one-abs/s come-ind/3sS-utter-ind/3sS
"Lisa uttered 'this one is coming'."

b. Cug-nun atange-gig-ni-llru-a-ten
person-DAT/p wait-fut-say-past-ind/3s-2s
"He said that the people will wait for you."
It is widely assumed that 'inflectional' morphology is not restricted to
the syntax of words and therefore may not be derived lexically (cf. Allen
(1978); Anderson (1982)). The complex verbals which contain these inflec-
tional and postinflectional elements then may fail to be obtained in the
Lexicon. On the other hand, the syntactic position implies that so-called
'inflectional' and some (but not all) 'derivational' affixation may both be
syntactically derived. Thus the morphologically-complex predicates in (30)
do not raise a problem.
Third, WS note that in complex predicates in Eskimo languuges, double

datives are possible, which are not options for simplex predicates (perhaps

universally).3®

(31) {Uu-m pi-llru-a-nga,] Jim'a-mun tan'qurrar-nun
this-erqg do-past-ind/3ss-1s0 Jim-dat/s boy-dat/pl
tegu-vkar-ni-lu-ku galgapa-ka

take-let-say-appos-3s0 axe-abs/s-1s/gen
"[This (person) (spoke) to me and]l said Jim 1let the boys take my
axe." (CAY-Eskimo (15) in WS)

26 (30a) is from West Greenlandic Eskimo and (30b) from Central Alaskan
Yupik (CAY-Eskimo).

37 WS (p.235) notes that no simplex predicates take two absolutive arug-
ments in the language.

3e This arqument can be attributed to Aissen (1974b), who notes that in
Turkish, complex predicates may take double datives that are not options
for simplex predicates and suggests complex predicates are syntactically
derived.



The final arqument in favor of the syntactic position is that complex
verbals in Eskimo languages are productive and their semantics are almost
completely predictable, as Woodbury (1985) and WS note.®® The productivity
and the predictablity of semantics are not characteristic of the Lexicon
but of syntax (cf. Chomsky (1970)). To conclude, it seems that the strong
lexicalist position is undesirable in various ways.*°

As for the syntactic position on morphologically-complex predicates,
there are three different approaches to how morphology and syntax interact
within the syntactic position: The first two approaches suggest that there
are both syntactic and morphological aspects in complex predicates but that
syntactic aspects cannot be incorporated into morphology and vice versa.
Thus, either (A) morphological aspects of morphologically-complex predi-
cates are derived by syntarntic rules which cause morphological amalgamation
(especially, Smith (1982); Woodbury (1955); WS),** or (B) a certain level

of morphological structure 1links to syntactic structure (forming double

2% WS (fn. 9) notes that while most complex predicates show 'complete
distributional and semantic productivity,' there are a few exceptions: for
example, the causative transitivizer tte- is less-then-productive. These
exceptions, however, do not undermine the syntactic position on morphologi-
cally-complex predicates since the position does not necessarily claim that
all morphologically-complex words should be syntactically-derived.

40 studies on complex verbs in agglutinative languages mostly support the
syntactic position, with some exceptions. Aissen's (1974a/b) work on
causative construction in Turkish is a good example. She argques that
in Turkish although causees are syntatically inert (with respect to
reflexive binding), complex causative predicates are derived by verb
raising, which roughly corresponds to head-movement in the current frame-
work. As for the Korean morphologically-complex causativization, many
Korean linguists uphold the syntactic position, assuming certain versions
of verb raising or of McCawley (1968) type '(semantic) predicate raising'
in various frameworks (cf. H.-B. Lee (1970); I.-S. Yang (1972); C.-M. Lee
(1973)). Also see a certain syntactic position in K. Park (1986) in
Marantz's (1984) framework.

<2 guch as verb raisng, incorporation, or ‘clause unicn,' which is powerful
and productive enough to be syntactic (cf. Woodbury (1985)).
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structure), which would explain both the morphological/lexical and syn-
tactic nature of morphologically-complex predicates (cf. Sadock (1985);
double structure approach). (C) The third approach, suggested by Baker
(198%a), offers a syntactic countecpart of the strong lexicalist position:
Morphologically-complex predicates are formed by a syntactic rule and their
-morphological amalgamation is a side effect of a syntactic rule.** The two
a;proaches A and C take different views on the status of the morphology of
complex words, although they assume some syntactic rule that triggers
morphologically-complex verbs. The first two approaches (A and B) advocate
syntax and morphology as two Independent components, while the third
approach C combines syntax and morphology. The strong third approach
challenges some conventional views on morphology and syntax (cf. Thomsky
(1970); Halle (1973); etc.). Thus, we discuss the third approach first and
argue that it is untenable.

The third approach C is motivated by a certain generalization between

aorphological and syntactic derivations called the mirror principle (the

MP), as explicitly and strongly formulated in Baker (1985a;375):

(32) The mirror principle:
Morphological derivations must directly reflect syntactic derivations
(and vice versa).

Baker interprets the MP, assuming the following ordered cyclic nature of

morphology (cf. Williams's (1981a;248) Righthand Head Rule): When affixes

are all on the right side of a stem, leftmost affix A forms an inrermost

47 while the strong lexicalist position incorporates the syntax of morpho-
logically-complex verbs into the Lexicon, Baker's syntactic position
cembines the morphology of morphologically-complex verbs with syntax.
Baker (1985/to appear) suggests it is a syntactic head-movement (especially
V-to-V or N-to-V adjunction) that triggers the syntactic and morphological
aspects of morphologically-complex predicates.
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cycle with the stem; affix B forms the next cycle combining with the first

cycle.

(33) a. ...stem-affix A-affix B ...
b. ...[...[[stem) affix A] affix B] ...

Given the ordered cyclic nature of morphology (33),*2 the content of the MP
is that the ontputs of the syntactic processes associated with affix A must
be the inputs of the syntactic processes associated with affix B but not
vice versa.+**

Consider the following two examples which come under the scope of the

(34) a. Naa-mon-an-ya Mwape na Mutumba
1sS-past-see-recip-caus and
"I made Mwape aprd Mutumba see each other."
b. Mwape na Chilufya baa-mon-eshy-ana Mutumba
and’ 3pS-see-caus-recip
"Mwape and Chilufya made each othex see Mutumba."

(35) a. ?Naa-mon-eshya Mwape Mutumba
1sS-gee-caus
"I made Mwape see Mutumba."
b. Mwape aa-mon-eshy-wa Mutumba na ine
3sS-gee-caus-pass by me
"Mwape was made to see Mutumba by me."
(cf. (49L and (51) in Baker (1985a;395); data from Bemba, a Bantu language
from Givon (1976))

The syntax (34) (the interpretation of reciprocals) exactly corresponds to
that of their Engish counterparts except that the predicates are morpho-

logically complex. The MP says that in (34a) with the morphological

42 In fact, Baker {1985a; £fn.18) notes that it is the cyclic structure of
complex words that determines the order of syntactic processes. In the
structure below,

(1) ... [laffix B [ stem ]] affix Al...

the syntactic phenomenon associated with affix B should occur before one
associated with affix A does, given the MP. Affix order itself does not
always predict the order of syntactic derivations. Thus Baker assumes that
syntactic derivations are reflected in morphological cycle structure.

44 Baker (1985a;378) states that the syntactic process associated with
affix A must occur before the syntactic process associated with affix B
(cf£. fn. 6 in Baker (1985a)).
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structure [[[seel-recipl-causl], reciprocal interpretation should anply
first before a causative complex predicate 1is formed and that in (34b),
after a causative complex predicate is formed , reciprocal interpretation
applies. The interpretation of the reflexive is obtained accordingly,., as
we see in the English translations. In (35b) with the morphological
structure [[[seel-caus]-pass], first, causativization and then passiviza-
tion applies since the passive morpheme is affixed to a morphological
structure that contains a causative affix and the stem. In (35b), the
syntactic/Case structure of theta-structure, which we call an arqument
structure, is obtained, as predicted by the morphological cycle structure.

To explain the generalization called tlhe MP, Baker (1985a) suggests
the simple hypothesis that a single morphological and syntactic process
takes place in a certain component of the qgrammar (i.e., a syntactic
component). As a result, syntactic and morphological derivations occur at
the same time. This hypothesis thus suggests that the MP is a derivative
theorem, (which follows from the structure of the grammar, which allows a
process which has both syntactic and morphological aspects) and that the MP
is not therefore a basic principle of UG. Let us call this hypothesis the
mirror image hypothesis (the MIH).

Even if the MIH derives the MP and therefore might 1lead to a simple
grammar, as Baker claims, the virtue of the MIH is only apparent. While it
might lead to a simple grammar, it raises some serious theoretical problems
with respect to its 1implications within grammar. First, the MIH proposes
that there are universally two different instantiations of the same
syntactic rule, one accompanied by affixation and one accompanied by no
affixation. For example, reflexivization 1is uvnderstood either as an

instantiation of a binding phenomenon accompanied by head-movement (say,
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refl-movement) or as a binding phenomenon (as in English, for example).
This amounts to saying that there is no general rule of head-movement but
that head-movement is associated with a certain specific syntactic phenome-
non or with a side effect of a syntactic rule. The MIH is clearly not a
desirable hypothesis from a theoretical point of view. It would be better
to claim that head-movement and reflexivization are separate phenomena,
governed by separate principles of grammar.

However, for the sake of arqument, consider the MIH as it is. The
hypothesis also suggests that there may be two different morphological
principles -- morphology associated with syntactically-derived words
(i.e., morphology as side effects of syntactic rules) independently of
morphology(-proper) associated with lexically-derived words. If morphology
and syntax form a component within grammar, and if morphology is also
independently motivated to explain the morphological aspects of lexically-
derived words, then the MIH allows some redundancy between the two compone-
nts -- morphology/syntax and morphole~y -- since both lexically- and
syntactically-derived words are subject to morphological principles,
forming morphological cycles, or are subject to the RHR. For example,
morphology but not syntax-proper determines left or rightward affixation of
both types of complex words (as we will show; cf. Williams (1981a)); the
cyclic nature of morphology, which is clearly not phonology, also applies
to both syntactically- and lexically-derived words: [[[seel-caus]l-pass] in

(35) and [[constructl-ion].*®,4¢ In fact, the MIH is not only theoreti-

% Smith (1982) and Sadock (1980) also note that morphologically-complex
predicates, which are not 1lexically derived, are morphologically words;
they imply that syntactically-derived words are subject to morphological
principles.

4¢ It has also been discussed that the rules of blocking which constrain
lexically-derived words (cf. Arvnoff (1976)) hold also in syntax; Miyagawa
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cally undesirable but also dispensed with. 1In Chapter 5, we will show,
under the present notion of head-movement, that the generalization stated
as the MP is a consequence of a certain version of the HMC and of Strict
Cyclicity, both of which are independently motivated and that the MIH has
no explanatory power.

As long as a syntactic rule (head-movement) plausibly derives morpho-
logically-complex predicates, as we will show in the following Chapters
(also, cf. Baker (1985/to appear)), we do not need to motivate dual
structure, as in Sadock (1985) (the position B discussed above). Thus, we
adapt the approach A by suggesting that syntactic rules such as head-
movement are responsible for the Type I ‘'complex predicate' but that
morphology and syntax are independent of each othex (no MIH): Given head-
movement that provides inputs to morphology, we suggest that morphology
applies to the outputs of syntax, claiming that morphology #... syntax form
separate'components, as Chomsky (1970) and Halle (1973) originally suggest-
ed. Syntax applies whether there is morphological amalgamation or not and
morphology applies whether words are derived syntactically or lexically.
Note that without the MIH, head-movement becomes a very general syntactic

rule devoid of any morphological aspects«

(1984) shows that in Japanese, causative affixation is subject to the same
rules of blocking as in lexically-derived words; if Japanese causati-
vization is syntactic after all (cf. Kuno (1973); Shibatani (1972); also
cf. Miyagwa- (1984) who shows that Japanese causative affixation also has
syntactic aspects), we would rather assume, in accordance with the null
hypothesis, that there is one component of morphology which governs all
morpholgically-complex words, whether it is syntactically or lexically
derived.
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2.2.2. The type II 'complex predicate' and morphologically-complex
predicates

The Type II 'complex predicate' shows aspects opposite to the Type I
‘complex predicate,' which raises a problem about the status of syntactic
structure in syntax. An instantion of the Type II ‘'complex predicate'
comes from Romance languages (such as Italian, Spanish, Catalan): In
Italian, cliticization is strictly clause-bounded, as shown in (36).47 But
when a matrix verb belongs to a certain class of verbs (Vx; verra (= will
come) in (37)), a clitic (i in (37)) may appear across an embedded clause
as if there were no embedded clause.

(36) a. Plero decidera di parlartj di parapsicologia.
"piero will decide to speak to you about parapsychology."
b. *Piero ti deciderd di parlare di parapsicologia.
(37) a. Pierc verra a parlarti di parapsiocologia.
"piero will come to speak to you about parapsycholgy."
b. Piero ti verra a parlare di parapsicologia. (cf. {1 in Ruzzi
(1982;1))

To account for the long-distance movement of cliticization in (37)
(and for other aspects of sentences such as (37b); cf. Chapter 3), Rizzi
(1978/1982) proposes the following hypothesis: A restructuring rule
(governed by modals, aspectuals, and motion verbs (= Vx)) optionally
reanalyzes a terminal substring V. {C) V as a single verbal complex (Vr17

composed of morphologically-independent words, hence automatically trans-

forming the underlying bisentential structure into a simple sentence, as

47 In the literature, the clause-bounded nature of the relation between a
clitic and the position with which it is assoclated is described as subject
to the Specified Subject cCondition (cf. Chomsky (1973)) and therefore to
binding (cf. Kayne (1975;1980)). The evidence comes from Romance causative
constructions, under various analyses of 'complex predicates.'
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shown in (38).4®,4® (See Chapter 3 for more detalled discussion on the

rule)
(38) a. "% b. VP
/\  mm==—= > : / \
Vx CP Rizzi's restructur- Vr NP ...
/ \ ing rule / \
SPEC c' / \
/ \ Vx (+ C+1I) +V
(C) IP
/ \
SPEC I
/ \
I VP
I/ \ (cf. Rizzi (1982;5 and 36))
0 V NP..

The first obvious objection to the restructuring rule is that it is not

compatible with the projecFion principle (as many have already pointed out

48 (38) represents our interpretation of Rizzi's restructuring rule in the
present framework; it does not affect the conceptual core of Rizzi's rule.

4% There are other approaches to the phenomenon involved in the pzocess in
(38): They all agree that there is no rule which derives the 'restructur-
ing' phenomenon but have various analyses of the 'restructuring' phenome-
non: (I) syntactic structure exhibits double or parallel structure (cf.
Zubizarreta (1982); Manzini (1983b); Goodall (1985); Haegeman and Riemsdijk
(1986); and Di {~ivllo and Williams (1987)) or (II) complex predicates are
base-generated (Strozer (1981); Picallo (1985)) or (III) they are derived
from bisentential clauses by a movement rule of V-projections (see Burzio
(1986); also see Kayne (1975); Rouveret and Vergnaud (1980); Aissen
(1974b)).

Alternative approaches, however, seem to have few explanatory aspects,
as we will discuss in Chapter 3. Note also that there is a problem when we
address proposals for the Type II 'complex predicate': Each proposal
intends to cover different ranges of empirical data, including Romance
causative construction or Rizzi's core 'restructuring' case or both, even
including the Type I ‘'complex predicate.' In most cases, especially in
dual/parallel structure approaches or in movement approaches, proposals for
causative construction may also extend to explaining 'restructuring' cons-
truction. For this reason, both ‘restructuring' constructions in Itallan
and Spanish and causative constructions in Romance languages are much
discussed in connection with the notions of 'restructuring® and reanalysis.
We, however, maintain that the 'restructuring' phenomenon is restricted to
the phenomenon which Rizzi (1982) describes. According to Rizzi, the
‘restructuring' construction in Italian exhibits at least auxiliary change
and clitic climbing.
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(strozer (1981); Zubizarreta (1982); Picallo (1985)) since it deletes
categories (tree pruning (cf. Ross (1967)) and changes structures.

If Rizzi's restructuring rule 1is syntactic after all, as Rizzi
suggests, we can eventually question what rules create such effects, how we
treat tree structure syntactically, and how we treat this 'reanalysis' in a
theoretically well-motivated way. Suppose that the output of Rizzi's
restructuring rule, apparently complicated or even random, actually results
from a systematic output of a transformation. Then movement thecry would
have to allow another function, say ¥, of a transformation, which differs
from the adjunction function X and which must be compat!hle with the
projection principle. Let us call a transformation with sucu a function
the Restructuring Rule or RR for short. In acknowledging below that RR may
also be accompanied by head-movement, giving rise to the morphologically-
complex Type II 'complex predicate,' we suggest that RR may also be head-
to-head tranfo:mation.

Let us now return to the notion of head-movement. Baker (1985/to
appear) assumes without argument that the embedded head b moves to the left
side ol the matrix head a, forming b-a. Thus it seems that head-movement

is in general leftward.

(39) /\ / \
/__N /.

a /\ -—=> b
/__\ /__\

b t
I1f head-movement 1s adjunction and is motivated for morphological reasons,
as we have suggested, leftward adjunction would explain the morpheme order
in (39): The reason why head-movement is leftward can now be attributed to

the Righthand Head Rule shown in (40) (the RHR; Williams (1981a;248))®° and

3o Both 1lexically-derived words (cf. Lieber (1981)) and syntactically-
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to one of Marantz's versions of Lieber's feature percolation conventions
given in (41) if the heads of complex words determine thé categorial status
of complex words, as commonly assumed:

(40) RHR: In mor hology, the morphological head®* of a morphologically
complex word is the righthand member of that word.
(41) Feature Percolation Convention (convention I):

the features of affixtes (morphological heads) take precedence over the

features of nonheads in percolation. (cf. Lieber (1981;49-50);

Marantz (1984;122))

One good example of the categorial determination of the complex word
in terms of the RHR comes from the data derived by noun-incorporation,

which Baker (1985/to appear) argues is derived by N-to-V movement (adjunc-

tion).

derived words show some exceptions to the RHR. As for some exceptions of
syntactically-derived words, the causative construction in Chamorro
provides a good example ({en Hale (p.c.)):
(i) Ha#na-taitai ham i ma'estru ni esti na lebblu

3sS-caus-read lper-obj teacher obl this book

"The teacher made/let/had us read this book." (cf. Chamorro data; (20)
in Saker (1985a))
In (i), the causative morpheme is not on the right side of a stem. (As far
as we know, in VSO languages, passive and causative morphemes are always on
the left side of verbal stems.) If morphological heads determine the
categorial status of complex words, then (i) may fail to raise a serious
problem with respect to the RHR since both the causative morpheme and a
stem are [+V,-N] (but cf. williams (1981b); Di Scuillo and Williams
(1987)). Some serious counterexamples of the RHR, however, come from noun
incorporation data in Ponapean (cited by Rosen (1987); data from Rehg
(1981;209-210)):
(ii) I pahn khkos-likou (cf. (3c) in Rosen)

1 will plecat-dress "I will dress-pleat."
Althcugh N is in the position of a morphological head, the complex word V-N
in (ii) 1is verbal. 1If the RHR should hold of incorporation in Ponapean,
the complex word V-l would be nominal since N is the head. As we will
argue, (i) and (ii) are not derived by head-movement but by the Restructur-
ing Rule, which we will propose in Chapter 3; they do not obey the RHR for
reasons that we will discuss. We will suggest in Chapter 3 that certain
words syntactically-derived by head-movement are subject to the RHR.

31 williams (1981a) uses the f:erminology 'head of a word.' For reasons
which will be clear later (especially in Chapter 3), we use the terminology
'morphological head,' which is a terminological variant at this point.
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(42) a. Yao-wir-a?a ye-nuhwe?-s ne ka-nuhs-a?
pre-baby-suf 3fs/3n-like-asp the pre-house-suf (¥ ...N)
"The baby likes the house."
b. Yao-wir-a?a ye-huhs-nuhwe?-s
pre-baby-sur 3fs/3n-house-like-asp (N-V)
"The baby house-likes." ((14a and b) in Baker (to appear;
ch.3); Mohawk data from Postal (1962))

Notice that N in fact moves te the left side of V so that V is a morpho-
logical head and that the categorial status of N+V is [+V,-N]; like V, N+V
takes agreement and aspectual markers. Thus, we suggest that the target of
head-movement becomes a morphological head and that head-movement is
motivated for morphological reasons and iz leftward adjunction to satisfy
the RHR. In short, the change of the string order between V and N before
and after the application of head-movement must derive from a property of
head-movement: head-movement 1is motivated by morphological reasons (due to
morphological dependency of heads) and the target is located rightward in
morpheme order/structure to become a morpholoaical head of complex words.
Notice that even when the target and the trigger have the same categorial
status (Vs), the order between the causative morpheme and V are reversed
when they are morphologically amalgamated, as we see in the Chichewa
causative construction below.
(43) abusa a-na-dy-ets-a mbuzi udzu

goatherds ’P-past-gat-caus-asp goats grass

"The goatherds pade the goats egt the grass."

I
| (cf. (19) in Baker (1985/to

appear; ch. 4))

Interestingly, however, there are some specific classes of verbs that
preserve the relative string order with respect to embedded verbs when they
are morphologically amalgamated, unlike the causative construction in (43).
Consider these Chichewa examples:

(44) a. Ndi-ka-pemp-a pamanga

1ssP-go-beg-asp maize
"I am goinq [to beqg maize]."
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b. Kati madzi banu dza-man-e-ni ine
I1f water your come-refuse-asp-imper me

"If it is your water, come [and/in order tol [refuse me}."
c. Ku kasungu si-ku-nga-chok-er-e bangu woipa

from neg-pres-can-come-appl-asp people bad

"Bad people cannot [come from Kasungul." (cf. Watkins (1937;98 and
101); also cf. (127a and b) in Baker (1985/to appear;ch. 4))
Both (43) and (44) illustrate morphologically-complex predicates but those
morphologically-complex predicates show different morpheme orders: In (43),
the embedded predicate comes first, while in (44), the matrix predicate
comes first. This seemingly trivial fact becomes interesting when we
notice that the matrix predicates in (44) fall under the class of 'restruc-
turing' verbs in Italian:®2 The complex words in (44) that show different
morpheme order from usual head-movement data (cf. 43) ralse two important
theoretical and empirical issues. One is (A) whether these morphologically
complex words in (44) are derived by a different type of head-movement; the
other is (B) whether ‘'restructuring' effects are also obtained when
predicates are morphologically amalgamated. The answer to the first
question is linked to a question on the status of I-to-C or V-to-I head-
movement discussed in Section 2.1.. (Remember that we speculated in
Section 2.1. that ¢/I and I/V amalgamation may be obtained by a head-to-
head transformation other than head-movement.) If the answer to the second

question is affirmative, then we suspect that the rule governing 'restruc-

turing' may be a type of head-to-head transformation (as we see in the

52 according to Watkins (1937;92-104), these matrix verbs are called
auxiliary verbs, which are always prefixed with respect to main verbs; on
the other hand, causative (passive; applicative) affixes are always
suffixes. Watkins (1937;98) notes: -ka- (go) In (44a) indicates movement
to some place for the purpose of performing the action expressed in the
stem and may be intepreted as 'go in order to.' Like an auxiliary, it can
be inflected, not being restricted to any particular tense. -dza- (come in
order to) in (44b) is obviously derived from the verb ku.dza (to come). We
will discuss the auxiliary nature of 'restructuring' verbs in Italian (cf.
Napoli (1981)) and in Korean in Chapter 3.
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morphologically-complex verbs in (44)). In fact, in consistence with the
syntactic position of Type I 'complex predicates,' we will suggest that the
'restructuring' phenomenon can appear whether or not predizates are
morpholgically complex (cf. Chapters 3 and 4). Given that syntax and

morphology are independent, this suggestion is not unplausible.

In fact, the first goal of this thesis is to show that 'restructuring'’
derives from an X-head-to-X-head transformation (called RR), which causes
overt or covert categorial amalgamation. We not only suggest that the
'restructuring' phenomenon in Romance languages is derived by a transforma-
tion called RR, but also claim that the phenomenon is universal. In fact,
we will show that the ‘'restructuring' phenomenon is not the only one
derived by RR and that RR is responsible for a number of other linguistic
phenomena including ones that used to be described in terms of I-to-C and
V-to-I head-movement. We also show that RR leads to a number of theoreti-
cally desirable consequences.

The second goal is to show that categorial amalgamation derived by RR
may be acompanied by head-movement, giving rise to a different morphologi-
cal structure from one derived only by head-movement. We will show that
morphologically-complex words (Type I ‘'complex predicates') are ambiqguous
depending on their syntactic derivations -- complex words derived by head-
movement (move-head) and complex words derived by RR accompanied by head-
movement (move-category). We also show that the morphology, syntax, and
semantics of morphologically-complex words derived by RR differ from those
of morphologically-complex words derived by head-movement, as predicted.

The third goal is to show that the two Types of 'complex predicate'
are not restricted to (some) Romance languages or to polysynthetic or

agglutinative lanquages but also occur in English type languages as pretty

82



general phenomena (especially see Chapter 4). On the other hand, we will
show that different pa.amterization of the levels of rule application plays
a nontrivial role in triggering the different syntax of complex predicates;
the properties of syntactically-derived complex predicates are determined
not only depending on syntactic derivations (RR or head-movement) but also

depending on the parameterization of the levels of rule application.
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CHAPTER 3: THE RESTRUCTURING RULE -- AFFECT/NOVE-CATEGORY

3.0. Introduction
In this Chapter, we introduce and develop a transformational rule we

call the Restructuring Rule (RR), which may or may not be accompanied by
the morphological amalgamation which we assume is obtained by head-movement
(cf. Baker (1985/to appear)). We suggest that RR, which 1is motivated to
explain the ‘'restructuring' phenomenon in the literature, is a type of
transformational rule, which differs from the usual transformation called
move-alpha: RR -- an X-head-to-X-head covert transformation -- is triggered
by a certain categorial defectiveness/dependency of an X-head and affects
minimal categories (X-heads) changing the interpretation of categories with
respect to the notion of government but leaving confiqurational structure
intact. We will call this rovert vperation affect-category.

By explaining the 'restructuring' phenomenon in terms of a transforma-
tional rule (RR), we will suggest that the phenomenon is universal, unlike
Rizzi (1982), who suggests that it is language-specific; we will, in fact,
show that Korean also exhibits the 'restructuring' phenomenon (cf. Chapter
5). The 'restructuring' phenomenon discussed by Rizzi (1982) will there-
fore be understood as some specific instantiations of generxal RR effects,
i.e., the 1Italian 'restructuring' phenomenon as a language-specific
instantiation of V-to-V RR. Thﬁs we will see that V-to-V RR effects in
other languages are differently instantiated from Italian. On the other
hand, we also show that RR is responsible for a number of other seemingly-

unrelated linguistic phenomena and claim that the 'restructuring' effects,



whizch will be understood in terms of deeper RR effects, are larger than
previously assumed in the literatures. In other words. different instanti-
tions of KRR will explain various different constructions such as (causa-
tive) small clauses or certain instantiations of noun—inco;porations (see
Chapter 4 for more instatiations).?

We show, by exawining ‘restructuring’ cross-linguistically, that
complex predicates/words derived by RR (which we will call R-complex
predicates/words)? may also be morphologically complex. RR may be accom-
panied by head-movemsnt; RR accompanied by head-movement (overt RR) derives
complex X-heads that Jominate morphologicully-complex terminal stxings,
giving rise to a one-storv complex X-head projection from multi-story
simplex X-head projections. We will thus call overt RR accompanied by
head-movement move-category; overt RR affects both cenfiguraticnal struc-

ture and categorial dependency.

—

1 As we will show, RR is not only responsible for ‘'reanalysis' phenomena
including the ‘'restructuring' phenomenon, but also for other phenomena
rclated to categorial deletion. For example, RR will lead us to understand
S-par deletion or IP selection in the ECM construction in a different way
(cf. Section 4.1.): C-to-I RR triggers an ECM environmeat without del=ting
CP nodes or without motivating IP selection; C-to-I RR makes CP and IP
projections combine into a projection of C+I, maintaining the independence
of each proiection wi.i respect to the wide interpretation of the projec-
tion principle.

2 The notion of complex word is purely terminological; Type II complex
words ('restrrnturing' predicates) are not words as morphological entities.
We use the terminology 'R-complex word' for words abstractly-linked through
RR. The notion of R-compla2x word is apparently conceptually similar tc the
notion of rmorpuacsyntactic :nmplex word in Zubizarreta's (1985) sense. The
two notions, however, differ and exhibit two different explanatory domains.
Zubizaretta's notion intends to explain the Romance causative construction;
the French/Ttalian faire/fare + V sequence is considered as a 'complex
verbal unit' (also cf. Rauveret and Vergnaud (1980)). On the other hand,
as we wiil show later, the notion of R-complex words dous not consider the
Jtalian fare + V sequeace as = uanit, while it does consider the French
faire + V sequence ~=s a va.t (cf. Section 4.2.).
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Consequently, syntactically-derived morpholugically-complex words are
ambiguous: They are derived either by overt ﬁR (RR accompanied by head-
movement) or by head-movement. (We will call morphologically-complex words
derived by head-movement M-complex words and those derived by overt RR M/R-
complex words.) UG thus contains at least the following three different

'complex-words':

(1) a. M-complex words -~ head-movement
b. M/R-complex words -- RR and head-movement (= overt RR)
c. R-complex words -- RR

These three different 'romplex words' are divided up in the following fash-

fon (for Type I and Type II division, see Chapter 2).°?

(2) | RR | head-movement |
T T
tyoe Tb | WR-complex words | W/R-complen word | (move-categers)
;;;;';;";";:;;,;;;.;:;;;;;“‘i """""""""" E'z;;;;;;:;;;;;;;;;‘

Some typical examples of each Type are illustrated in (3): (3a), (3b) and
(3c), representing instantiations of Type Ia, 1Ib, and II complex predi-

caies, respectively.

(3) chichewa causative construction:
a. Buluzi a-na-sek-ets-a ana
lizard SP-past-laugh-caus-asp childrean
"The lizard made the children laugh." (Chichewa data; (42b) in Baker
(1985/to appear; ch. 4))

2 One might suggest that just as R-complex words have overt counterparts,
so M-complex words may also have covert counterparts. Baker (1985/to
appear), in fact, propuses LF-head-movement by analogy with LF-wh-movement
(cf. Huang (1982)) to account for some linguistic phenomena, including the
'restructuring' phenomenon in Italian. Later, we will interpret the output
of head-movement in a more restricted and systematic way than Baker
(1985/to appear) does, so that any version of LF-head-movement cannct be
extended to have ‘'restructuring' effects. Under our interpretation of
head-movement, we will leave open a possibility of having LF-head-movement
(cf. fn. 46 in Section 3.3.).
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Chichewa complex predicate contruction with an auxiliary type of verb:
b. Ndi-ka-pemp-a pamanga

I1sSP-go-beg-asp maize
"I am going to beg maize." (Chichewa data from Wilkins (1937;98))

' e ' X

c.Piers TL verth & bariare 1 sarapsicologia.

"Piero to you will come to speak about parapsychology." (Italian

data; (1) in Rizzi (1982;1))
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