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by
Susan D. Fischer
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of the requirements for the degree of Doctor of Philosophy.

ABSTRACT

This thesis is presented to show some of the possible inter-
actions between the fields of generative grammar and cognitive psychol-
ogy. These two fields must of necessity merge in the study of primary
language acquisition,

After an investigation of the grammar of the adult for verb-
particle and dative constructions, a number of psychological theories
about the acquisition of grammar are examined, in particular with
respect to the predictions that these theories make about the parti-
cular constructions under consideration, '

Experiments are presented which are designed to test these pre-
dictions, and in addition to show the development over time of these
constructions in children from three to four. The results show that,
over time, the child pays more attention to semantic plausibility,
pays somewhat less attention to order, and learns to use surface
structure cues to deep structure grammatical relations. In addition
they show that the child's use of pronominalization, at least in the
structures considered, is different from the adult's in two ways:
namely, the child ignores a pronoun in determining grammatical re-
lations, and also has a different output condition on pronouns from
the adult's.

Finally, an attempt is made to apply the results from these
experiments to broader issues of grammatical and cognitive theories.

Thesis Supervisor, Kenneth Hale,
Title: Professor of Linguistics
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Chapter I -- Language Acquisition as Viewed by a linguist.

There are a number of reasons for the interest among linguists
in ianguage acquisition and psycholinguistics; some of these reasons |
have become more éompelling in recent years. In this chapter, I
Shall discuss the kinds of Justification thatvexist for this kind of
study Withiﬁ the realm of linguistics, and my own reasons for the partiQ

cular investigation reported in this thesis.

1.1. Linguistics and psychology

It is significant that linguistics is recognized as a "branch of
human psychology," (Chomsky, 1969), in that language is but one func-
tion of the human mind. Despite this general sort of recognition, how-
ever, until quite recently linguisfs have considered the purview of
psychologists concerned with language to be rather divorced‘from'what
linguists are interested in, in action if not in thought. Linguists
have left to the psychologists aspects of language behavior consi-
dered irrelevant to competence models, specifically in the area of
performénce. They have taken slightly mofe interest in attemptslby
psychologists to prove the 'psychological reality' of various levels of
gra&matical descriptions. |

The situation has chariged somewhat asrlinguists have realized
more and more how much the limitations of human thought influence the

structure of language. Perceptual strategies have been invoked (Klima,

o appear, Jackendoff and Culicover, 1970) to explain certain con-

straints on wh-fronting, and memory limitations have infiltrated into

grammatical descriptions (Ross, 1967).

—
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But there is still-a long Way to go. Consider, for example, the
role of language acquisition. The standard account of a linguist is an
idealization of the child as a little black box out of which>suddenly _
springs a grammar of the language. Linguists,are by and large éoncerned
only with the results of this black box, not the processes that go on
inside it, which they leave to thé psychologists.

I think that the psychologists have been given the interesting.
probleﬁs. They get to find out why grammar isn’t‘learned éll at onée,
what kinds of things are easier and harder for a child to learn. TFur-
thermore, they can use their knowledge of other cognitive processes to
integrate.language acquisition into the broader area éf cognitive devel-
opment. In other words, while the idealization of the little black box
may be useful for the purposes of some linguists, it masks some very
crucial brocesses, the explanation of which may have some important con-
sequences for lingﬁistic theory. In particular, viewing the language
learner as a whole person instead of as an isolated mechanism can give
us valuable insights into why language is the way it is, and perhaps
why language devélopment goes the way it goes.

Insofar as linguistics is a branch of human psychology, it is
impossible to divofce psychological studies of language from psycho-
logical studies in other areas, particularly in the area of development.
This is the impetus, I believe, behind much of Bever's work in particu-
lar. He seeks to demonstrate that the way in which a child treats his
language at a particular stage in his deﬁelopment,_is closely related
to the way in which he interaéts with the rest of the world. For

example, there is a stage in the child's cognitiVé development where the




child will judge relative numerosity by length or height instead of,

e.g., counting. This sort of strategy is a fairly reasonable one,

since the two are often correlated. However, when they are not, the
child will make mistakes at this stage that he would not have made at an

earlier stage before he had this strategy. Bever (1970a, b) has found

~ that at this same stage, the child has a similar way of handling sen-

tences. . The child develops, or extensively utilizes, a strategy that
says that the first noun in a sentence is the logical subject and the
second is a logical'object. This strategy serves him in good stead
until he happéns to come across a passive sentence, which the child at
this stage comprehends less accurately than a child at an earlier stage.
It is also Jjust at this étage that ﬁhe child starts to develop brain
dominahce, and Bever feels that there ié a connection somewhere.
Psychologists, then, have Vefy good reasons for studying«lan-,
guage. Linguists have the same reasons for studying psychblinguis-
tics, but they also have reasons uniquely their own. This is where the

two camps part company and what we shall discuss next.

1.2. The notion 'possible natural language'

The interdependence between lgnguage and other cognitive capa-
cifies which we emphasized in tﬁe preceding section is relevant wheﬁ we
discuss the notion of what is possible as a natural language. It is not
necessary that all the languages of the world exhaust the poss1b111t1es
of natural languages, but it is certainly necessary to limit what can be
a natural language, and it is most likely the limitations of cognitive-

abilities that ultimately determine whether or not a particular language
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is, in some sense, 'natural.' An operational definition of a natural
language is a language that is so easy that even a child can learn it.
Certainly the child's cognitive capacities at any particular stage.will
determine what he is capable and not capable of learning. To put it
another way, what the child does is at‘least partly détermined by what
he can do. The’kinds of generalizations‘that a child makes about the
language, the kinds of structures which he imposes upon it, are certain-
1y dependent upon the kinds of generalizations he is capable of noticing.
As a result, there are rather strict limitations on what can be a gen-
eralization in a natural language. To give a rather far-fetched example,
let us imagine a language in which to negate a sentence involves saying
it backwards word by word (whatever a word is), while tc meke a yes-

no question from that sentence involves saying it backwards phoneme by
phoneme (whatever a phoneme is). This is an extreﬁely difficult grammar
to conceptualize, and I think the difficulty lies in the notion that the

mind just is not built for that sort of language.

1.3. Language learning and linguistic universals

Tt is possible that what is universal about language, i.e.,

what all languages have in common, may in fact be that which is not pre-

cluded as a possible natural language, and if the innate structure of
the mind is whatvprecludes some mechanisms from operating in the grammar,
then one concludes that what is innate is what is universal, and vice
versa. Now, this meané that there are tw§ tacks which one may pursue

to find out what the universals of ianguage are. - One is to look at all

the languages of the world and see what they have in common, perhaps E




la Greenberg (1962), or.perhaps in a more sophisticated way, since
Greenberg éoncentrates mainly on surféce phenomena.

The other way is to look at language acquisition. It is a not
unreasonable starting hypothesis that the earlier a child displays a
particﬁlar concept, construction, kind of grammatical rule, etc., the
more universal that concept, etc., is likely to be. If the child ié
born wiﬁh a certain competence, regardless of how we characterize that
competence -- base rules? inference strategies, or whatever -- then ‘the

earliest structures that the child assigns to speech will be those which

.are already built in. Hence, by looking at the order of acquisition we

may discover those aspects of language which are truly universal.

1.4, ILinguistic change

.Even though the innately determined structures limit the
possible grammar for the child, they by no means determine the exact

nature of the language he will speak. That is to say that while lan-

 guages have perhaps a common central core, they can differ guite widely,

and in fact, one language will change its grammar over the years. Since
at least the time of Meillet, it has been accepted that the primary
reason for linguistic change is the fact of 'discontinuous transmission;'
that is, the child, while he may be predisposed to language, is not‘born
with a complete grammar of the language he is to léarn, and the input
from which he draws hié grammar may be different from that 6f his
parents' generation. Kiparsky (1965, 1968) has hypothesized a number

of laws governing linguistic change. For our discussion the most rele-_

vant points which he considers are the concepts of bleeding and feeding
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orders of rules in a grammar. Kiparsky claims that the natural trend of
language change is for rules to have the order of maximal application.
Two rules arebin 'feeding' order if the output of the first provides an
additional input to the second. They are in 'bleeding' order if the
first changes its output in such a'way that it no longer provides an
input to the second. For example, let us say wé have a language with
the foilowing three rules,'applying in thé ofder given:

C-E/F G

(a) -

(b) A-B/C __D

() B-H/ I __J.
Rules (a) and (b) are in bleeding order, while rules (b) and (c¢) are in
feeding order. According to Kiparsky, maximal order of applicatibn
means that a language will change to maximiée feeding Qrders among rules
and to minimize bieeding orders.

' In terms Qf ﬁhat we have been discussing in previous'séctions of
this chapter, this is no accident. _Language change.results from‘child—
ren's internalizing grammars different from those of their parents.
Given the kinds of strategies that children utilize.in at least some
aspects of language learning, it is natural for them to‘learn generalif
zations first, pérhaps spurious ones in terms of their parents' grammar,
and exceptions later. For example, Ervin (1964) has found that in |
learning past tenses, the child first learné thé regﬁlar -ed form l, and
then only later acquires the exceptions. If an exception is not learned
by a generation, perhaps because it is not heard often enough to

register as an exception, then the bleeding order of rules is lessened.

Thus the laws of linguistic change can be seen as a natural consequence



- of the laws of cognitive development.

One example. of this sort that has most likely occurred in
English is the regularization of the past tenses or participles of such .

verbs as, for example, cleave, swell, etc. Cloven and swollen exist as

adjectives, but are not necessarily related to the verbs with which they

_were originally associated. For example, in my dialect, cloven is only

used to describe the hooves of kosher animals. Generations of grade-
and high-school teachers have despaired of ever teaching their students

the lie-lay-lain paradigm -- children have either regularized it or

" gbandoned it entirely for the phonologically regular lay-laid-laid."

There is anofher aspect of theories of linguistic change Whichf
is relevant in a very practical sense to the study of language de#elop-'
meﬁt.'-Kiparsky (1965, op. cit) and other recent generative grammarians
have, as implicit above, formulated linguistic change in terms of
changes in grammars, rather than changes in the output of these gram-
mars. A grammar can be changed in one or more of the following wajs:

1. Addition of a rule -- a rule can.be inserted anywherevin the

grammar, rather than just at the'end, hence havingvpotentially

far—reaching consequences in terms of an output radically
different from previously.

2. Deletion of a rule.

3. Reversing the order of two rules (for examples, see Chomsky

and Halle, 1968, -pp. 420-L30).

4. Reanalysis -- Reanalysis comes about when a grammar haé

changed so as to be non-optimal and a new generation analyzes
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the output of that grammar more simply than the previous one.

Kimball (1967) has suggested such a reanalysis for the auxiliary

system of English, and Naro (1968) has proposed reanalysis as

operative in the development of Portuguese passives. |

The relevance of the above discussion to the study of acquisi-
tion is that these techhiques can be used to describe language develop-
ment in both an intuitively satisfying'and pefspicuous way. The'pfocess
of reanalyéis is of‘particular importance to the.study‘of language ac-
quisition, and we shall return to this in our discussion in the final

two chapters.

1.5. Why I chose verb-particles and datives.

There are a number of reasons why I have chosen in particular to

investigate the acquisition of verb-particle and dative constructions in
English. The first is that the grammar of both these kinds of construc-
tions is fairly simple; that is to say, they do not consist, at least
on the surface, of complex séntences'or even reduced complex sentences.
At the same time, however, as we shall show, these’constructions
crucially involve facets from all components of the grammar -- deep
structure, semantic’interpretation, tranéformations,'phonology, and out-
put conditions.

Thirdly, the dative seems to be a fairly basic grammatical re-

lation which has not been investigated before in its developmental

aspects. The verb-particle constructibn, on the other hand, is quite
!language-particular.‘ If studying their acquisition is a valid means

of determining their degree of universality, it would seem a good idea
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to compare these two.

Furthermore, there is something that ties these two construc-
tions together, namely how they behave with respect to pronominali-
zation of objects (see next chapter) -- do children nonetheless treat
them perhaps differently? If so, why? |

o In addition to encompassing many linguistic questions, these
constructions, pafticularly datives, also relate to the question of
strategies for comprehension (these will be discussed iﬁ chapters 3‘and
4), and also to the relation between'syntax and semantics. Chomsky
(1957) has suggested that in language acquisition, syntax and semantics
are to be separated. We shall show that, at least with respecf to the

dative construction, they are not.
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- Footnotes to Chapter I

1 Actually, she finds that they first know the irregular past tenses,
but these gradually disappear in favor of the regularized ones, and
she offers no evidence that the child at the very earliest stage

associates the present and past forms of irregular verbs.
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Chapter II -- The Linguistic Analysis of Verb-Particle

and Indirect Object Structures

2.0. Introduction

If one is interested in studyihg the acquisition of verb-
particle constructions and structures containing indirect objeéts, it ié
necessary to consider the treatment of these structureé in the adult's
grammar, since this is presumably the 'target' at which the child is

aiming, the terminal point in the development of these constructions.

In this chapter, we shall examine theée constructions, discuss the

analyses which have been presented to account for them, énd suggest what
seem at this time to be the most plausible solutions. We shall attempt
to be as neutral as poséible<among those linguisfic‘théorieS‘now vying
for predominance in the field.

For the purposes of this chapter, we shall base.the linguistic
discussion essentially on the 'extended standard theory' of Chomsky, as
exemplified in Chomsky (1970a, b), but reference will be made.to other
works which bear on our discussion. Grammatical-judgments.will be mine

unless otherwise indicated.

2.1. Verb-particle constructions
In considering verb-particle constructions, we are concerned
with sentences such as the following:

John freaked out.

The quenelles fell apart.
John freaked out Mary.
John freaked Mary out.
John let in the girl.
John let the girl in.

NN NN N N
O\\UT FWw N
e e e e e s
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Two conflicting analyses have beeg offered for these kinds of
sentences, namely Fraser (1965) and Emonds (1970). There are two issues
differentiating these analyses. The first is the location of the parti-
cle in deep structure. Simplistically speaking, Fraser says the parti-
cle should be before the direct object (if.there is one), and Emonds
contends that it should occur after the direct object in deep struéture.
The secénd issue, which is intimately related to the first, is the
labelling of the nddﬁ dominating the particle; Fraser says it should be
particle, while Emonds says it should be preposition. LétAus eﬁamine,

these analyses more closely.

2.1.1. Fraser's analysis
Fraser suggests that the deep source for senténces like (3)-(6)

is a structure with the particle to the left of the objeét. Structures
containing an external‘particle (i.e., to the right of the object) are
to be derived transformationally. Fraser does notvreally have any
gogent arguments for this source, outside of his linguist's intuitions,
which inform him that discontinuous constituents should not be allowed
in deep structure. On phonological grounds, Fraser argues for the
_folloWing rule to introduce particles into the base:

(7) v - [+v] Prt.
He reasons that if a sequence like call up is dominafed by a single
lexical node, then that sequence will be treated as a compound bj the
stress rules, and the stress of call up in a sentence like (8)

(8) John called up Mary.

- will come out right.
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Verbs, according to Fraser, must be subcategorized, not only as
to whether or not they may take particles, but also as to which.
particles, if any, they may take. Thus call, for example, would be re-
presented as [+ _ Prt.] , [ __igﬁt, ete. J.

| To transform structures with internal particles to structures

with external particles, Fraser suggests the following rule:

(9) V Prt. NP X

12 3 u:§>1.3 2L ‘
Condition: Obligatory if 3 is PRO

The above condition is necessary to prevent sentences like (10) from

being derived:
| (10) *John called up her.
Fraser points out a number of distinctions between partiéles and prepo-
gitions. For example, sentence (11) is ambiguous, depending on whether
over is construed as a particle or as a preposition: |
(11) John looked over the fence.
He also notes that some particles are really directional adverbials,
and that constructions containing these particles are literal rather
than idiomatic. Consider sentences like these: |
(12) John is putting that girl on.
(13) John is putting that coat on.
(14) John put the cat out for the night.
(15) John put the girl out for a ride.
Fraser notices somewhat different syntactic behavior between thege di-
rectional adverbials and 'real' particles. Ross (1967, pp. 108-110)
re#iews them concisely:‘

1) The prepositions of these i.e., directional, as opposed to
particle verbs verbs will conjoin (he took boxes in and
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out), particles will not (*I showed her up and off.)

© 2) These verbs do occur in action nominalizations, while verb-
particles do not (his bringing of the trays in, but not
%¥his eking of a bare existence out).

3) Some directional phrases, like into the house or out of the
window, may always occur with these verbs (he let her out
into the garden, they were loading them on from the ware-
“house, he elbowed it oFff into the well, they took it in up
the stairway), but there are verb-particle constructions
which exclude them (*I burned it up from Boston, *I showed
her up out of the window, ¥Sheila whiled the morning away
into the well.) :

4) If a verb stem occurs with one of these prepositions from
reduced. directional phrases, it will occur with many more.
Thus, since throw out is one of these verbs, it is to be

expected that other Jirectional prepositions will also occur

with throw (e.g., over, under, down, Up, off, across, on,
in, away, around). The same 1s true of verbs like bring,
take, send, shoot, hand, etc., but no such prediction is

possible with true verb particles. Thus, although figure
out exists, there is no figure off, figure in, etc.

el

After the unspecified NP and second preposition have been
deleted from a VP like let the cat out (of something), the
remaining preposition, out, is optionally moved to the left,
around the object NP, and adjoined to the verb.

5.1.2. Emonds' Analysis

Emonds' analysis for 3;; verb-particle constructions is essen-
tially the same as that described by Ross above for directionals. He
suggests that particles be considered'(and labelled) as intransitive
prepositions, on the analogy of intransitive verbs, and thét as suchv
they should occur in déep structure after the object of the verb they
go with. Hence, the deep structure of sentences such as (5) and (6)

would be this:
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(16) S —_
PP L+Dir]
~ John let the girl iﬁ
In this way, he can capture a number of generalizations that relate
directional adverbials'to directional particles. Hence, he posits
rule (17 = Emonds' 6) to account for a sentence like (5):

(17) X -V -NP - P -Y

D
[ -Pro] FE

1 2 3 N 5 @ 124 35, where 1-2-3-L- is a
VP.

"...there does not seem to be any convincing -

Emonds reasons (p.4):
argument that in fact lexical enﬁries must be sequences of contiguous
elements, It may be that lexical entries (insertion transfbrmations)_
may consist of verbs and other sister éOnsﬁituents which are not
necessarily contiguous."

Furthermdre, with this statement of the rulé, the interaction
between particle placement and indirect object movement can be repre-
sented quite elegantly. We shall defer discussion of this latter
observation to a later section.

2.1.3. Why Fraser is more right than Emonds, and what's wrong with
both of them.

What Emonds' analysis requires is that lexical insertion be
allowed to take place on discontinuous elements in the phrase marker.
While Emonds claims that "there does not seem to be any convincing argu-
ﬁent that in fact lexical entries must be sequences of contiguous

elements,"” this is not allowed in the Aspects theory, and as I

it P AP . TS SR A 1 et
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"understand it, there is no wayAin his analysis in which the verb-
pafticle pair can ever be a constituént, in particular avcompound,
which Fraser argues, is the only way to get the proper stress pattern.
One can‘grant that Emonds is correct about the placement in deep
structure of the non-idiomatic, directional particles, but this does
ﬁot mean that his arguments are true for all particles. The argu-
ments cifed above (pp..l3 and 14) show clear syntactic differences be- -
tween directional particles and idiomatic ones. In particular, argu-
ment (2) shows that, while the directional particles may occur after the
direct object in deep structure, the idiomatic particles must occur be-
fore it. Chomsky (lectures, 1969) suggesté that nominalizations reflect
deep structure rather than derived-structure grammatical relations. He
bases this suggestion on sentences such as those in (18):

(18) a. John's eagerness to please bothers me.
b. *John's easiness to please bothers me.

If this diagnostic is applied to verb-particle constructions, it gives
a natural explanation for the difference invgrammaticélity between (19b)
and (20b). According to this diagnostic, the idiomatic particles.comé
before the verb, while the non-idiomatic ones may come afterwards, as
these sentences show: |

(19) a. John's calling up of the girl surprised me.
b. *John's calling of the girl up surprised me.
‘John's letting out of the cat surprised me.

(20)
. John's letting of the cat out surprised me.Z2

o o

In nominalizations, idiomatic particles must come before the object,
while directionals may, like other adverbials, move around fairly

freely.
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Another argument for differentiating idiomatic and directipnal
particles has to do with the heavy noun phrase constraint. In his
dissertation, Ross proposes a set of output conditions which may
determine the acceptability of sentenees. One ‘such condition is
discusSed below (see p. 20), but the ohe which concerns us here is the
constraint on surface-structure order of particles and so-called 'heavy'
neun ﬁhrases, e.g., relative clauses. A particle cannot be separated
from its verb by a heavy noun phrase, for example;

(21) a. Quentin called up the boy he had gone to Harvard with.
b. *Quentin called the boy he had gone to Harvard with
up. ‘

T know of no dialects of English which allow (21b). But there are
dialects which allow the (b) sentence of (22) .

(22) a. Quentin let in the dog that was barking.
b.  Quentin let the dog that was barking in.

Once again, there is a syntactic differentiation between 'true'
particles and directional adverbs.

It seems to me that the reason for the ungrammaticality of (21b),
and ene reason for the necessity of Ross' optput condition is that
separating two members of a constituent by, say, something on the order
of a sentoid, puts too much of a cognitive_load on the short-term
storage capacity of the memory. One is forced in a sentence like (21b)
te hold (either in production or in comprehension) one member of the
,constituent in abeyance, as it were, until the intervening material can
be processed. If this is indeed the case, one would expect this
eqndition to hold for other V+X idioms as well, and in fact it does.

The following pairs of sentences are parallel to those in (21):
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(23) a. John took to task the woman who had flunked the
driving test.
b. *John took the woman who had flunked the driving test
to task.
(24) a. Hiram called into question the facts that Edward had
been talking about all day.
b. *Hiram called the facts that Edward had been talking
about all day into question.

(25) a. The workers sent to Coventry the man who had broken

the strike. .
b. *The workers sent the man who had broken the strike to
Coventry.3

If directional adverbials are not constituents of the Verb, no
cognitive limits will be violated, and hence (22b) will be acceptable.
For those dialects in which (22b) is unacceptable, the inward movement
of directional particies may be obligatory, or let in may be reanalyzed
into a verb-particle construction. If the reason for the difficulty of
the starred (b) sentences is the separating of a constituent, then the
crucial question is whether or not a discontinuous constituent should
be allowed in deep structure. This may still be an open question, but
allowing discontinuous constituents would gfeatly increase the power of
a grammar, and is hence suspect.

If Fraser is right about particles coming before the object in
deep structure, is he also right about the phrase structure rules that
introduce them and about the transformation that moves them? This is
the question that we shall investigate next.

I presume that the reason that Fraser chooses (7), above, as
the rule of introduction of the particle into the phrase structure,

rather than (26),

(26) V - V Prt.
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is that he wishesvto avoid recursive structures such as (27):
| \Y
V, : \\\\‘ﬁrt.

t

////‘V<::T<\\\<pf .

\ prt.

(27)

which (26) would allow if the grammar is not restricted in some fashion.
However, (27) is an artifact, unfairly taking advantage of a possibility
not clearly allowed in the theory of grammar, namely of making a
lexical category [i.e., N, V, A ] infinitely recursive.

Now for the transformation: we repeat here for convenience
Fraser's verb-particle transformation.

(9) V prt. NP X
1 2 3 h=»132hk
Condition: Obligatory if 3 is PRO.

Both Fraser and Emonds have conditions on their transformations
having to do with pronoun objects. However, this condition is patently
fasle: if the pronoun direct object is stressed at all, i.e., if it is
[+ Stress ] by rules of normal sentential stress or by rules of
contrastive and emphatic stress, not necessarily 1 stress , then a
sentence containing an unmoved particle is acceptable:

(28) T picked up , her

that
this

. them
you

- A——
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one
some

(29) I picked up that% t
The stress on the pronouns in (28) is emphatic, while that in (29) is
not.

Although it can be argued (see Fischer, 1968) that emphatic
stress can scomehow be‘represented at the deepAétructure level, hence
enabling usvto add a condition on the stress of the pronoun in the

statement of the rule of particle movement, this option is not open to

us for treating the cases of normal sentential stress in (29). At the

point in the derivation at which the rule of particle movement applies,

there ié no stress, one way or the oﬁher, marked for the pronouns in
(29), and hence no way of accounting for the grammaticalify of the
sentép9es in (29) by means of a condition.on that rule. This is part
of a wider problem which has been treated briefly by Ross'(l967) and
more extensively by Perlmutter in his dissertation (1968). Perlmutter
suggests the device of surface stfucture constraints, or output condi-
tions, as a way of handling facts such as those we have presented,
though he argues for these constraints on the basis of ﬁroblems of
clitic placement in Spanish. What an output condition does is to state
a ;template,' an allowable sequence of formants, variation from which
sequence produces anbunacceptabie uttefance in the language, even if
the sequence can be generated by the syntax in a completely motivated
fashion. Output conditiqns are among the most arbitrary rules in a
grammar. As their name implies, they operate very late in the grammar,
even after the phonological component, ifvnecessary, as in our case.

We propose, then, an output condition, stated in something like
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the following terms:

(30) wv XL#EP] RO - %
A _ _Str.
Where X contains no internal S boundary

(to be read, star a derivation, in which the output contains a verb
followed by, but not immediately followed by an unstressed pronoun. )

This condition will be modified in a later section of this chapter, in

" which further evidence will be adduced to support this conclusion.

2.2. Indirect object placement
‘We shall be concerned in this section with sentences of the form
of (31) and (32):

(31) a. The boy gave the book to the girl.
b. The boy gave the girl the book.

(32) a. The boy bought the book for the girl.
b, The boy bought the girl the book.

The sentences in (31) we shall call to-datives; those in (32) we shall

call for-datives. We shall be concerned with the syntactic and semanticv

relationships between the (a) and (b) sentences, the particular inter-
relationships among verb, direct object, and indirect object, and the
differences between indirect object phrases and other prepositional

phrases.

2.2.1. Thé dative

There is a very special relation between indirect objects and
direct objects, a relation that does not hold for other prepositional
phrases and direct objecés. This is that in a sentence containing an
indirect object, the indirect object is the direct recipient of or

benefits from the possession of the direct object -- the indirect
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object 'gets to keep' the direct object, at least for the period of

time under consideration in the sentence. If we compare sentences such

as (33) and (Zk),
(33) I gave the book to Jane.
(34) I moved the book to Jane.
we can see thig difference quite clearly; to Jane in sentence (33) is
an indirect. object -- JaneAis the recipient of the book. No such in-
ference can be drawn from (34) -- here,

to Jane is purely a directional

adVerbial, and no claim is made as to whether Jane will keep the book or

not,

Similarly, if we compare (35) and (36), we see that the same

characteristic holds for for-datives as well:
(35) I bought the book for Jane.
(36) I washed the dishes for Jane,

Sentence (36) does not entail that Jane will keep the dishes. Sentence

(35) is really ambiguous among at least three readings -- the first is R ?
that I bought the book in order that Jane might have it (to keep), and " |

the second is that Jane wanted to buy the book (perhaps to give to some-

one else), but for some reason could not go herself, so I did her a

favor. These two readings factor out if we pronominalize Jane,

Consider the difference between (37) and (38) | ;

. L 2 1 5
(37) I bought the book for her. (pronounced ai byt Y buk o o
‘ : 3 , ) ' P
3 hor ) '
L2 3 e

(38) I vought the book for her. (pronounced ai bst $8 buk

, 1 4
fol‘ hgr )

In sentence (37), my reading is that Jane will keep the book. For (38),
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however, I have the reading that for means something like 'as a favor
to.' In the third reading, very closely related to the second, for
means 'in place of,' but, at least for animate objects, still main-
tains the nuance that one is doing a favor for the iject. It is the
first.two readings that we are concerned with here, the dative and the

benefactive,

2.2.2, Syntactic distinctions between datives and other phrases

We have seen, in the preceding section, that thére are clear
semantic distinctions to be made between dative»prepositional phrases
‘and ﬁon-dative ones, Syntactic differences also appear when we examine

" these constructions.

2.2.2.1., Permutation
The most obvious characteristic of indirect objects that distin-
guishes them from other phrases is their capability of pefmuting with
direct object noun phrases, with a concomitant (usually) deletion of the
preposition associated with those indirect objects. The sentences in
(39), vis-a-vis those in (L40), demonstrate this difference:
(39) a. I gave the book to John.
b. I gave John the book.
¢, I bought the book for John.
d. I bought John the book.

(40) a. I moved the knight to a black square.
b, *I moved a black square the knight.

c I washed the dishes for Mary.

d

. *I washed Mary the dishes.
In section 2.2.1. above, we noted an ambiguity in sentence (35). 1In

fact, there is a systematic ambiguity in all for-phrases occurring with



readings for the to- phrase.

2.

verbs which may take datives,land with a large number of to-phrases as
well, In the for-phrases, as noted above, the ambiguity lies in the

L at least] two possible readings of benefactive and dative. In to-
phrases, the two readings are dative and directional. For verbs such as

give, feed, tell, the dative reading is always present, though a direc-

tionality may be implied. But for many other verbs -- e.g., send, bring,
pass, ete., there is a real ambiguity between directional and dative
5 4

The important point to note here is that the directional or ben-
efactive reading disappears, leaving only the dative reading, when we
have sentences like (39) (b) or (4). Below, we shall discuss various
ways of accounting for this fact.

In the case of for-datives, the definiténess of the direét
object is crucial for grammaticality -- it is perfectly all right to say
(1), |

(41) T washed Mary {a dish
some dishes) .

but in that case Mary is going to be the recipient of the*dish or dishes.
This is a fairly productive construction; there are a number of verbs
which allow for-dative with an indefinite direct object but not a de-
finite one, particularly when that dative is a reflexive:

(42) Jane peeled me ia 75 peach.
: *the

(43) Davy Crockett killed himself {a ?5 bear when he was
: *the
only three.

(44) Billy caught himself ¢ a whole bunch ofs fish.
*that
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(45) Caroline found Audrey {some % union grapes.
: *those

As has been found in other cases,6 the sentence with a definite article

becomes grammatical when there is a relative clause attached to the in-

direct object:

(46) Jane peeled me the peach that I wanted.

With for- datives, though for some reason not with to- datives,
the difference between verbs which allow dative movement and those.

which do not holds in cases even where one does not delete the prepo-

sition:

(47) a. I bought for Mary a book which I had thought she would

like.
b. *I washed for Mary the dishes Wthh had been lying in

the sink all day.

2.2.2.2. Other movements
Movement of a non-dative prepositional phrase to the front of a

sentence is at least more acceptable than left-dislocation of a dative

prepositional phrase, as we see in (48).

(L8) *For John, T bought the book (on the dative reading).

For you, I'll do the dishes.

*To Mary, I gave the book.
To New York, I took the car (but to Gloucester I

generally take the scooter )

a0 oo

In my dialect, (48) a and c are acceptable (and then only'marginally)
only if they are conjoined with other sentences -- e.g.,

(49) For John, I bought the book, and for Mary, I got the
stationery.

(50) To Mary, I gave the book, and to John, I gave the
stationery.

Sentences b and d are acceptable without the conjoined sentence. In all .
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of these sentences there are dialects which accept the sentence without

a comma (i.e., without a pause), but in that case it is topicalization

rather than dislocation.

In passives, one may passivize a dative object but not a
prepositional one: ’ :
. !

(51) a. John was given the book by Jane.
b. *New York was taken the car by me.
c. ?Mary was bought the book by John.
d. *Mary was done the dishes by John.

Although in Angllsh this is a direct, stralghtforward conse-
quence of the statement of the passive rule and its order w1th respect
to the rules of indirect object placement, this is not necessarlly the
case in other languages. In Japanese, for example, a rough equivelent
of the.passive; which operates without deletion of the postposition,
accepts sentences like (a) and (c) in (51), but not sentences‘like.(b)
and (d). This will become importaht in our critique of McNeill (1971)

in the next chapter.

2.2.3. Reversibility

We apply the term of reversibility to two noun phrases within a

sentence which may permute without changing the grammaticality of that

A»sentence, though of course the meaning of the sentence will be changed.

The subject and object in the sentences in (52) are reversible, while

those in (53) are not.

(52) a. The boy likes the girl.
b. The girl likes the boy.
(53) The boy drank the milk.

*The milk drank the boy.

o o
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Reversibility depends, at least in part, on the selectional restric-
tions of the verb involved, which, in turn, depend on the semantics of .
the situaiion. In their study of passives, Bever et al. (to appear)
had children ‘'act out' active and passive seﬁtences using dolls. He
found that in three-year-olds, rules of semantic plausibility will
supersede syntax, so that the child's performance on sentencés such as
those in (54)
(54) a. The milk is drunk by the boy.
: b. The girl is liked by the boy.
c. The boy is drunk by the milk.
in terms of understanding the grammatical relations ihvolved, will be
in the order given in (54), i.e., the most accurate comprehension will
be on (a), and the least accurate on (e).
There is also an element of reversibility between direct and

indirect objects. Consider these pairs of sentences:

(55) a. The clown sent the baby the dog.
b. The clown sent the dog the baby.

(56) a. The clown read the baby the comics.
b. *The clown read the comics the baby.

Tt is clear that the direct and indirect objects in (55) are reversible,

while those in (56) are not. As we shall see below, reversibility has.
consequences in the syntactic behavior of datives.

Three factors can lead to reversibility or irreversibility. The

first is that the verb involved may, as is the case in (56), absolutely

preclude an animate direct object in its selectional restiictions, and
since virtually all indirect objects are animate, this will mean that
the two objects are non-reversible., Other examples in this class

besides read are write, tell,and say.
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The second factor is that concrete direct objects may freely
occur with a given verb, and reversibility or non-reversibility will
depend then on what kind of direct object is in fact chosen. In this
case, revers1b111ty really depends on the relationship between the
direct and indirect objects. The relevant characterlstlcs seem to be
relative size of the two objects with respect to one another (to be
reversible, they must be of the same magnltude in size) and degree of
sentience. In these cases, there is, naturally a very fuzzy border- llne
between what is revers1ble and what is not, but there are some clear-
cut judgments that one can make. For'example, the sentences in (57)
are revefsible, while those in (58) are not.

The man threw the mouse to the snake.

(57) a.
b. The man threw the snake the mouse.
c¢. The man threw the snake to the mouee.
d. The man threw the mouse the snake.

(58) a. The man threw the mouse to the teacher.
b. The man threw the teacher the mouse.

o. *The man threw the teacher to the mouse.
(starred on the dative reading)
d. *The man threw the mouse the teacher.
Tt should be noted that with respect to the first two factors, the vast
majority of verbs taking for-datives, while for the most part requiring
animate indirect objects, do not allow animate direct objects. Even

for those which do, the direct object must be an object of intrinsic

possession, and hence are non-reversible; for example,

(59) a. Bill found Hortense a husband.
b. *Blll found a husband Hortense.
(60) The native got the tycoon a butler.

2The native got the butler a tycoon.

o o




c. *The native got a butler the tycoon. ‘g~
A 'true' for-dative is never reversible. A
The third factor is the possibility of interpreting the in-
direct object as a directional (to—dative) or as a purposive (fgg-
datives). We remarked above that when the indirect obJect comes
before the direct obgect and W1thout a preposition, any interpretation

except the dative is precluded. However, (58) is grammatical on the

reading that to the mouse is directional rather than dative though,
granted-it may sound somewhat implausible if one expects the mouse to

catch the teacher , and a sentence like (61) is also grammatical and

reversible.
(61) a. I bought bedspread for curtains. RN
b. I bought curtains for bedspreads.

In thege sentences, for roughly means 'to use as', so that it is
generally‘possible for moré pairs of noun phrases tp be reversible if
the prepositional phrase is not interpreted as a dative.

Whether a sentence containing an indirect object is reversible
or not ought to influence its treatment by a child. We shall demon-

strate in Chapter L that indeed it does.

2.2.4. Previous analyses

Tn this section we shall discuss the various analyses that have
been presented for datives. We shall pay attention primarily to what
base structures have been posited, and to the transformations involved.

As we discuss these analyses, we shall try to develop a coherent one

ourselves.

o
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R 2.2.4.1. Postal's argument

Ross (personal communication) attributes the following argu-
ment to Postal. Although in Crosscver (1971), Postal posits a weak

- argument for the basicness of the prepositional, rather than the

dative, form for both for- and to-datives, he has apparently changed
his mind by virtue of the interaction between indirect object construc-
- tions and his crossover condition. The crossover condition states that

one noun phrase may not be moved in such a way that it crosses over i

another noun phrase with which it is coreferential. Hence, sentence

(62) cannot be passivized either to (63) or to (64) by this constraint.
| (62) John killed himself.
' (63) *John was kiiled by himself. (with main stress on :
- ' killed) |
. (64) *Himself was killed by John. ‘ %
Now, while sentence (65) is grammatical, sentences (66) and (67) are ’
ﬂ-< not: : i
(65) Ig¢gave John a picture of himself. ?
v {boughés
| (66) *I egave a picture of himself ¢to 3 John.
- {gought fo;5
(67) *I (gave a picture of John ¢to himself,
fbought : fogs |
. There are a number of weaknesses to Postal'é argument., First |
T R of all, (66) could be out by virtue of left-to-right restrictions on
. reflexivization. Secondly, (67) is grammatical (or at least more
grammatical if himself is changed to him, and him can be coreferential

with John if stress is placed on to or for. This shows that left-to



right pronominalization is working, for we can note the ungrammatical-
ity of (68):

(68) *I gave himi a picture of Johni.
Tt also shows that the reflexives in so-called 'picture nouns' may be
quite different from ordinary reflexivization. Helke (1970) has
elaborated on this theme in his dissertdtion. He argues that picture
nouns, and reflexivization in general, can be handled in a framework
different from the one which Pbstal proposés. In particular, he argues‘
that in a sentence such as (69)

(69) John gave Mary a picture of herself.
the picture noun is to be derived from the same structure that
underlies (70)

| (70) picture of her herself

Surface fules will then determine the grammaticality of sentences
containing reflexives. If Helke is correct,'then Postal's arguments can

be dispensed with.

2.2.4.,2, Fillmore's analysis

Fillmore (1965) presents a very interesting analysis. He is
basically concerned with the different behaviorsvof Eg-iand'fgg-datives
with respect to the passive. A‘Eg-d<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>