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A THEORY OF CATEGORY PROJECTION AND ITS APPLICATIONS

by
Naoki Fukui

Submitted to the Department of Linguistics and Philosophy
in partial fulfillment of the requirements of the Degree of
Doctor of Philosophy in Linguistics

ABSTRACT

This thesis proposes a new system of category projec-
tion where Lexical categories and Nonlexical (or "Func-
tional™) categories project in different ways, which is
crucially different from the standard views in which all
categories project in the same fashion.

In Chapter 1, I introduce some of the basic notions
of Government-Binding Theory within which all of the
discussion in this thesis takes place. The aim of Chapter
2 is to show the fundamental difference between Lexical
categories and Functional categories. That is, Lexical
categories have Lexical Conceptual Structures (LCS) in the
sense of Hale and Keyser (1985), whereas Functioneal
categories do not have Lexical Conceptual Structures
comparable to the ones Lexical categories have, and the
latter type of categories only have the function of
"connecting” two syntactic units via some sort of "binding"
and ".greement." Based on this fundamental difference, a
new projection system is introduced, in which Lexical
categories project up to a single-bar level, allowing free
recursion at that level, while Functional categories can
project up to a double-bar level, taking a unique specifier
and a unique complement.

Chapter 3 explores various consequences of the
projection system introduced in Chapter 2. One important
consequence is that the proposed projection system,
combined with a "bottom-up" 6-marking mechanism, predicts
that the so-called "external argument" appears within the
projection of a Lexical head at D-structure, receiving the
external ©-role in that position, and then moves outside
the Lexical projection to its S-structure position, for Case
reasons. This move makes possible the explicit syntactic
representation of what has been called the "implicit
argument” both in noun phrases and in clauses (in the case



of passives).

In Chapter 4, I proceed to focus on Japanese and
propose a new phrase structural configuration for this
language in the light of the projection system introduced
in Chapter 2. It is argued that Japanese lacks the
Functional categories DET and COMP, and has a very defective
INFL which contains no agreement features. From this, it
immediately follows that Japanese has no specifiers, which
close off the category projection. I argue there that
this is indeed the case, i.e., Japanese has no specifiers
and every phrase in this language is always "open." Other
consequences of my proposal, including the derivability of
overt wh movement in Japanese, are also discussed in this
chapter.

Thesis Supervisor: Kenneth Hale
Title: Ferrari P. Ward Professor of Linguistics
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CHAPTER 1

INTRODUCTION

This thesis is a study of the system of projection,
which, in various important respects, is different from
the standard versions of what has been called "the X-bar
theory" (Chomsky (1970, 1985), Bresnan (1977), Jackendoff
(1977)). Throughout the following discussion, I will
assume, as a background theoretical framework, a theory of
generative grammar that has been called "Government-Binding"
(GB) Theory and will presuppose that the reader has basic
familiarity with this theory.1 In this introductory
chapter, I will first introduce a set of basic concepts
assumed in GB Theory which are minimally necessary for the
understanding of the discussion in the following chapters.
I will then briefly outline the contents of each chapter

of the thesis.
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1.1 Basic Notions

As mentioned above, our discussion in this thesis
takes place within the general theoretical framework of
GB, which contains various technical notions that I will
assume, in most cases, without discussion. I:, this
section I present very cursorily, some of the more essential
notions. I will do this in many cases by simply giving
definitions; for illustration and discussion, I refer the
reader to the above-mentioned literature and references
therein.

As a starting point I will follow Lasnik and Kupin's
(1977) theory of phrase markers, where phrase markers are
defined in a set-theoretic way, although the adcpticn of
this particular theoretical stance will not have a direct
bearing on the discussion that follows. The basic vocabu-
lary used in Lasnik and Kupin's (1977) system is as

follows.2
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(1) - N set of non-terminals

Y : set of terminals

abc... single terminals (elements of L )

...Xxyz : strings of terminals (elements of X *)
ABC... : single non-terminals (elements of N)
...XYZ : strings of non-terminals (elements of N*)
aBy-.. : single symbols (elements of Z| N)
...X¥w: strings of symbols (elements of ( Z U N)*)
.deﬂﬁg ... : arbitrary sets (ordered or unordered)
(Lasnik and Kupin (1977:174-175))

We then define "monostrings" (Lasnik and Kupin (1977:176)):

(2) ¢ is a ponostripg with respect to the sets X and N
if v €X* « N+ I*

Based on the notion "monostring"™ just defined, we now
define the basic predicates "is a*," "dominates," and
"precedes" in the following way (Lasnik and Kupin

(1977:176-177)) .
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(3) Let ¥ = xAz, v Ve

a. y is a* v in o if xyz H.
b. ¢ dominates W in HFif W = xXz, XX ¢, X XA
c. v precedes y in 4 if y is a*v in L,

and = xyX , XXkz.

Lasnik and Kupin's (1977) definitions of these basic
predicates in terms of the notion "monostring" (and 'heir
theory of "Reduced Phrase Markers") has various important
theoretical consequences (cf. Goodall (1984)), which are
largely irrelevant to our present concern. Thus, in what
follows, we will freely translate their definitions to
ones in terms of "nodes" rather than "monostrings.”

An important qualification should be made with
respect to the notion of dominance. May (1985), having
investigated various properties of adjunction operations,
particularly those in LF, proposes a distinction between
"categories" and their "segments" (the latter term is from
Chomsky (1985)). According to this distinction, a category
B is assumed to consist of a sequence of nodes ("segments")
( B1s «+-r Bpn), where Pf; immediately dominates Bi+y.3
Although in most cases a category consists of only one
segment, a structure of the form (4), a typical adjunction
structure in which o is adjoined to B, presents a

crucially different case.
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(4) [51 c!lgz ees 1]

The distinction became relevant when the notion "dominates"
is considered. May (1985) proposes a definition of "domi-
nates" in (5) in order to ensure that a is not dominated

by (3in an adjunction structure such as (4).4

(5) o is dominated by B only if it is dominated by
every segment of § .

Thus, in (4), o is not dominated by a "category" 6 which
censists of two segments ﬁl and ﬁz, since a segment of [3,
namely 32, does not dominate .

Whether or not May's distinction between categories
and segments holds for every structure of the form (4) is
an open question. I will make some suggestions concerning
this problem in Chapter 3. I will also discuss the
general characterization of "adjunction" in Chapter 4.

We now define some of the fundamental configurational

notions of GB Theory as follows.
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(6) a. g¢-command:
o ¢c-commands B iff a does not dominate B

and every a that dominates o dominates

b. mp-czommand:

o m-commands B iff « does not dominate f8
and every y, ¥ a maximal projection, that
dominates o dominates 8

c. government:

o governs B iff o m-commands B and
there is no ¥, 7 a barrier for B,
such that 7 excludes o

(Chomsky (1985:6-7))

me term "excludes” used in the definition of "government"”

above is defined as follows.

(7) a excludes B if no segment of & domirates g
(Chomsky (1985:7))

To define the notion of "barrier," which is also used in
the definition of "government" above, we first define

"Blocking Category" (BC).
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(8) For », a maximal projectiocn, 7 is a BC for B
iff v is not L-marked and ” dominates B

(Chomsky (1985:12))

Based on the notion BC, we define the concept of "barrier."

(9) vy is a barrier for g iff (i) or (ii)s

(i) y immediately dominates 4, 0 a BC for 8
(ii) y is a BC for B, ¥ X IP

(Chomsky (1985:12))

Here, "immediately dominates"” (cf. £n. 3) is restricted to
a relation between maximal projections (in the sense cf
the X-bar theory5), so that » immediately dominates 0 even
if a nonmaximal projection intervenes between and 0 .

The notion of "L-marking" in (8) is defined in terms of

"6-government":

(10) o ©-governs B iff o is a zero-level .ategory
+hat 6-marks 8, and o, g are sisters

(11) o L-marks g iff a is a lexical category that
6-governs B

(Chomsky (1985:12))
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We will also assune that "government" must meet the

Mimimality Condition of Chomsky (1985) .

(12) The Minimality Condjtion
In the configuration : ... @ «co [y c00 b 0o B eeol

a does not govern g if r is a projection of
excluding o and » immediately dominates B

(adapted from Chomsky (1985: 33-34))

The intuitive content of the Minimality Condition is that
0 protects g from government by a, regardless of whether
yis a barrier for 8, i.e., 0 . a "closer" governor for

an element A&, serves to protect government from outside

(cf. also Reuland (1984)).

Also of importance for the following discussion is
the Binding Theory. In this thesis, we will assume the

version of the Binding Theory proposed in Chomsky (1986).

(13) The Binding Theory

Suppose that we have an expression E with the
indexing I, where an indexing is an association
of indices with phrases of E. Let o be a
category, B be a local domain, and » be a lexical
category that governs &, then:
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‘a. I is BT-compatible witk (a,8) if:

(A) o is an anaphor and is bound in g under I
(B) a is a pronominal and is free in g under 1
(C) o is an r-expression and is free in g under I

b. i s dit for o

For some such that (i) or (ii),
I is BT-compatible with (a, 8):

(1) @ is an r-expression and (a) if o heads

its chain or (b) otherwise
(a) B =L
(b) B is the domain of the head of
the chain of o

(ii) o is an anaphor or pronominal and £Ais
the least CFC (="Complete Functional
Complex") containing » for which there is
an indexing J BT-compatible with (a, 8)

(adapted from Chomsky (1986:171-172))

CFC (="Conmplete Functional Complex®™) is roughly defined as
the citejory, a, in which all grammatical functions
compatible with «o's head are realized.

We assume the following version of the ECP, although
the reference to 6-govermment in the statement of proper
government. might be eliminable, as suggested by Chomsky
(1985).
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(14) 'Ing_ggg : a nonpronominal empty category must be
properly governed.

(15) o properly governs 8 iff & ©&-governs or

antecedent governs B8.

(Chomsky (1985:13-14))

We also assume the basic principle of the "Bounding

Theory" (cf. Chomsky (1981)) of the form such as follows:

If (o5, @447) is a link of a chain,
then aj4+] is l-subjacent to aj.

(17) B is n-subiscent to o iff there are less than
n+l barriers for g that excludes ¢.

(cf. Chomsky (1985:24))

In the following chapters, we will investigate particular
details of the noticns and principles briefly sketched so
far, when they are applied to concrete examples. Also,
other principles of grammar will be introduced as the
discussion proceeds. For a schematic exposition of the

principles of GB and various technical notions assumed in
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that ‘theory, we again refer the reader to the above-

mentioned literature.

1.2 Outline of the Thesis

The organization of this thesis is as follows: In
Chapter 2, I introduce a new system of projection in which
two types of categories, Lexical categories and Nonlexical
categories, project in different ways. Behind this
"non-uniform” view of category projection is the observation
that there is a fundamental difference between Lexical
categories and Nonlexical categories, i.e., the former
type of categories have "meaning" ("Lexical Conceptual
Structure" in the sense of Hale and Keyser (1985), "®-grid"
in the sense of Stowell (1981), etc.), whereas the latter
type of categories do not have comparable "meaning" and
only have the function of "connecting" two elements via
"9-binding" (cf. Higginbotham (1985)), "selection," and
"agreement.” 1iIn the system of projection proposed there,
Lexical categories project up to a single-bar level,
allowing free recursion at that level, while Nonlexical

categories can project up to a double-bar level, taking a
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unique specifier and a unique complement. It is also
argued in Chapter 2 that this projection system, coupled
with Brame's (1981, 1982) idea that determiners are heads
of "noun phrases," makes it possible to capture the basic
structural parallelism between "clauses" (CP and IP) and
"noun phrases," which has been pointed out in the literature
but has hitherto been unable to receive a natural account.

Chapter 3 explores various consequences of the system
of projection proposed in Chapter 2. Among tnose conse-
quences, the most notable one is that the so-called
"external argument" (Williams (1980)) can now be allowed
to occur within the projection of a Lexical category. For
example, in our projection system, the external argument
of a verb appears within a projection of the verb at
D-structure, receiving a ©6-role under the strict sisterhood
condition, and then moves up to the specifier of IP
position in order to avoid a violation of the Case Filter.
This move opens up a possibility of representing the
so-called "implicit argument" (Roeper (1983, 1984)) in
passives explicitly in a structural configuration. Also,
the hypothesis that "external arguments®" occur within a
projection of a Lexical category implies that the specifier
of IP position, for instance, is always an "A'-position.”
Thus, in our projection system, the 8/6' distinction and

A/A' distinction overlap ccmpletely. This suggests that
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we can eliminate the A/A' distinction entirely from the
theory of grammar. The elimination of the A/A' distinction
from grammar has many consequences, especially for the
treatment of "crossover" phenomena and for the status of
the Binding Theory. I argue that traces of NP-movement
can no longer have the status of anaphors, and suggest
that the Binding Theory has nothing to do with chain-
internal relations. Instances of "illicit" movement are
independently excluded by other principles of grammar, such
as the ECP/subjacency.

I turn to Japanese in Chapter 4 and propose a new
phrase structural configuration for this language in the
light of the projection system proposed in Chapter 2.
various observations, particularly with respect to the
existence of the "VP" node in Japanese, that have been
made in the literature are examined in the first section.
I, then, examine the status of Nonlexical categories in
the language and conclude that Japanese does not have the
Nonlexical categories COMP and DET, and that a Nonlexical
category INFL in this language is very defective having no
agreement feature with it. From this, it immediately
follows from our conception of the projection system that
Japanese lacks specifiers. I then argue that this is
indeed the case; none of the elements that have been

assumed to be specifiers in Japanese have the characteristic
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properties of specifiers, i.e., the function of "cloeing
off" the category projection. Based on these conclusions,
a new phrase structure for Japanese is proposed. It is
shown that this proposed phrase structure is quite consis-
tent with the facts observed in the literature which are
summarized in the first section of this chapter. Some
consequences of the proposal, including the derivability
of the lack of overt wh movement in Japanese, are also

discussed.
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Notes to Chapter 1

For a detailed exposition of GB Thecry, the reader is
referred to, among others, Chomsky (1981, 1982, 1985,
1986), Riemsdijk and Williams (1986), and references
cited there.

I will assume the basic notations used in formal
grammar/automata theory. For a detailed explanation
of those notations, see Hopcroft and Ullman (1979)
and Lewis and Papadimitrion (1981), among others.

We assume the following definition of "immediately
dominates."

a jmmediately dominates A iff o dominates g and
there is no ¥ such that 7y dominates g but does not

dominate a.
The formulation (5) is taken from Chomsky {(1985:5).
That is, XPs. The notion of "maximal projection® in

the system of projection to be proposed in this
thesis will be discussed in Chapter 3.
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CHAPTER 2

PROJECTION TYPES : LEXICAL VS. FUNCTIONAL CATEGORIES

This chapter introduces the basic background framework
within which various analyses to be presented in the
following chapters are carried out.l As a starting point,
we focus on what we take to be a fundamental difference
between lexical (N, V, etc.) and nonlexical or "Functional®
categories (COMP, INFL, etc.) with respect to the way they
project. Functional categories project to X" (henceforth
XP, thus NP for N", IP for I", etc.), and are limited to
a unique specifier position and a single complement
position. By contrast, lexical categories project up
to a single-bar level, X', allowing free recursion (or
‘iteration' in the sense of Harris (1946, 1951) at that
level, limited only by the Projection Principle and other

independent licensing conditions. This amounts to rejection
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of the 'uniform bar-level hypothesis' according to which the
number of bars for the maximal projection is uniform across
categories, and which has been assumed explicitly or
implicitly in almost every work on X-bar theory (with some
notable exceptions. See fn. 2) since it was first propoused
in Chomsky (1970)2. What I would like to propose in this
chapter is, then, to ‘relativize' the notion of maximal
projection based on the well-founded distinction between

Lexical and Functional categories.

2.1 Introductory Remarks

Following Chomsky (1970, 1972), I will assume that the
primitive terms of UG include the category features [+ N]
and [+ V], and that these features allow a partition of
lexical items into four categories. It is not clear to what
extent the above features may be labels for some semantic
or other property of the categories, but there is an
important distinction between categories which bear these
features and those which do not: the categories bearing
these features are those which may take arguments. In the

theory of Higginbotham (1985), these and only these are
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the categories which have a ©-grid as part of the lexical

entry. Following the longstanding tradition, I will call

these four categories the Lexical Categories.

(1) exic t ies: [+N, -V] (noun)
(+V, -N] (verb)
[+N, +V] (adjective)
[-N, -V] (preposition)

In English at least, the Lexical categories do not
exhaustively partition the set of items in the lexicon. In
particular, the items such as COMF and INFL, which have been
called Nonlexical Categories, act as syntactic heads but
do not appear to have these features nor do they have
6-grids or "Lexical Conceptual Structures" in the sense of
Hale and Keyser (1985).3

Tn the framework of GB (cf. Chomsky (1981, 1982, 1985,
1986)), the relationship between the lexical and the
syntactic levels, in particular D-structure, is one of
projection from the former to the latter; properties of
lexical items, including 6-merking properties, are projected
from the lexicon into syntax, constrained by the Projection
Principle and the schematic "X-bar" well-formedness

conditions on phrase markers.
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(2) The Projection Principle (informal statement): lexical
properties are maintained at all syntactic levels.

(3) The X-bar Schema:
(i) x' =X X" * (order irrelevant)
(ii) X" = X"* X'

where X"* stands for zero or more occurrences of

some maximal projection.
(Chomsky (1985:2))

My proposal is based on several empirical observations
about structure across categories. It has long been
observed that the cross-categorial generalizations captured
by the X-bar schema were fuzzy in certain respects; even
Jackendoff (1977) resorted to some alternative features
(specifically [+subject], [tobject], [+comp] and [+det])
to get the generalization to work out right. Unuail
Chomsky (1985), it was thought that the categories IP and
CP (especially the latter) were defective in some way;
Chomsky suggests extending the X-bar schema so that CP and
1P would both have specifier positions.

In the following discussion, I will be taking the
position that the determiners found in noun phrases are
Functional heads, on a par with the Functional heads COMP

and INFL. To the best of my knowledge, the first to
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advocate such a view of determiners was Brame (1981, 1982),
who developed the idea within his own theoretical frame-
work. (Brame called determiners "head selectors.")4
Abney (1985) argues within the framework of GB that
determiners can be considered as heads of a constituent
Determiner Phrase (DP). I will, in what follows, mainly
discuss Abneys' observations just for the sake of exposi-
tion. This should not be confused to mean that I am
ignoring Brame's pioneering work. In fact, Abney's work
should best be regarded as an extension of Brame's original
idea within the GB framework.

Abncy points out that Functional heads are special

in cthat they are closed-class items, that they lack the

and that they always select a unique complement. This
proposal that DET, INFL and COMP® constitute a natural
class allows parallel structures to be assigned to DP
(=Determiner Phrase), IP and CP. We call this class of
categories Functional Categorjes®.

In addition to Abney's observations, I state the

following observations concerning the Functional categories.
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(4) (i) Functional heads have one and only one (i.e. non-
iterable) specifier, while the specifiers of
Lexical heads may be iterable ones.

(ii) The specifiers of Functional heads are often (in
our model, always—--see below) moved from within
their complement.

(iii) All Functional heads can have specifier positions;
it is not at all clear that all Lexical heads have
specifier positions.

(iv) Languages which lack Functional heads also lack
specifier positions.

In the following, 1 will show how these properties, as well
as those observed by Abney, of the Functional categories (or
+he Gifference between Functional and Lexical categories)
can receive principled explanations under the system I am
proposing.

Before we proceed, let us be clear about exactly what
we mean by "specifier". Chomsky (1985) emphasizes that the
notion "specifier" is strictly a relational one, used as a
label for whichever maximal projections happen to appear in
a given category as immediate daughters of X". That is,
there is no node label ‘'specifier', and the righthand X"
which appears in the X-bar schema (3ii) above is 'rela-
tionally' defined as the 'specifier' of X', whatever the

node label of the X" might be. However, this version of
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the X-bar schema per se does not give us an explanation

for the contrast between (5) and (6).

(5) (a) the very very old man
(b) Mary's big red book
(c) Susan never could have been eating cabbage.

(6) (a) *the the old man
(b) *yesterday's Chomsky's book.
(c) *it Mary ate a bagel.
(d) *the John's cat
(e) *every the book
(f) *what who did buy?

These data show that there are some types of "specifiers”
which may iterate (e.g., very, big, have, been, etc.) and
others which may not (e.g., the, C skv's, what, etc.).
It is of course not a priori necessary under the modular
approach we are assuming (cf. Chomsky (1981, 1986, etc.)
that the ill-formed examples be ruled out by X-bar theory
alone. For example, cases (6a) and (6e) might be ruled out
as violations of vacuous quantification (cf. Chomsky (1982))
or by some generalized version of the ©-criterion
(cf. Higginbotham (1985)), and cases like (6b), (6¢c), and
(6d) could be excluded by the Case Filter.? (6f), an

instance of "doubly-filled COMP" effect, is probably to be
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excluded as an ECP violation although it is not entirely
clear how cases like this could be ruled out in terms of the
ECP in the most current framework (Chomsky (1985)), which
assumes 'wh movement to be a movement into the specifier of
CP (Recall that the X-bar schema given in (3) allows the
iteration of specifier position).8 However, it is desirable
to give & principled reason, in terms of the position which
a given "specifier" occupies in a syntactic structure, why
certain "specifiers" may iterate while others may not. The
X-bar schema given in (3) above allows any number of
"specifiers"™ in any type of category projection and hence
cannot in principle capture the basic difference between
the two types of "specifiers," iterable ones and non-
iterakle ones.

It should also be pointed out that the presence of
apparent subjects across categories (cf. Stowell (1982))
does not provide evidence that each category has some unique
subject position given by X-bar theory, since extraction
data reveals an underlying difference in the status of the
"subject" from category to category, as shown by the

examples below:
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(7) ‘(a) we saw Bill's book.
(b) we saw Bill drunk.
(c) *whose did you see book?
(d) who did you see drunk?
(e) whose book did you see?
(f) *who drunk did you see?

The subject of the adjective can be extracted as in
(7d), while the subject of the noun cannot (7c). The noun
plus its subject can move as a constituent as in (7e),
while the adjective plus its subject cannot as shown in
(7f). These examples indicate that the status (or
structural position) of the "subject" of the adjective
drunk in (7b), (7d) and (7f) differs in some fundamental
way from the status of the *"subject™ of tnhe noun book in
(7a), (7c) and (7e).

Based on various observations made above, I would like
to propose a way of looking at how categories project, which
is different from the standard X-bar theory in which every
category project in the same fashion. The crucial distinc-
tion for this view is between Functional and Lexical
categories: Functional categories have a unique specifier,
but Lexical categories may iterate "specifiers," as long
as all "specifiers" are fully licensed and can be inter-
preted at LF. I maintain that only the specifiers of

Functional categories "close off" their projections, which
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I take to be a characteristic property of specifiers, and
the projection of Functional category moves up to an XP
level, a "closed" category level, due to the existence of
a specifier, a "closing"” element. On the otl.er hand, all
projections of a Lexical category are X', since there is
no inherent limit to their iteration. In order to avoid
terminological confusion, I will use the term "specifier"
to refer to an element that closes off a category projec-
tion. Thus, only Functional categories can have specifiers
in this sense. Note incidentally that according to this
definition, the ‘'iterated' elements in (5), for example,
are not specifiers.

I have been assuming that the iteration is allowed in
some structural position, namely at the X' level of a
Lexical category's projection (cf. the possibility of
iterative adjectives and pre-verbal ‘auxiliary' elements
exemplified in (5)). To further clarify this point, it
may be helpful at this point to briefly summarize the
proposed arguments (and add several new arguments) for the
iteration possibility at the X' level.

The possibility of 'iteration' (or ‘recursion') at the
single~-bar level has been noted by various linguists
(cf. Harris (1946, 1951), Baker (1978), Hornstein and
Lightfoot (1981), Radford (1981), etc.). The following

discussion is based on Radford (1981, Chapter 3). Consider
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a phrase such as (8). This phrase is structurally ambiguous

between the two interpretations (9a) and (9b).

(8) the English king

(9) a. the king who is English
b. the king of England

The interpretations (9a) and (9b) correspond to the
following structures (l10a) and (10b), respectively (Radford

(1981:96) with adaptations).?

(10) a. NP
/ \
the N'
/ \
P N'
|
English N
|
king
b. NP
/ \
the N'
/ \
P N

I
English king
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The crucial difference between these two structures has to
do with the status of king. In (10a), king has the status
of N', while in (10b) it has the status of N. A piece of
evidence for the postulation of these two structures can
be obtained from the fact about 'one substitution.' If we
assume, following Baker (1978), that the pro form one
replaces uniquely an N', then it should be predicted,
given the structures in (10), that the phrase the English
one in (11) can only have the interpretation (l2a), but

can never have (12b).

(11) 1 like the French king, but not the English one

(Radford 1981: 96)

(12) a. the English one = the king who is English
b. the English one = the king of England

This predicticn is actually borne out. The phrase the
Epglish one in (11) has only the meaning corresponding to
(12a). Now if the structure (10a) is attested, as seems
plausible in view of the fact about one substitution, then
we have to allow the 'recursion' of N's. Another piece of
evidence for the 'recursion' of N's is obtained from the

possibility of phrases like (13), which is taken from
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Radford(1981:104). (See also the examples in (5)).

(13) the tall, dark, handsome stranger

Given the X-bar schema in (3), the structure of (13) should

appear as in (14).

(14)

the tall dark handsome N'

|
N

stranger

The same is true for the example (8), which I deliberately
ignored in the above discussion, since this possibility
does not affect the argument. However, it seems that the
structure (14) fails to capture the basic difference
between a determiner the and other prenominal modifiers.
Notice that in the configuration (14), a determiner the is
exactly on a par with prenominal adjectives; they are all
relationally defined as 'specifiers' of NP, if we assume
them to be XPs, or if not, they are totally outside the

scope of the X-bar schema in (3). Assuming for the sake
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of argument that the and the prenominal adjectives fall
under the X-bar schema (3), the distinction (in terms of
structure) should be made between them in view of the
different behaviors each exhibits with respect to ordering
restrictions. Among the prenominal adjectives, the
ordering restriction imposed on them is basically a
semantic one (See, among others, Z2iff (1960) and Martin
(1968)). So, even if we change the linear order of the
prenominal adjectives in (13), the resulting forms are not

as bad as those which violate some syntactic constraint.

(15) a. ??the tall, handsome, dark stranger
b. ?the dark, tall, handsome stranger
c.???the dark, handsome, tall stranger
d.???the nhandsome, tall, dark stranger
e.???the handsome, dark, tall stranger

Judgments may vary concerning the relative ‘'oddness' between
the examples in (15). But the point here is that none of
the forms in (15) is as bad as the following examples in
which the determiner the intervenes the prenominal adjec-

tives.
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(16) a. *tall, dark, handsome, the stranger
b. *tall, the, dark, handsome stranger
c. *dark, tall, the, handsome stranger
d. *handsome, the, tall, dark stranger
etc.

This indicates that there is a grammatical (formal) require-
ment that a determiner such as the precede (or in hierar-
chical terms 'be outside of the c-domain of') all the
prenominal modifiers. Thus, we might conclude that the
difference between determiners and other prenominal
elements must be somehow syntactically represented.
Suppose that this distinction can be made by putting
the determiner in a position outside of N', while putting
other prenominal modifiers inside the N'. Then, there are

three possible structures for a phrase like (13).10

(17) a. NP

tall, dark, handsome ]
stranger
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» b‘

" ~—
AP (N')

./-: . N\, > |

tall dark handsome N

|

stranger
C. NP
/ \
the N'
/ \
AP N'
/ \
tall AP N'
/ \

dark AP (N')
l

handsome N

stranger

The structure (17a) is immediately precluded by the

ungrammaticality of (18) (pointed out to me by Howard

Lasnik).

(18) *The stranger is tall, dark, handsome.

If tall, dark, handsome constituted a single constituent as

represented in (17a), there would be no way of accounting
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for the ill-formedness of (18).

The choice between (17b) and (17c) is not straight-
forward. However, a binding fact about the internal
structure of Japanese noun phrases gives a piece of
evidence (though not decisive, see note 12) in favor of
the structure (17c). Consider the following examples in
which an anaphor-like element zjbun and its antecedent

appear in a noun phrase.

(19) a. Johnj-no =zibunj-no hihan
-Gen criticism

Lit. 'Johnj's zibunj's criticism'

b. *zibunj-no Johnj-no hihan

Lit. 'zibunj's John's criticism’

There are two possible structures for Japanese noun phrases
like those in (19), namely (20a) and (20b), corresponding

to (17b) and (17c), respectively.
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(20) a. N' b. N'
~ 7\ /\
(N') N'
| /\
T (T')
hihan N

If (20a) is the correct structure, the examples in (19) have

the following structurell,

(21) a. N'
Johnj-no  zibunj-no N')
I
N
l
hihan
b. N'
|
zibunj-no Johnj-no (N')
I
N
l
hihan

In both (2la) and (21b), a name John is bound by
(c-commanded by and coindexed with) gzibun, which is a
direct violation of the clause (C) of the Binding Theory

that requires names to be free. Therefore, the 'flat'
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structure (20a) cannot account for the contrast in (19).
It incorrectly rules out both (19a) and (19b) as a violation
of the Binding Theory (C).

The structure (20b), on the other hand, accounts for
the contrast without problem. The examples in (19) have the

following structures under this assumption.

(22) a. N

Johnj-no !

zibunj-no \\YN')

N!
,/’/// \\\\\

zibunj-no N!

JOhn%\ { )

|

N

|
hihan

In (22a), John is not c-commanded by zibun, while in (22b)
it is c-commanded by zibun. Thus, we correctly predict,
given the structures in (22), that (19a) is grammatical,
excluding (19b) as a violation of the Binding Theory (C).

One might object here that the structure (20a) could
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account for the contrast in (19) if we state the relevant
condition on names in terms of precedence: A name cannot
be preceded by an element it is coindexed with. This
condition, which is solely based on the precedence relation,
is immediately falsified by the grammaticality of the

following examples.

(23) a. zibunj ni taisuru Johnj-no hihan
toward

Lit. 'Johnj's criticism toward zibunj'

b. [zibunj ni kansite]-no Johnj-no setumei
about explanation

Lit. 'Johnji's explanation about zibuni'

bl. ]

p'-’o///agzmu')
PN |

zibuiE//’/jL\\ N
|

ni kansite setumei
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Given the 'flat' noun phrase structure (2la), the examples
(23a) and (23b) should have the structures (23a') and
(23b') ., respectively. These structures minimally differ
from the structure (21b) in that zibun does not c-command
its antecedent John, due to the postpositions, in the
former, whereas gzibun does c-command, due to the absence
of such a postposition, in the latter. ‘Thus, in order to
account for the grammaticality of the examples in (23),
the incorporation of the hierarchical relation 'c-command'
into the binding condition on names is unavoidable even if
we assume that precedence plays a role in such a condition:
A name cannot be both preceded and c-commanded by an
element it is coindexed with. However, this seems to be
an unnecessary roundabout of han ling what can be dealt
with in a straightforward fashion by the Binding Theory
(C), which makes use of only c-command relation, under the
‘hierarchical' structure (20b) for Japanese noun phrases.12
The structures of (23a) and (23b) under the 'hierarchical’
approach should look like (24a) and (24b), respectively.
And in neither structure does zibun c~command its antece-
dent. Thus, the structures are ruled in, without violating

the Binding Theory (C), as desiredl3.
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(24) " a. N!

/ e
—
~—
[}

. N
ziSG;:P\\\P JohﬁI:;o \\?T')
N

ni taisuru |
hihan

ni kansite |

hncther piece of evidence for the 'hierarchical'
structure (17c) comes from the fact about 'one substitution'

again. |Consider the following examples.

(25) John bought a big expensive red car;

a and Mary bought a small cheap one.

b, and Mary bought a emall one.
!

A pro form ope in (25a) means '‘red car,' in addition to
another possible reading in which gpe means 'car' (Recall

the earlier discussion on the 'the English king' above).
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And in (25b), one can mean 'expensive red car.' These facts
can be accounted for straightforwardly if we assume,
following Baker (1978), that gne substitutes for an N',

and that the noun phrase a big expensive red car has the

following 'hierarchical' structure, which corresponds to

(17¢).
(26) a. NP
/ N\
a N
ID/1\.
ig N
/A
expensive N3\
red (N')
(
N
|
ca:

Replacing the smallest (other than the one in parentheses)
N'(=N;) by one, we get (25a), and (25b) can be obtained if
we substitute gope for N;. Even the substitution of gne
for the biggest N'(Ni) is possible. In this case, the
following expression will be produced (after the application
of the rule which deletes a before one, presumably for

some semantic reason).
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(25) "c¢. and Mary bought one, too.

One the other hand, it seems impossible to give a
coherent account for the 'gopne substitution' facts, given the
'flat' noun phrase internal structure like (17b). The noun

phrase a big expensive red car will have the structure (26b)

under this approach.

(26) Db. NP,

—_—
big expensive red (N')

I
N

car

in (26b), none of the prenominal adjectives forms a consti-
tuent with the head noun car. Thus, the account of the ‘one
substitution' phenomena under the 'flat' approach would be,
to say the least, much more complicated than the one under
the 'hierarchical' approach given above.

We have seen that there is good reason to assume the
possibility of 'iteration' (or ‘recursion') at the
single-bar level of the projection of Lexical categories.

We have also argued that there are at least two pleces of
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evidence that the internal structure of Lexical categories,
in particular noun phrases, is 'hierarchical,' rather than
'flat.' 1In the following discussion, we will assume that
the structure of Lexical category's projection is as

follows (linear order irrelevant).

(27) X!
/\
xl
/\
N\
Xl
/\
Xo ...

2.2 The Structure of IP and DP

The Projection Principle itself allows any number of
arguments (and modifiers) of Lexical categories, as long
as no violation of other principles of UG, say the
©-criterion, results and they are all fully licensed and
can be interpreted at LF, as required by the Principle of

Full Interpretation (Chomsky (1986)). Functional
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categories, on the other hand, are restricted to have only
one specifier, if any, and one complement for the reasons
to be discussed below. This move captures the fact
pointed out by Abney (1985) that Functional categories
differ from Lexical categories in that they take unique
complements. Further, it allows us to encode the distinc-
tion between iterable pseudo-specifiers and non-iterable
specifiers: the elements in Lexical categories which are
neither head nor complement are iterable if they meet all
licensing conditions of other modules of UG, while
Functional categories have a unique specifier, if any, as
required by the principles to be introduced below.

Based on our discussion so far, I would like to

propose the following basic schematic structures £cr IF,

pDP, and CP.
(28) 1P 1P DP DP cP cp
\ / \ / \
Il Di CI
/ \ / \ / \
INFL V! DET N' COMP 1P
/ \ / \
v! N'
/ \ / \
\ \
V! Nl
/ \ / \
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In the above structures, I am suggesting that Brame's
(1981, 1982) proposal that the determiner heads a consti-
tuent DP be adopted, and I am proposing that the maximal
projection of a Lexical category is X', with free 'recur-
sion' at that level of projection. Given the structures
of IP and DP in (28), it is no longer necessary (nor
desirable) to say that 'subject' of V and N, i.e., 'external
argument' of these Lexical heads, is present in the
specifier position of IP/DP at D-structure, since there is
a structural position available for the external arguments,
namely one of the 'iterated' positions at the single-bar
level of these categories. In fact, I will claim that the
external argument starts out under the projection of Lexical
categcries (V'/N'/A') and then later (in English at least)
is moved to a specifier position of IP/DP by Move-a for Case

reason. (See Section 2.5 below).

2.3 Function Features

I adopt the standard analysis of the elements of the
category INFL: i.e., that Tense/AGR assigns nominative Case,

while to does not. I further extend this analysis,
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proposing that each Functional category includes some
elements which assign what I will call Function Features,
or F-Features, and other elements which do not assign
these features.l4 F-Features include nominative Case,
assigned by Tense/AGR, genitive Case, assigned by 'S, and
+WH, assigned by a WH-COMP (for the latter two cases, see
below). I now introduce the term Kase to mean both Case
in the standard sense (i.e., Case assigned by Lexical
Categories, in particular Objective Case assigned by V)

and F-Features assigned by Functional Categories.

(29) Kase = Case tJ F-Features

The specifier position of a Functional category can appear
only when Rase is assigned to that position. Otherwise, the
projection of a Functional category stops at the single-bar
level. (This is what I will later call the "Functional
Projection Theorem" derived from the general principle
called The Saturation Principle to which I will turn
directly.) The Kase assignment which licenses the element
in specifier position may come either from the Functional
head itself (this would be licensing by F-Features), or,
as in Exceptional Case Marking (ECM) environments, from a

Lexical element (this would be licensing by Case
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assignment). See below for details on ECM.

In DET position, articles are in complementary
distribution with 'S, the genitive Kase assigner. There-
fore, I will suppose 'S, like tensed INFL, assigns Kase,
and that the, a, etc., like to, do not assign Kase. The
only possible filler for specifier position of COMP is a
WH—phrase,15 so I suggest that the feature [+WH] be
considered as an F-Feature, a member of the set of Kase,
so that the alternation between +WH and that in COMP is
parallel to the Tense (AGR) /to alternation in INFL and the

's /determiner alternation in DET. This gives the following

paradigm.
(30)
C I DET
g:z;gner WH Tense/AGR 's
non-Kase .
assigner that Lo the

We now have a way of explaining the doubly-filled COMP
effect, which, as Abney (1985) points out, seems to be
parallel to the fact that determiners do not appear with

other specifiers.15 The reason that examples in (31) are
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all ungrammatical is that the Functional heads underlined
in these examples do not have F-Features to assign, so the

pre-head position is unlicensed.

(31) a. *I wonder who that arrived.
b. *I think that Susan to leave.
c. *I enjoyed Mary the book.

2.4 The Saturation Principle

Notice that by associating the presence cf the positicn
of specifier of a Functional category with the presence of
Kase, we are disassociating totally the existence of
specifiers from the Projection Principle. This means that
the "Extended" part of the Extended Projection Principle
(cf. Chomsky (1982)) really has nothing to do with the
Projection Principle, if the former is interpreted as a
requirement that IP have a specifier position. We differ,
then, from Rothstein (1983), who suggests that the require-
ment that the specifier of IP be filled (in English) can

be explained in terms of a general requirement that
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predicates must be predicated of something and thus must
have subjects. In our view, this condition on predication
may be true, but since saturation of a predicate takes
place within the projection of a Lexical head, i.e.,
the external and the internal arguments are poth within a
projection of Lexical category at D-structure (see the
discussion above), the condition on predication has
nothing directly to do with the licensing of the specifier
position of IP. This view of the "Extended" part of the
Extended Projection Principle is further supported by the
fact of "There-inserticn" phenomenon and the cases of
pleonastic it, since it can hardly be claimed that there
is a predicational relation in any normal intuitive sense
involved between these piecnastic elements and the predicate
phrase. Then, what is the reason for the obligatoriness
of that position in languages like English? The requirement
that we adopt, which is also independently necessary in

Rothstein's theory, is the following:

(32) ATURATI INCIPLE: All grids must be
saturated.l”

Here, "grids™ include not only the 6-grid of a lexical

entry, but also Kase grids (F-Features and Case). Thus,
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the Saturation Principle collapses the 6-criterion with a
requirement that if an element has a Kase to discharge, it
must be discharged. Note in passing that what I am
claiming here is that the existence of the specifier
position of Functional categories is determined by the
presence of F-Features (and Case, in the case of ECM),
rather than by the existence of the "external argument" of
a Lexical category. The obligatory existence of the
external argument of a predicate (and the optionality of
such an external argument in the case of noun phrases) is
probably due to Rothstein's principle of predication. The
important difference between my approach and Rothstein's
is that in my system, the existence of an external argument
and the existence of the specifier position are totally
disassociated, whereas in Rothstein's theory, they are
equivalent to each other. It seems to me that the existence
of pleonastic mentioned above and the cases of "non-
argument" genitive phrases (e.g., yesterday's lecture) to
be discussed below provide evidence for my approach.

Higginbotham (1985), states the ©-criterion in (33).

(33) (a) Every thematic position is discharged.
(b) If X discharges a thematic role in Y, then it
discharges only one.
(Bigginbotham (1985:561))
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As we have stated previously, Functional heads do not
have 6-grids, while Lexical neads do have ©-grids. Both
may have Kase grids. Notice that the assumption that
lexical items have Case grids is not an innovation; in
fact it is implicit in most theories of lexical represen-
tation and explicit in most studies of languages with
richer overt case marking than English. (In such work,
what we are calling a "Case grid" is usually called a
"case array".) See, for example, Ostler (1979), Levin
(1983), Nash (1980) and Simpson (1983). See also Chapter
4 for some evidcnce that Japanese verbs must have Case
grids which are, although related, independent of their
©-grids.

A slight modification of h:igginpotham's (1983) statement
of the 6-criterion gives us the appropriate Saturation

Principle:

(34) (a) Ever, grid porition is discharged.
(b) If X discharges a grid position in Y, then it
discharges only one.
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2.5 Deriving the Surface Order

There are several ways that ways to derive the surface
order of English from the D-structures which I am propo-
sing. I suggest adopting the standard assumption that
nominative and genitive Kase are assigned leftward under
government. Therefore, an external argument (‘subject')
of a verb, for example, must move to get Kase in order to
avoid a Case (Kase, in our terms) Filter violation,
because it cannot be assigned Kase in its D-structure
position. This property of assigning Kase leftward
extends to all Functional categories, thereby making these
categories different from Lexical ones, which assign Case
rightward. Under such an analysis, & movement operation
parallel to that in the standard Raising cases takes place

in ordinary tensed sentences and ppsl8,

(35) *g"; IV "NP": D"
/ \ / \

pPj I' DPy D'

/ \ / \
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An interesting difference between IP and DP is captured
under this analysis: since the verb may assign structural
Kase (recall that in our terms, Kase includes Case as well
as F-Features) to its direct object, only the "subject"
(external argument except for 'ergative' cases) may raise
to get Kase from INFL (Tense/AGR) because the movement of
the object to a Kase-marked position results in a violation
of a condition on chains which would rule out Case (and
Kase) conflict (Chomsky (1986)). Nouns, on the other
hand, do not assign structural Case, according to Chomsky
(1986), therefore either argument may move, and the other

argument will be Kase-marked by an inserted preposition of.

(36) (a) [ppihe Romansj (p*'S InN'tji (§'Sestructicn cl the
cityl]]l]

(b) [ppthe cityj [p*'S [y'destructicn tj by the
Romans]]}19

Since nouns do not assign structural Kase, any NP (in
our system, these are actually DPs) may move to receive
the Kase assigned by D, regardless of wiether that NP (DP)
is an argument of N. Thus, in addition to (37a) and
(37b), (37¢c), in which an 'adjunct' is moved to a specifier

of DP, is a possible option for movement within a DP.
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(37) (a) the Romans' destruction by the city
(b) the city's destruction of the Romans
(c) yesterday's destruction of the city by Romans.?20

Under our system, the "subject" of a clause is required
in the specifier of IP position only by the Saturation
Principle. If INFL has F-features to discharge, some DP
must move to the sister of I' position so that those
features may be discharged. We can also explain ECM in
terms of the Saturation Principle. An ECM verb has
accusative Kase to discharge, so the argument of a sub-
ordinate verb which does not otherwise get Kase, i.e. an
external argument, is moved into a position where it may
get that accusative Rase. Kotice that another difference
between Lexical and Functional heads is that Lexical heads
may govern and Kase-mark into their complements, while a
Functional head may not. We speculate that this difference
is attributable to the directionality of F-feature assign-
ment: the direction of F-Feature assignment (at least in
English) is uniformly to the left, while the direction of
Case assignment is uniformly to the right. We may further
attribute this difference to the nature of F-Feature
assignment by a Functional head to its specifier position
and Case-assignment by a Lexical head: the former is

basically an 'agreement' phenomenon, a 'SPEC-head' agreement
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in the sense of Chomsky (1985), whereas the latter is
based on the ©-related head-complement relation. In view
of this basic difference between F-Feature assignment and
Case-assignment, it is not surprising to observe that each
of these processes is subject to different parametric
variation, thus exhibiting different properties with
respect to directionality. That Case-assignment is to the
right in English is derived from the fact that English is
a head initial language. That F-Feature assignment is to
the left, however, does not directly derive from the head
initial/final parameter. Maybe there is another parameter
connected with the X-bar theory that determines the linear
position of the specifier ("SPEC initial/final" parameter),
thus deriving the direction of F-Feature assignment. Cr,
perhaps, there is a universal relation with respect to the
positions of complements and specifiers, as claimed by
Lightfoot (1979), that specifiers and complements are
always on opposite sides of the head.2l 1If this is true,
then the 'leftwardness' of F-Feature assignment ("SPEC-head"
agreement) is the direct consequence of the 'rightwardness’
of Case-assignment of a Lexical head.

An alternative way of deriving the correct order of
the subject and predicate at PF (suggested Ly Noam Chomsky
(personal communication)) would be to assume that there is

a rule of PF which fronts the subject to the specifier of
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IP position, and that INFL assigns Kase (nominative Kase)
to the subject within V', prior to the application of the
fronting rule. One advantage of this approach is that
Case-assignment (in the standard sense) may be considered
to be uniformly rightward (in English), under government
defined in terms of strict 'c-command', rather than
'm-command' (see Chapter 1 for definitions of these
notions). Although this approach is attractive in some
respects, I will not take this position in what follows
for the following reasons. First of all, in view of the
fundamental difference between nominative Kase assignment
and objective Case assignment, i.e., the former process is
an instance of agreement phenomena ('SPEC-head' agreement),
whereas the latter process is an instanrce of
'head—complement' relation, it is not entirely clear that
the integration of these processes under the name
'‘Case-assignment,' imposing the same conditions (rightward
directionality and c-command) on both of them, is the
right way to go. Secondly, this 'PF fronting' analysis
seems to have some disadvantages: (i) we must assume that
the PF fronting rule applies obligatorily although nothing
forces it to apply, which is in conflict with the general
assumption of GB that application of Move-a is optional;
(ii) we must assume an equivalent PF rule within DP, which

may only apply if the DET is the genitive Kase assigner
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's; and (iii) in ECM case like John believes Bjll to be
honest, we have to apply the PF fronting rule before
Case-assignment (recall that to is not a Kase assigne:) in

order for Bill to get Case, which is again in direct

conflict with the standard assumption that Case-assignment

takes place no later than S-structure.

2.6 On the Specifier Position

Given the projection system that I just proposed, a
guestion naturally arises as to the status of the A/A'
distinction in UG. Recall that in the standard version of
GB theory (Chomsky (1981, 1982, 1985, 1986), among others),
there are three cases where the A/A' distinction and the
©/6' distinction do not coincide: (i) the subject position
of passive; (ii) the subject of a raising predicate; and
(iii) the subject of NP. Consider, for example, the

following.

(38) a. Maryi was kissed tj
b. Johnj seems tj to be honest

c. the cityi's destruction gj
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The underlined positions are A-positions, since A-positions
are defined as the positions in which an argument may

appear in D-structure (cf. Chomsky (1981:47)), and obviously

arguments appear in the specifier of IP (e.g., John kissed
Mary) and the specifier of NP (e.qg., s' 8 tio
of the city) at D-structure. But, 6-roles are not assigned

to the underlined S-structure positions in the examples of
(38); rather, they are assigned at D-structure to the
positions indicated by the traces coindexed with their
antecedents (If ©6-roles are assigned to the underlined
positions, it results in a ©-criterion violation). Thus,
these positions underlined in (38) are A-positions but not
©-positions, i.e., ©'-positions.

However, in the system I am proposing, the specifier
of IP position and the specifier of DP (in our terms), the
positions in which the underlined phrases in (38) appear at
S-structure, are pever filled by an argument at
D-structure. ThosE&S positions are filled only by an
application of Move-a (or perhaps by insertion, in the
case of expletives). Therefore, A-positions are equivalent
to 6e-positions, and consequently A'-positions are equivalent
to ©'-positions, i.e., the A/A' distinction and the ©6/6'
distinction completely overlap in our system. And if
these distinction overlap completely, there is no reason

to postulate the A/A' distinction in addition to the e/e'
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distinction in UG, which makes possible a significant
conceptual simplification of the theory of grammar. We
can eliminate the A/A' distinction entirely from the
theory of grammar by replacing the reference to the
distinction with the reference to the 6/6' distinction.
For example, the Binding Theory would be a theory of
"g-binding," rather than that of "A-binding." Notice that
in the system without the A/A' distinction, traces are
'uniform' in the sense that they are all 6'-bound, since
there is no empty 6-position at D- structure and consequently
there is no movement to a e-position. And nothing else
can distinguish different types of traces in our system.
Specifically, we cannot distinguish between "A-bound" and

- -
[ R Op ey

vpi-pound"™ -races, simply because there is no distinc
between A-positions and A'-positions. Thus, the difference
between 'variable' traces (=traces of wn movement) and
‘anaphor' traces (=traces of NP movement, these are
actually not 'anaphors' in the standard sense. See the
discussion below) is minimal (but crucial): the former is
operator-bound but the latter is not (cf. Chomsky (1982)).
Note that if this is the correct approach, it has an
important implication for the status of the Binding Theory
in relation to traces, i.e., the Binding Theory, concelived

as a theory of "e-binding" would have nothing to do with

the traces of NP-movement, which have been assumed in the



66

standard literature to be subject to the Binding Theory
(A). This is because all traces are 6'-bound and no A/A'
distinction exists in the system I am proposing. Therefore,
for example, the "super-raising" case like *John seems
that it is certain t to win (cf. Chomsky (1985)) cannot be
accounted for by the Binding Theory, but rather, should be
handled by some other principle of grammar, perhaps by the
ECP; the intermediate CP dominating that it is ... is a
barrier for the trace, by inheritance from IP. This move
seems desirable on conceptual grounds since it eliminates
certain redundancies between the modules of grammar,
namely, the ones between the Binding Theory and the
conditions on chains (ECP/subjacency), making the former
irrelevant as a condition on chain links. Unless the case
arises where only the Binding Theory can rule out an
jllicit movement, the move suggested in the present
discussion seems to be supported in view of this conceptual
advantage. In fact, it seems to me that all the cases
where a violation of the Binding Theory (A) is involved
also involve a violation of some other principle of
grammar. For example, the "super-raising" cases like
the one mentioned above arguably involves a violation of
the ECP; cases like *Johnj_is beljeved that Mary likes tj
involves a violation of the chain condition (the chain

(Johpj, ty) contains two Case positions); etc. Also, as
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Howard Lasnik pointed out to me (cf. also Lasnik (1885)),
there are cases where only chain conditions can rule out
the illicit movement, e.g., *Johnj_seems that Mary regrets
hlﬁi.QQliﬂi_Li to be intelligent (no Binding Theory (A)

violation with the designated coindexing). Thus, it is

clear that the Binding Theory alone does not suffice to
handle the distributional restriction on traces and that
chain conditions can handle the cases (as far as I know)
that can be (redundantly) accounted for by the Binding
Theory. This situation seems to indicate that the direction
implied by the system I am proposing is right, but we
should not hasten to draw a definite conclusion in this
regard until all the relevant cases have been subjected to
exhaustive scrutinyv.

One immediate problem for the thecry of grammar
without the A/A' distinction would be a treatment of the
so-called 'crossover' phenomena. Consider the following

contrast.

(39) a. Johnj seems to hisj friends to be tj intelligent.
b.*?who; does it seem to hisj friends that Susan
likes tj.

In the theory with the A/A' distinction, the presence of

‘weak crossover' effect (cf. Postal (1971), Wasow (1972))
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in (39b) and the lack of such effect in (39a) can be

reduced to the positional difference between Johnj and

whoj: In (39a), Johnj, the antecedent of the trace tj, is
in an A-position, whereas whoj in (39b) occupies an
A'-position. Thus, the contrast in (39) is accounted for
if we claim that crossover effect is obtained only when
the antecedent of the relevant trace is in an A'-position.
Oon the other hand, in the theory without the A/A' distinc-

tion, such an account would not be possible, since the

position of Johnj (the specifier of IP) and the position
of whoj (the specifier of CP) in (39) are indistinguishable
by means of the 6/6' distinction. They are both ©'-posi-
tions and we have no additional A/A' distinctica. One
pessitle way to cvercome tnis difficuity is to make
reference to the "content" of the antecedent, rather than
to its position (cf. Barss (forthcoming) for a similar
approach), and to say that only a movement of an 'operator-
-1ike' element (e.g. wh phrases and quantifiers) invokes a
crossover effect. Then, the contrast in (39) can be
attributed to the difference between John and who: John
is a name and is not an 'operator-like' element, whereas
who is clearly an ‘operator-like' element. Hence, a
crossover effect is invoked in (39b) which involves a
movement of who, but (39a) does not exhibit the crossover

effect since what is moved (crossing over the pronoun his)
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non-operator. Notice that the reference to the 'content'
of a moved phrase is necessary even in the theory with the

A/A' distinction. Consider the following examples.

(40) a. Johnj, hisj mother loves tj
b.*?whoj does hisj mother love tj

In a topicalization example (40a), it can arguably be said
that the landing site nf a topicalized phrase is an
A'-position, since it is inconceivable that some argument
appears at D-structure in that position. (40b) is a
regular wh movement case in which whoj is moved to an
A'-position, exhibiting weak crossover effect. This fact
indicates that the reference to the ‘'content' of the moved
phrase is necessary even in the theory with the A/A!
distinction. Therefore, makinc reference to the 'content'
of the moved element is not the price only the theory
without the A/A' distinction has to pay.

The account of crossover facts based on the 'content'
of the moved phrase cannot handle all the relevant cases,
however. Consider the following examples (provided by Ken

Hale (personal communication)).
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(41) a. everyonj seems to his;{ friends to have
been treated tj badly
b. John told me whoj seemed to hisj friends
to have been treated tj badly

Both (4la) and (41b) involve a movement of an 'operator-
like' element; in the former, a quantifier evervonej is
moved by raising, and in the latter, a wh element whoj 1is
moved by raising and subsequently by wh movement. If the
‘content' of the moved phrase is the only relevant factor
to invoke crossover effect, then these exmaples should
exhitit the effect of weak crossover. The fact is that
neither of the examples in (41) exhibits crossover effect.
mhe thecry with the A/A' distinction can account £for the
lack of crossover effect in (41) by saying that cthe
relevant movement in these examples is an A-movement
(raising) and that A-movement simply does not invoke
crossover effect. In the theory without the A/A' distinc-
tion, however, it is impossible to make an account based
on the A/A' distinction because there is no such a distinc-
tion. Then, what is the possible way of handling the
examples in (41) in the theory without the A/A' distinction
I am proposing? Modifying slightly the suggestion of
Ken Hale's, we might say that the relevant factor distingui-

shing the cases where crossover effect is invoked and
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those in which no such effect is observed is the type of
the Kase assiygned to the position to which an element
is moved.22 That is, if the Kase assigned to that position
is a Case (in the standard sense, i.e., objective Case,
nominative Case, etc.), then no crossover effect is
observed. This accounts for the lack of crossover effect
in the examples of (41). In both (4la) and (41b), the
antecedent of the relevant trace (evervonej in (4la) and
whoij in (41b) (But see footnote 23 for the latter case))
is assigned nominative Case. Thus, by the above condition,
no corssover effect is invoked in (41). This account can
be extended to the contrast in (39). 1In (39%a), Jobknj, the
antecedent of tj, is assigned nominative Case; hence no
croesover effect. ©n the other hand, in (39b), rhe
position of whoj gets an F-Feature [+WH] but does not get
any Case, therefore a crossover effect can be invoked (and
in fact must be invcked because the moved element is a wh
phrase. See below).

Maintaining the reference to the 'content' of the moved
phrase, we have the following descriptive characterization
of the crossover phenomena (I am restricting my attention
to the weuk crossover case here) in the theory without the

A/A' distinction.
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(42) ‘1In a configuration [xj [ ... pronounj ... &j 1],
where neither the pronoun nor the trace tj c-commands
the other (weak crossover), the crossover effect is
observed iff

(i) Case is not assigned to the position of xj,
and

(ii) xj is an ‘operator-like' element (e.g., wh
elements or quantifiers)

The possibility of eliminating (42ii), i.e. the reference
to the 'content' of the moved phrase, depends on the
analysis of topicalization. If topicalization is analyzed
as an instance of adjunction (perhaps to IP, see Baltin
(1982)), then it is possible that po Kase is assigned to
the position to which a topicalized element is moved.
Thus, all the 'crossover' cases we have been considering

so far can be divided into three cases as summarized below.

(43)
the position Kase crossover
of xi effect
specifier of IP Case No (raising)
specifier of CP wh Yes (wh movement)
adjoined none No (topicalization)




73

Then, it becomes possible to collapse the clauses (42i) and
(42ii), eliminating the reference to the 'content' of the

moved element, as follows.

(42') ... iff Case is not assigned (i.e., discharged)
to the position of xj.

Oon the other hand, if topicalization is analyzed as a
substitution to, say, the specifier of CP (cf. Chomsky
(1977b)), then some Kase must be assigned (discharged) to
that position (Recall that in the system I am proposing,
a specifier position is licensed only by the existence of
Kase which is discharged to that specifier position).
call this feature (Kase). a "Topic" feature, a member of
the F-Feature set, and assume that some empty COMP bears
this feature just like certain empty COMP has the feature
[+WH]. Then, the facts concerning (weak) crossover

phenomena we have discussed so far is summarized as follows.
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(44)
the position Kase crossover

of xj effect
specifier ot IP Case No (raising)
specifier of CP vh Yes (wh movement)
specifier of CP Topic No (topicalization)

If (44) is the correct characterization, then (42') cannot
be maintained, since in topicalization case, Case is not
assigned to the position of xj ("Topic" is an F-Feature,
but not a Case), but the corresponding sentence does not
exhibit the crossover effect (cf. (40b)). 1Instead, the

relevant condition should be something like:

(42") ... iff wh Feature is assigned (i.e. discharged)
to the position of xj.

(42") eliminates clearly the redundancy inherent to the
conditions (i) and (ii) in (42), and thus simplifying the
condition on (weak) crossover, but it is not clear whether
(42") truly eliminates the reference to the ‘content' of
the moved element. Thus, the condition (42') seems to be
more desirable than (42") on conceptual grounds. But, the

issue here is clearly an empirical one, depending on the
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analysis of topicalization. I just leave open the choice
between (43) and (44), and hence between (42') and (42"),
waiting for further research on topicalization.

The preceding discussion was not intended to provide
a fully adequate account of the (weak) crossover phenomena
within the theory which lacks the A/A' distinction. But
it has been shown, I belive, that a rather reasonable
account can be given to (weak) crossover cases even if we
do rot postulate the A/A' distinction, and consequently
that the (weak) crossover phenomena do not cast a critical
doubt on the approach I am proposing, at least no more
than they do on the standard approach.23 If the move
suggested by the model I am proposing in this chapter is
on the right track, then we have a theory of grammar
without the A/A' distinction and hence with traces whose
distribution is constrained only by conditions on chains
(ECP/subjacency) and has nothing to do with the Binding
Theory, eliminating the redundancy we now have in the
standard GB theory between the conditions on chains
and the Binding Theory.

Let us now turn our attention to the status of the
specifier position, in particular, its uniqueness. Why
should it be the case that the Functional categories can
have one and only one specifier position? Why not two,

five, any odd number, etc.? While my answer to this
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question at this point can be little more than speculation,
I can make some suggestion. Recall that I pointed out
above (2.3) that the specifier position of a Functional
category is licensed only when Kase is discharged to that
position. Implicit in this claim is the assumption that
no (non-head) position in syntactic structure can be
licensed by some well-formedness condition like the X-bar
schema alone. Thus, for some syntactic entity to be
present in syntactic structure, it is necessary that the
entity be licensed by some syntactic relation. Suppose now
that the relation between the specifier position of a Func-
tional category and its Functional head is basically an
agreement relation (the "SPEC-head" agreement in the sense
of Chomsky (1985}, see above), ané that no other reiaticn

can possibly hold between these two positions.24

(45) X"

SPEC X

o\
] / -

agreement X0 : Functional head

Then, we have the following condition on the projection of
Functional categories as a direct consequence of the

Saturation Principle introduced in 2.4 above.
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(46) ' FUNCTIONAL PROJECTION THEOREM:
A Functional head projects to the X" level if and
only if there is Kase to be discharged to its
specifier position. (Otherwise, it projects
only to X')

The relevant Kase to be discharged to the specifier position
of a Functional category comes either from a Functional head
as in (47) or from a higher verb as in the ECM case (48),
which is quite consistent with Chomsky's (1985) conclusion
that "if o qoverns S, it also governs the specifier and
head of B ; in particular, that CP is not an absolute
barrier to government" (Chomsky (1985:9)).23 To illustrate,
consider the following rapresentations (Kase grid is

represented as "<Kase>") (irrelevant Cetzils onitted):

(47) a. [cp whoi [c'lc WH] did you see tj ])
<WH>

discharged

b. I think that [yp John [1' [1 Tense/AGR] see '=saw)
<NOM>
Mary yesterday ]]

discharged

c. [pp John's [p'lp 'S pictures ]]] are on sale
<Gen>
A

discharged
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(48) a. whoj do you believe [cp t}] [c'lc that] John kissed

<0bj>
ti 111
discharged
b. I believed [yp Bill [7'[7 to] be intelligent ]]]
<0bj>
A
discharged
c. I lost |[pp [p'[p an] interesting book ]] last
<Obj>
night
(discharged)

A few remarks on the above quote from Chomsky (1985) are
in order. First, it should be the case that the government
of a specifier position from outside of its own projection
is always an "exceptional" phenomenon.26 (Recall that ECM
is "Exceptional®™ Case Marking). Such govermnment (and Case
assignment) is marked in that it is possible only when there
is no Rase to be discharged to the specifier position within
the maximal projection containing that specifier position.
That is, the unmarked Kase discharge within a single maximal
projection has priority over the marked one crosring the
maximal projection boundary. Thus, the assignment of
Objective Kase (Case) by the verb to the specifier position
of a DP is blocked when the Functional head of the DP is a

Kase assigner.
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(49) 'V ipp —— [p' p 81 ... 1]
T.T <ﬁfn>

<05Kj >
’ X
discharged discharged

]
(50) a. I read { Joggss } book last night.
b. *I 1 John .
. read { him } book last night.

Secondly, we should ask at this point why the exceptional
Case marking comparable to that in the IP case (48b) is not
possible in the DP case (cf. (48c)). Namely, why is (51)

ungrammatical?

(51) *I lost [pp John [p'lp an] interesting book]] last
night

Apparently, the fundamental difference between (48b) and
(51) is that in (48b), I' (to_be intelligent) is not a
possible Case receiver, whereas in ¢51), D' (ap _interesting
book) not only is a possible Case receiver kut also is to
be obligatorily Case-marked. Therefore, if the Case
(Rase)-grid of the verb logt were totally ‘'discharged’
being assigned to John in (31), it would result in a

violation of the Case Filter (Chomsky (1981)), with the D'
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(ap_interesting book) Caseless.?2’ While the problem as to

why I' (and C', perhaps) does not need Case whereas D'
must be assigned Case still remains unanswered, 1
tentatively adopt the above account of the impossibility
of the ECM into the specifier of DP, leaving the principled
explanation for the asymmetry between IP (and CP) and DP
in this regard for future research.28 And if a DP does
not allow ECM from outside as indicated by the ungramma-
ticality of (51), then the specifier of the DP is present
only when the Functional head is a Kase-assigner; otherwise,
the projection of D is always D' (unlike that of I or C,
which allows Case-assignment from outside). Thus, the

structure of (48c) should be:

(48) c'. I lost [p' [p an) interesting book ] last night
<0Ej> A

discharged

Assuming the discussion so far, let us go back to the
original problem, i.e., the uniqueness of the specifier of
a Functional category. Putting aside the ECM cases, the
problem can be restated as follows, given the Functional

Projection Theorem.
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(52) Why is it that Functional heads can have
one and only one Kase?

Recall that I suggested that the relation between a
Functional head and its specifier is basically an agreement
relation (the "SPEC-head" agreement in the sense of
Chomsky (1985)). Then, the uniqueness of Kase per Func-
tional head should be a reflection of more general phenome-
non, i.e., the "one-to-one" status of agreement phenomenon.

I state :his prcperty of agreement as:

(53) If X, a Functional head, agrees with ¥, then

there is no Z such that Z = ¥ and X agrees with L.

£

It is not clear at this point whether the property of
agreement stated in (53) can be deduced from some other
more general property of UG. Note, however, that it might
be possible to extend this "uniqueness" requirement to
Kase-assignment (including Object Case assignment) in
general (modulo the so-called "double object®
construction).29 If this turns out to be true, then the
"bijective™ relationship observed in agreement phenomenon
can be an instance of the general property of

Kase-assignment.
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Let us now discuss briefly the difference between
Functional categories and Lexical categories with respect
to the possibility of iterating their "specifiers." As we
observed before, Lexical categories allow 'free recursion’
at the single-bar level, whereas Functional categories do
not allow such recursion but rather have one and only one
(if any) specifier. It is now clear that this difference
is rooted in a fundamental difference between the
relationship between a Functional head and its specifier
and that between a Lexical head and its iterated
"specifiers." The former relationship is, as we have
seen, necessarily an instance of agreement ("SPEC-head"
agreement), which is (perhaps universally) required to be
one-to-one, whereas the latter relationship is noct an
instance of agreement but one of "modificational relation.”
And it is known that modificational relation is not
limited to one-to-one as long as each modificational
relation is appropriately interpreted, i.e., licensed, in

LF.
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Notes to Chapter 2

This chapter is a substantially developed version of
a work I am undertaking in colliaboration with Margaret
Speas. A somewhat condensed presentation of the
system to be introduced in this chapter is to appear
as Fukui and Speas (forthcoming).

The most explicit statement of this assumption can be
found in Jackendoff's (1977) ‘'uniform three level
hypothesis.' The assumption that the number of bars
for maximal projections is uniform across categories
is kept intact even in the most recent version of
X-bar theory (Chomsky (1985)). To the best of my
knowledgye, George (1980) first casts doubt on this
assumption for the reasons Qquite Gifferent Izom
ours. See also diSchiullo (1980) and Emonds (1985).

There have been various proposals in the literature
that INFL weakly bears these features in one way or
another, but even these proposals have not attributed
a 6-grid to INFL.

Reuland (1984) also proposes that noun phrases,
especially gerunds, contain an INFL-like element.
Aoun (1982), too recognizes the INFL-like nature of
determiners.
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Abney (1985) also considers preposition to be a

Functional category. However, the status of preposi-
tion as a (pure) Functional category does not seem to
me to be entirely clear as other three Functional
categories.

Abney (1985) calls them "Punctors." I do not adopt
this term since the same name is used in a different
sense in the framework of Montague Grammar.

1t is not clear, however, huw examples like (6d) can
be ruled out by the Case Filter, since the NP status
of the is quite dubious and the Case Filter applies
only to NPs. Vacuous quantification explanation
cannot handle this case because John is not a quan-

i
~ifier.

Incidentally, the Saturation Principle to be proposed
later in this chapter gives a natural explanation for
these cases by making use of the notion of "Kase
discharge". See below.

Radford gives the node AP to Epglish. Whether
Encligh should be labeled as Adiective or AP (or A')
is immaterial to our discussion here.

Again, AP's in (17) may well be Adjectives, rather than
phrasal projections of Adjective. This is irrelevant
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to our present discussion. Cf. the previous footnote.

The existence of N' node dominating a noun hiban is not
relevant to the present discussion. I am assuming that
po 'Gan' is not a postposition having the node label
P, but rather is adjoined to a noun phrase as a
Case--ea.izer. I am also assuming that there is no NP
(=N") node in Japanese and that N' is a 'maximal
projection' of N in this language. These points will
be discussed in detail in Chapter 4.

At least in this particular case. The general
significance of the precedence relation for the
Binding Theory is another matter. See Lasnik (1976),
Kuno (1986), and Barss and Lasnik (1986) for relevant

discugsion.

The:;e is a problem for the ‘hierarchical' approach.
That is, how is it possible that zibun is c-commanded
by its antecedent in (24)? (The c-command requirement
on zibun is widely discussed. C<e, among others,
Inoue (1976) and McCawley (1976)). There are two
posrible weys to deal with this problem. First one
is to formulate che Binding Theory (A) in terms of
‘m—command' (rather than ‘'c-command') so that the
antecedent John can c-command zibun (Four the defini-
tions of 'c-command' and 'm-command', see Chapter L.
Ccf. also Chomsky (1985)). This seems to be a wrong
move, £ince it is generally observed (cf. Chomsky
(1985)) that the Binding Theory makes use of the
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stricter structural relation 'c-command,' although
the looser relation 'm-command' plays a role in the
case of government. Another possible way of handling
this problem is to derive the structures in (24) by
an application of a noun phrase internal scrambling,
and to invoke a 'chain binding' (Barss (1984)) or
‘reconstruction' Riemsdijk and Williams (1981),
Hornstein (1984), among others) mechanism, parallel
t~ the way Enaglish sentences such as which picture of
himself;_does Johnj_ like most?, himselfj, Johnj
hates, etc. are treated in the literature. This
approach seems to be on the right track, although I
have no strong argument supporting this analysis.
But to the extent that reasonable treatment of the
c-command requirement of zibun in (24) is possible
along these lines without appealing to precedence
relation at least in the core cases, the argument for
~he 'mierarchical' structure for noun phrases in the

TEXT JO through.

[
n
ot
-y

This may be subject to some parametrization. For
evample, it is possible that in some language a
Functional category (i includes only F-Feature
assigner, whereas another Functional category @j
includes only non-F-Feature assigner, while in some
other language the situation is opposite, etc.

And empty operators. I assume that empty orerators
are also licensed by abstract [+WH] feature.
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‘An immediate problem with this approach to the

doubly-filled COMP effect is how to deal with the
languages that do not exhibit such an effect (e.g.,
Polish). Although it might be possible to handle
those cases by parametrizing the F-Feature assignment
across languages, I leave this problem open here,
pending future research.

We extend the use of the term 'saturated' here to
mean : a grid X is gaturated iff every position in X
is discharged. Since Higginbotham (1983) uses the term
'saturated' for constituents ('a constituent such that
every role in its associated grid is discharged is
saturated' (Higginbotham (1985:561)), and does not use
it for ‘'grids,' the Saturation Principle in the text
should be stated as 'Every position in a grid must be
dischaerged,' if we strictly fellow his terminologv.

The spirit of this "subject raising” in the clausal
case can be tracec back to Fillmore's (1968) "subject-
jvalization® rule in the framework of Case Grammar, and
McCawley's (1970) proposal that English is underlyingly
VvSO. Within the GB framework, similar proposals have
been made by various people. Ken Hale suggested the
idea in his classnotes at MIT in 1978. Fukul (1984)
and Lumsden (1985) have suggested that the subject of
a clause should be considered as an A' position.
Kitagawa (1984), Koopman and sportiche (1985, 1986),
Ruroda (1985) and Johnson (1985) have independently
proposed subject-raising analyses, but in orientations
quite different from ours. See Koopman and Sportiche
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'(1986) for some arguments for the "subject raising"

rule.

We ignore here the structural position of an agentive
by phrase. For reasons related to 6é-marking, it
should be outside of the minimal N' (in a DP case).
In fact, by phrase (and any other "adjunct" (or
modifier) phrases) should be "higher" than all
arguments (including "external" argument). See the
discussion in Chapter 3.

See Anderson (1984) and Laison (1985) for suggested
accounts of the apparent caselessness of certain NP
adverbs in phrases like of t

yesterday.

Hawkins (1982) presents some counterexamples to
Lightfoot's claim that specifiers and complements are
always on opposite sides with respect to the head.
However, we should be careful about accepting his
'counterexamples,' since all of his examples have to
do with the relative ordering of
determiners/demonstratives and the complements of a
noun. Notice that in the system I am proposing,
these elements (determiners/demonstratives) are not
specifiers. More detailed crosslinguistic studies in
the light of our system should be done to evaluate
Lightfoot's (1979) propcaal.
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More precisely put, the type of the Kase assigned to
the position which immediately precedes the relevant
trace in the chain formed by the movement in question.
For example, in (41b), the chain formed by the
movement of whoj is : C = (whoj, ti, t?), where ;i is
left by the application of raising, and g} is created
by the application of wh-movement from the subject of
the seem clause to the specifier of CP. And what is
relevant hexc is the type of the Kase assigned to the
position of ti' which is an immediate 'antecedent' of

the relevant trace gi.

I confined myself to the discussion of "weak" crossover
cases. The failure of the Binding Theory (C) type
approach to the "strong" crossover cases is argued,
convincingly I believe, by Higginbotham (1981) based
cn the examples like *which viceure of wihich dauchter
of which manj_does hej aikeé, *wiaic
Wﬂwn—ﬂ—h&miwo 8 _like,
etc. Crossover cases involving LF movement such as
*?nis;_mother loves evervopej (QR, cf. May 1977,

1985)), *?hisi_mother Jloves JOHN; (Focus movement,
cf. Chomsky (1976)), etc. show somewhat different

property than the one I described in the preceding
discussion. It seems that in LF any element adjoined

B S e

_— £
- c- —& G

in that zomponent (assuming the 'adjunction' analysis
cf May (1977, 1985)) can assume an ‘operator-like'
status, regardless of its content. Thus, not only
quantifiers like gvervone and wh elements like who,
but also the otherwise non-operatorlike element John,
can function as an operator in LF (cf. topicalization
case discussed in the text).
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‘Phe node SPEC is given in (45) just for the sake of

exposition. This does not mean that I am claiming
the existence of the node whose label is "SPEC."
Rather, I am assuming (following Chomsky (1985))
that the notion ‘specifier' is relationally defined
(see 2.1).

Note that Case (or Kase) assignment takes place under
"government."” Thus, this conclusion is still not
incompatible with Lasnik and Saito's (1984) argument
against the "proper government" of the trace in COMP
from the higher verb.

Note in this connection that there are many languages
(e.g. French, Spanish) that do not allow ECP. See
Chomsky ({1¢81) and reference therein.

I am assuming that only "maximal projections" are
visible to Case-marking (as well as to other gramma-
tical processes like 6-marking). Thus, the D' in (51)
must be a "maximal projection." The notirn "maximal
projection®™ will be made precise in Chapter 3.

Note incidentally that Stowell's (1981) Case Resistance
Principle neither provides a principled account of the
difference between IF (and CP) and DP nor is consistent
with my system in this respect, since I am assuming
DET to be a (potential) Kase-assigner.
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29. 'This extensiouu is suggested to me by Ken Hale (personal

communication).
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CHAPTER 3

CONSEQUENCES OF THE PROJECTION SYSTEM

This chapter takes up and discusses some consequences

of the theory of projection proposed in Chapter 2. In the

[+1]

-
-

following Giscussion, we will assume rne configuraticn
notions which follow, as introduced in Chaptex 1 and

repeated here for convenience.

¢-command:
a c-commands g iff a does not dominate B8
and every » that dominates o dominates g

m-command:
a m-commands B iff a does not dominate B
and every 7», Y a maximal projection, that
dcminates o dominates 8
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domjinance:
o 18 dominated by g only if it is dominated by
every segment of B

government:
a governs g8 iff a m-commands B8 and there is

no v, » a barrier for g, such that
y excludes o

3.1 The Simplification of ©-marking

Among other results, the tneory of projection proposed
in Chapter 2 makes it possible to greatly simplify the
Gefinition of sisterhood, ané ccnseguently the mechanisn
of ©-marking (to the subject). This is because, in my
system ©6-marking takes place only within the projection of
a Lexical head. More specifically, subject stands within
a lexical projection at D-structure, the level at which
6-marking takes place, as opposed to, for example, in the
specifier of IP position as assumed in the standard
version of GB theory.

Let us first take up the definiticn of "sisterhood"

given in Chomsky (1985).
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(1) o and pare gisters if they are dominated by
the same lexical projections.

(Chomsky (1985:10))

Compare (1) with the simple, most restricted (and also
wtraditional”) definition of "sisterhood" given below, which
is the equivalent of the mutual c-command relation between
o and B (assuming that no dominance relation holds between

o andB ).

(2) a and B are gisters if they are dominated by
the same nodes

The additional part in the definition of sisterhood (1)
i.e., the stipulation that only the projection of a Lexical
category is relevant to the definition of sisterhood, is
necessary in Chomsky's (1985) system in order to make it
possible to define the e-marking of subject in terms of
sisterhood, so that we get the following simple characteri-

zation of direct ©-marking.

(3) o directly ©-marks g only if a and g are
sisters
(Chomsky (1985:11))
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Consider the following schematic representations for

sentences and noun phrases.

(4) a. [rp NP [1v I [ypV ... 1]]

b. Inyp NP [N' N ... 111

The underlined NP's are subjects; it is the subject of a
clause in (4a) and in (4b), it is the subject of a noun
phrase. In (4a), the subject NP and the VP are sisters
even though there is a node dominating VP but not the
subject NP, namely I', since I' is not a projection of a
Lexical category. Thus, VP directly 6-marks the subject
NP. But the verr in (4a) does not directly 6é-mark the
subject NP because the VP, a lexical projection, dominates
the verb but does not dominate the subject NP; the verb
only indirectly ©-marks the subject, mediated through the
VP, a desired result as argued in Chomsky (1981) and
Marantz (1984). Similarly in (4b), the underlined subject
NP and the head N are not sisters, since a lexical projec-
tion N' intervenes between them. Thus, the N in (4b)
does not directly 6-mark its subject; it only indirectly
e-marks its subject mediated through N'. (But N' itself
directly ©-marks the subject NP.) Notice that in the noun

phrase case (4b), the specification of waether or not the



96

projection is a lexical projection is unnecessary; we can
obtain the right result based on the simpler notion of
sisterhood (2), i.e., the subject NP and the head N are
not sisters due to the existence of N' which dominates the
head N but not the subject NP, so that the head N only
indirectly ©-marks its subject (presumably mediated
through N'). The crucial case for the specification of
whether or not the projection in a lexical projection in
Chomsky's (1985) system is the clausal case (4a). If we
define sisterhood as in (2) without reference to the
"lexical projectionhood" of a given category, then the
subject NP and the VP cannot be sisters since there is a
node dominating the VP but not the subject NP, namely I'.
mhus, in Chomsky's (19&5) system it is crucial to take
into consideration the lexical/nonlexical distinction of a
given category, thus extending the notion of sisterhood so
that the subject and VP can be sisters, in order to state
the condition on direct 6-marking uniformly in terms of
sisterhood.

This extension of the notion of sisterhood not only
renders the notion less restrictive and less simple, but
also creates a serious problem in regard to the 6-marking
relation between a verb and its clausal complement.
Consider the following representation where V takes CP as

its clausal complement.
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(5) V [cp [c" C [1p ---

Given the weakened definition of sisterhood (1), V and IP
are sisters since the intervening ncdes CP and C' are not
lexical projections. Nevertheless, V should not (directly)
©-mark the IP, because it is the CP, not the IP, that is the
complement of a verb. Chomsky notices this problem and
states that we can in fact allow this possibility and can
still get the right result: Suppose that V mistakenly
e-marks IP in (5), then a violaticn of the €-criterion will
result since the argument CP will not receive a 6-role
(assuming that the verb has only one 6-role to assign).
Notice that it is crucially assumed in this account that IP

need not get a ©6-role. Consider now the focliowing examp.€.

(6) I believe [1p John to be intelligent ]

The beljeve type verbs are generally assumed to take IP as
their clausal complements (cf. Chomsky (1985), Massam
(1985)). In (6), believe and the supject of the complement
clause John are sisters, given the definition (1), since
the intervening IP is not a lexical projection. A 6-crite-

rion account given above cannot handle this case, since we
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just decided that IP need not get a 6-role. One might
reconcile this difficulty by assuming that IP need not get
a ©-role when it is not an argument but it has to get a
©-role when it is an argument. But this seems to me to be
completely circular. Another possible way of resolving
this difficulty is to appeal to the other half of the
©-criterion. That is, if John gets a 6-role from the verb
believe, it will result in a 6-criterion violation since

it also gets a 6-role from a predicate (be) intelligent,

producing a 6-role conflict. Consider then, the following

examples.!

(7) a. *I believe [rp John to rain ]

b. *I beiieve (Tp cobn to seem that Bill is crazy]

Tt is in the first place not entirely clear that we can
claim that in (7a) the verb rain assigns a 6-role to the
subject John. Therefore, no 6-criterion account similar
to the one given above could easily be proposed in this
case. Even if we somehow assume that rain assigns a
"quasi 6-role" to its subject (cf. Chomsky (1981)), it is
completely impossible to assume that the raising predicate
seem assigns a some sort of 6-role to its subject in (7b),

since the inability of the raising predicate (as well as
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the passive predicate) to assign a 6-role to its subject
is the crucial basis for any analysis of the raising
construction. Thus, nothing prevents an "exceptional
©6-marking" of the subject of IP by the matrix verb believe,
and hence nothing accounts for the ungrammaticality of the
examples in (7). One final possibility to get over this
difficulty in Chomsky's (1985) system is to assume that
believe takes CP, rather than IP, as its complement at
D-structure, where ©-marking takes place, even if its

clausal complement is infinitival.

(8) I believe [cp [1p John to be intelligent ]]

Given (8), we can extend Chomsky's original account to say
that if the verb believe mistakenly 6-marks the subject of
1P, John, then there will be a 6-criterion violation, since
the argument CP remains ©6-less. In this account, the
alleged D-structure (8) must be converted to the S-structure
(9) (=(6)) to account for the exceptional Case-marking of
John by the matrix verb believe (we are assuming that

Case-marking takes place at S-structure).

(9) I believe [1p John to be intelligent ]
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That 'is, we have to posit a rule that "deletes" the CP
node in the course of derivation from D-structure to
S-structure, a rule similar to the one called "S'~deletion”
(cf. Chomsky (1981)). However, the postulation of this rule
creates at least two serious problems which would not arise
under the analysis that believe type verb takes IP as its
clausal complement (when it is infinitival) from the
beginning, i.e., at D-structure. First, in the current
framework of GB theory we are assuming here, the rule
"g'~deletion" can no longer have any intuitive content
which it used to have in, say, Chomsky (1981). For
example, it can no longer be a mechanism of capturing the

'bar-reduction' phenomena, since what the rule is supposed

(1

o do in the current framework is to "delete”™ the node CF
(presumably with COMP), a node totally independent from
IP, given the extension of the X-bar schema to nonlexical
categories proposed in Chomsky (1985), i.e., "s'" is not
"S plus one bar" any more. Secondly, the claim that
believe takes CP as its complement at D-structure, and
the same verb takes IP at s—structhre (due to the
ng'~deletion"), which is crucially assumed in this account,
is in direct conflict with the Projection Principle which
states, informally, that the 6-marking properties of each
lexical item must be represented categorially at each

syntactic level. A somewhat formal statement of the
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Projection Principle is adapted from Chomsky (1981),

(10) The Projection Principle

Given [y e O eee B e ]

[Y LI ) a LG ] ﬂ . o o ]
where o is an immediate constituent of 7 :

(i) if B is an immediate constituent of » at Lj,
and r = a', then o 6-marks g in ¥

(ii) if o selects (where "selection" means
6-marking, direct or indirect) B in 7y as a
lexical property, then o selects g in » at Lj

(iii) if o selects g in » at Lj, then a selects ¢
in 7 at Lj

mhe important part of the Prcjection Principle for the
present discussion 1is (10iii) which dictates that a's
selectional property be preserved at every linguistic level
(D-structure, S-structure, and LF). It is clear that the
ns'~deletion" account would create a violation of this
requirement, since, in such an account, believe selects CP
as its complement at D-structure, but it selects IP, a
different category, at S-structure, due to the "S'~-deletion”
rule. (Recall that under the current framework (cf. Chomsky

(1985)) these two categories are not related in terms of
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projection : they are independent categories.)

I have shown that the assumption that the subject of
a clause appears in the specifier of IP at D-structure
requires the extension of the notion of "sisterhood" as
proposed in Chomsky (1985) in order to maintain 6-marking
as a process taking place under sisterhood. I have also
pointed out that this extension of sisterhood not only is
Fonceptually undesirable but also creates a serious
problem, namely, it wrongly allows "exceptional 6-marking"
into a clausal complement of a verb such as believe.
various possibilities have been entertained in the previous
discussion to resolve this difficulty in Chosmky's (1983)
framework, but nothing turned out to be satisfactory. It
seems now clear that there is nc straightforward way of
overcoming the difficulty under the standard assumption.

On the other hand, in the system I proposed in
Chapter 2, there arises simply no problem comparable to the
one pointed out above. Recall that in this system subject
of clause appears at D-structure in one of the base-
generated "adjoined" positions of a projection of V. 1In
other words, the position of subject of a clause at
D-structure is exactly parallel to that of noun phrase

subject.



103

(11) ~ a. Vi

]
subject = NP v

subject = NP N

Given the configurations in (11), it is clear that the
extension of the notion of sisterhood as stated in (1) is
no longer necessary to handle the 6-marking of subject in
clauses. We can maintain the mcre restricted definition of
sisterhood given in (2). In (lla), as well as in (llb),
the subject NP and the verb (the noun in (ilb)) are ncox
sisters since Vé dominates the verb but not the subject
NP. Thus, the verb does not directly &-mark its subject.
But the Vé, a direct projection of the verb, and the
subject NP are sisters since they are dominated by the
same nodes, i.e., there is no node that dominates one but
not the other. Therefore, the Vé directly ©6-marks the
subject NP (and hence the verb indirectly ©6-marks its
subject mediated through its projection Vé).2 Notice
incidentally that the direct 6-marking of the sukject

NP by Vé is still "ccmpositional"™ in the relevant sense.
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Thus, the way of 6-marking of subject I am proposing is
consistent with the claim that the ©-role of subject should
be determined compositionally by the VP (cf. Chomsky (1981),
Marantz (1984)), replacing the node label "VP" by "y'" as
required in my system.

Let us now consider the ©-marking relation between the
believe type verbs and their clausal complement, which
creates a problem of "exceptional 6-marking" in the system
that involves the notion of sisterhood as defined in (1).
As I have just discussed, in the system I am proposing
there is no need to extend the notion of sisterhood in order
to handle the ©-marking of subject: we can maintain the
simple definition of sisterhood as in (2). With this in

mind, cecnsider the following configuraction.

(12) a. (=(5)) \ lcp icr C [1p - .-
1 t
‘ 6-marks
: e-marks

b. (cf. (6)) \Y (1p I\:P

i

©-marks

AVA

X .
6-marks
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In (l12a), direct ©-marking of IP by the matrix verb lis
straightforwardly ruled out because they are not sisters
given the definition of sisterhood (2). Thus, the verb can
only directly ©&-mark CP, which is its sister; they are
dominated by the same nodes (assuming that dominance 1is
irreflexive. See Chomsky (1985)). In (12b), a typical
"exceptional 6-marking" construction, IP is a sister of V
so that it gets a ©6-role from the verb, i.e., V directly
e-markes IP. However, the NP in (12b) is not a sister of
V due to the existence of IP that dominates the NP but not
the V. Thus, the direct ©-marking of the NP by the matrix
verb is impossible, as desired. In this system, the
explanation for the contrast in grammaticality between
(6} andé the examples in (7) 1is strazightforward. in
(6), John, the subject of IP, gets a 6—-rcle from the

predicate (be) intelligent but it does not get a ©-role

from the matrix verb believe, since believe and John are
not sisters due to the intervening IP. Therefore, no
violation of the ©-criterion ensues (Recall, incidentally,
that unlike direct ©-marking, government, and hence
Case-marking, do not require sisterhood. Thus, the

"exceptional®™ Case-marking of John in (6) is possible).

on the other hand, the subject of IP in the examples of (7)
cannot get a 6-role at all, since rein in (7a) and seems

in (7b) both lack a 6&-role to assign, and the ©-marking



106

from the matrix verb believe is impossible because believe
and the subject of IP are not sisters. Thus, John, the
subject IP, remains without any 6-role assigned to it,
resulting in a ©-criterion violation. Hence the ungramma-
ticality of (7a) and (7b).

I have argued in this section that the extended
definition of sisterhood given in (1) is not only concep-
tually undesirable but also creates a serious empirical
problem, i.e., it wrongly allows the possibility of "excep-
tional direct 6-marking." Under the system of projection
proposed in Chapter 2, on the other hand, the 6-marking
of subject is straightforwardly <carried out under the
restricted notion of sisterhood defined in (2), without
creating such problems as "exceptional €-marking."™ Thus
far, I have not discussed the exact mechanism of 6-marking,
however. Let us brieflv see how 6-marking takes place in
my system. The following discussion on 6-marking mechanism
is rather sketchy and is not intended to be comprehensive.

I have been assuming that 6-marking takes place
under the strict sisterhood in the sense defined in (2).
Let us further assume that an argument structure, a
"o-grid" in the sense of Stowell (1981), is more than just
an unordered list of 6-roles: it is structured according
to the "closeness" of a 6-role to the predicate.3 I will

represent this by the linear order of the 6-role in a
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©-grid, i.e., the lefthand 6~role is "closer" than the one
to its right in a 6-grid of the lexical head. For example,
@; is "closer" than €j4) to the lexical head to which the

6-grid is associated, and ©; is the "closest" 6-role.

(13) e”grid = < 61, e ay ei’ ei*l, e aey en >

And I will also assume that the "discharge" of the 6-roles
(in the sense of Higginbotham (1985)) takes place
sequentially from left to right under the strict sisterhood
without skipping over a non-6-marked position. This mode

of 6-marking, coupled with Higginbotham's (1985) version

L& H

cf the &-crirericn introduced in Chapter 1, which is
repeated here as (14) here, gives us the following schematic
D-structure representation (15) for, say, a verbal projec-

tion.

(14) a. Every thematic position is discharged
b. If X discharges a thematic role in Y,
then it discharges only one.
(Vigginbotham (1985:561))
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(15) - \'A

V! (linear order irrelevant)

/ \

Adjuncts .
(modifiers) .

ép is discharged_____/ \
\"

6p-1 is discharged______/ \

-

©, is discharged ./ \

\Y "~ 6] is discharged
| here
<el’ 62' o s ey en—1' en>

In (15), the only position which gets 6-marked directly by
the V is the sister of the verbal head V. 1In other words,
@1 is the only "internal" &-role, and all the other
©-roles in a given ©-grid are assigned compositionally
from the bottom up under the sisterhood relation. After
every thematic position in a 6-grid nas been discharged,
non—-arguments (adjuncts/modifiers) may appear, and these
modifiers will be placed in appropriate positions for
their interpretation later in the derivaton, presumably in

LF (see Czaykowska-Higgins (1986) for details of adverbizl
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modifications.)4 Thus, for example, the D-structure
representation for (16) under the present assumptions will

be (17), where Bill is directly 6-marked by the verb hit,

John is compositionally ©-marked by the verb mediated

through V4, and after lunch is a modificational phrase.

(Recall again that linear order in (17) is irrelevant.)

(16) John hit Bill after lunch

(17) IP

/Ny
I v

<Tense/AGR> / 1\ '

) / Vs
after lunch / T\,
John V3

\
vV  Bill

l
hit
| E—

In the course of derivation, as I mentioned above, John

will be moved into the position of specifier of IP to

receive Case, and after lunch will be placed in an appro-

priate position for its interpretation.
The above discussion is not at all conclusive. We will

obviously have to specify more closely the mechanism of
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6-marking, e.g., obligatoriness/optionality of 6-marking,
etc. For more details, see, among others, Chomsky (1985,
1986), Higginbotham (1985), Williams (1965a), and
Czaykowska-Higgins (1986). I will briefly return to the

related matters in Japanese in Chapter 4.

3.2 The Position of PRO

Another consequence of the system of projection
proposed in the previous chapter is the position of
PRO. As I discussed eariier, the supject of a sentence
starts out within a projection of V and then is moved into
the specifier of TP to get Case in my system. I also
claimed that the D-structure position of the subject does,
which is within a projection V, is the positinn to which
an external 6-role is assigned. This implies that PRO can
also appear in the same position as the lexical subject,
the only difference being that the lexical subject must
move to the position of the IP specifier to receive Case,
whereas PRO stays in the original position because it need

not be, in fact it cannot be, Case-marked. Thus, the

schematic clausal structure in which PRO can appear is
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such as follows.>
\
\
\
(18) 1P
/ \I' \
/ \ \
1 v \
/\
PRO V' \

If I in (18) does not contain Tense/AGR, i.e., if it is o,
and no Kase is discharged from outside the IP, nothing
happens and PRO will be controlled if there is a possilkle
controller; if there is no such a controller, it gets a

so-cailed "arbitrary" interprecation as in it is unc.ear

F

what to PRO do. If I in (18) contains an F-Feature to Dbe

discharged in the specifier of IP position, then something
must be moved to that position to avoid a violation of tre
Saturation Principle. In most cases, movement of a phrase
under these circumstances would result in a violation of
some principles of grammar, for example, Case conflict.
Therefore, PRO may normally appear only in an infinitival
clause where I does not contain an F-Feature. However,
there is a case where movement of a phrase into the

position of the IP specifier would be allowed, namely a
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case of passive.

Before going into the discussion of passive, let us
make sure that the appearance of PRO within & projection
of V does not violate any principle of UG. The crucial
requirement imposed on the distribution of PRO that has
been widely assumed in the literature is the so-called
"PRO theorem" which dictates that PRO be ungoverned. This
theorem can be derived from the "classical" Binding Theory
(cf. Chomsky (1981, 1982)) by the following reasoning.
Observe first that PRO is like an overt pronoun in that it
never has an antecedent within its clause (or NP), and
that it is also similar to anaphors in that it has no

intrinsic referential content. Suppose then that PRO is &

[ R ]
h

prenominal anapher whose feature specificaction is {ranaphor,
+pronominal] (cf. Chomsky (1582)). If PRO has these
features, it has to obev both the Binding Theory (R),
which requires [+anaphor] element be bound in its governing
category, and the Binding Theory (B) which stipulates
that [+pronominal) element be free in its governing
category, a contradiction. Therefore, PRO has no governing
category and is therefore ungoverned. The same reasoning
can naturally hold with some modifications even within the
most recent version of the Binding Theory (Chomsky (1986))

that we are assuming in this study: It gives a licensing

condition for a category governed by a lexical element.
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From this, it follows that a pronominal anaphor (PRO)
meets contradictory conditions, the clauses (A) and (B) of
the Binding Theory. It then follows that a pronominal
anaphor (PRO) is ungoverned (or "not lexically governed")
if license.

Then our task is to show that in the following

structure PRO is indeed ungoverned.

(19) 1!
/ \
1 v
/ \
PRO V'
/ N\
v ...

I have already suggested before that I does not govern the
position PRO now occupies and that the inability of
government across a maximal projection is a property of
Functional categories in general, presumably because of
the directionality of F-Feature assignment. No problem
arises as to the government by the lexical head V, either,
as long as V' is the maximal projection of V proposed
above. I have suggested (cf. footnotz 2) that May's
(1985) distinction between categories and segments does
not hold for the base-generated "adjunction" structure

such as (19).6 If this is the case, then PRO 1is not
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m-commanded by, hence not governed by V, since a maximal
projection, namely the lower V', dominates the V but not
PRO in (19).7 Thus, if (19) is not considered to be an
"adjunction" structure relevant to May's distinction, no
problem arises as to the government of PRO by V, since it
is clear that PRO is not m-commanded by V (kecall that
"m-command" is the necessary, though not sufficient,
condition for government.) This move, namely the move
toward the distinction between "real adjunction structure"
and base-generated structure that "looks similar" to
adjunction structure, seems to me to be the right one.
See Chapter 4 for further discussion.

Furthermore, even if May's distinction turned out to
be applicable to the base-generated structures 1ige (19),
PRO would still not be m-commanded, and hence not be
governed, by the lexical head V, because the lower V', now
interpreted as a segment of a category V', does not
dominate PRO. Thus, the category V' which consists of two
segments, the higher V' and the lower one, does not
dominate PRO, but it does dominate V, since every segment
of the V' dominates V. Therefore, there is a maximal
projection that dominates V but not PRO, namely the
category V'. Hence, the V does not m-command PRO even if
May's distinction holds in (19).8 Incidentally, it goes

without saying that PRO in (19) does govern and hence
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m-command the elements dominated by the lower segment of
the category V', including V, as generally required for
the antecedent government of a trace by its "VP-adjoined"
antecedent (cf. Chomsky (1985)). This does not entail, of
course, that the "reverse" government resation, i.e.,
government of an "adjoined" element by something under
(dominated by) V' must hold. 1In fact, I have just argued
that the "reverse" government relationship cannot hold.

I have thus shown that the postulation of PRO does not
violate the requirement (the "PRO theorem") that PRO be
ungoverned, under either interpretation of the "adjunction"
structure (19).

The postulation of PRO within the projection of a
Lexical categcry has various conseguences. Among these 18
the fact that we now may make overt a representation of
these "implicit arguments" (cf. Roeper (1983, 1984)) which
behave as though they were syntactically present.9
Consider in particular the passive. Under previous
analyses, if the passive morphology absorbed accusative
Case, it was necessary to assume that it also absorbed the
subject ©-role, so that the subject position could be an
available landing site for NP movement. Under my proposal,
this is not necessary: the passive morphology absorbs
accusative Case, but it need not absorb the subject

©-role.l0 Thus, there must be a position to which the
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subject b-role is assigned (when it is not absorbed), or a
violation of the ©-criterion (a part of the Saturation
Principle) results. PRO appears in that position, receiving
the external (subject) ©-role from the verb mediated by
V'. This PRO is what has been called the "implicit
argument." To illustrate, consider the passive (20),
whose D-structure representation in our system is (21)
(ignoring the V-raising operation, which is, strictly

speaking, to take place later in the derivation).

(20) John was killed.

,__
)
yt

N
-1

4]

/ N\
I V!
<Tense/AGR>/ \
was PRO V'

/ N\
\Y John

|
killed

In the course of derivation PRO remains in its D-structure
position, whereas the object John, which cannot be assigned
Case in its D-structure position due to passive morphology,

must move to the IP specifier position to receive Case
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(Kase) from I, yielding the following S-structure.

(22) IP
/ \

Johnj I

/\

I v!

<Tense/AGR> / \
was PRO A
/\
\Y

|
killed

£y

Thus, the status of implicit arguments are now no longer a
mystery; they are overtly represented in a phrase structural
configuration within the projection of a Lexical category.

Cne interesting result of cthis approach to implicic

y=1

arguments is that we now make explicit what we should do
for the explanation of the well-known observation that
the implicit argument (a "hidden agent") in a passive is
obligatorily disjoint from its S-structure subject: our
task now is to determine how to block the coindexing of

PRO with John in a structure like (22). If the chain

formed by the movement of John, namely (Johnj, tj), is an
A-chain, as is widely assumed, then the obvious way to
prohibit PRO from being coindexed with John (and with t) is
to resort to the following property of A-chains, which

Chomsky (1981) considers as one of four defining characte-
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ristics of A-chains (see Chomsky (1981:333)).

(23) o; locally A-binds &j;] (where aj are members
of the chain)ll

Coindexing PRO with John (and with t) would clearly make
the chain (Johnj, tj) an impossible A-chain, since under

this coindexation John would no longer locally A-bind

ti. And if the chain (Johnj, tj) is ruled out as a
violation of (23), then the structure is also excluded as
a violation of the 6-criterion since John does not rece.ve
a 6-role. Notice that this explanation is valid only if
the chain (Jchni, tj) is an A-chain., However, 2as we saw
before, the A/A' distinction is not at all straightforward
in the system I am proposing. It is probably possible
even in our system to make a necessary distinction between
chains without recourse to the A/A' distinction, presumably
in terms of whether or not Case is assigned to the head of
a given chain as suggested in Chapter 2 (and with reference
to the "content" of the head of a chain, which is indepen-
dently necessary). If this is the case, then we can
distinguish different types of chain appropriately, and
can make use of the condition (23) to account for the

impossbility of coindexing PRO w.ch John (and with t),
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modifying the condition accordingly so as to refer to a
particular type of chains. However, even a more straight-
forward way of handling this problem seems to be possible.
Namely, to generalize the condition (23) to all chains.
In fact, such an extension is proposed by Lasnik (1985)
(cf. also Rizzi (1982)) as a generalized strong crossover

constraint.

(24) If oy and aj4+] are successive links in an
A/A' chain, then aj locally A/A' binds oj4+]-
(Lasnik (1985:488))

This generalized locality condition on chains would rule

out a1l derivations with the following abstract prcpercy.

c~command c—-command

(25) i NE { NP

movement

(Lasnik (1985:488))

It is clear that coindexing PRO with John (and consequently

with t) in (22) would create the structure with exactly

this abstract property.
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c-command c~command
(26) Johnj PROj t
movement

Thus, to the extent that Lasnik's generalization of the
locality condition on A-chains (23) to all chains 1is
supported,l2 the impossibility of the coindexation of PRO
with John in (22), i.e., the obligatory disjointness

between PRO and John, is basically accounted for.

The preceding discussion is not at all conclusive as

to what is a principled explanation for the fact that the

tn

-structure subject and the "hidden agent® 1in a passive
are always disjoint to each other. However, one thing is
clear. Given ;the svstem of projection we are proposing,
we can now relate this observed fact to the general
caseS-structure subject and the "hidden agent" in a passive
are always disjoint to each other. However, one thing is
clear. Given the system of projection we are proposing,
we can now relate this okbserved fact to the general case
of "crossover" facts, whatever the real explanation for
the "crossover" facts turns out to be.

There are several problems that shculd be discussed

in connection with the proposed strivcture (22) for
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passives. First of all, one might object that the structure
(22) looks very similar to the "obligatory control"
structure, in which PRO is obligatorily controlled by its
controller. Even if the impossibility of coindexing the
g-structure subject with PRO is accounted for along the
lines just suggested, the structure must be ruled out
since PRO in (22) must be obligatorily controlled and it
cannot be controlled by John in (22) . However, the
superficial similarity between the "obligatory control"
structure and the structure (22) is not an apparent one.
Recall that I have suggested that the Binding Theory
should be formulated as a theory of "6~binding™ in the
projection system I am proposing. If this is the correct
characterization of the Binding theory in my projecticn
system, it can naturally be extended to "control" relation,
in view of the fundamental similarity between the binding
relation and the control relation (cf. Manzini (1983)).

Then, we can characterize the control relation as follows.

(27) Control relation holds between two ©6-positions.

In fact, all the typical "obligatory control" relations
hold between two 6-positions. Consider, for example, the

following.
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(28) " a. Johnj tj tried [ to PROj pass the exam ]
] ]

6 6
L J

control

b. Johnj ti promised Mary [ to PROj came early |
" "
e e
L J

control

In (28), tj is the trace of Johnj left by Lthe "subject
raising" rule discussed in Chapter 2. And the control
relation holds between the trace, a terminal element of a
chain (Johnj, tj), and PRO, both being in ©6-positions, as
required by (27). Now consider (29), which is a reproduc-

¢~

tion of the reievant portions of (22).

(29) Johnj was PROj killed tj
" [ "
e' e e

In (29), Johnj is in a 8'-position as discussed before, so
that control relation cannot hold between the position of
Johnj; and that of PRO since (27) requires all of the
positions that enter into control relation be ©-positions.

Control of PRO by che trace tj, which is a terminal element
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of the chain(Johnj, tj) left behind by the "passive

movement" is also impossible because of the anti-c-command

condition on control such as follows.

(30) A controllee cannot c-command its controller.

Although conditions like (27) and (30) are stipulative and
should be derived from more general principles of grammar,
they seem to be at least descriptively adequate. And if
the obligatory control structure is characterizad in terms
of the conditions like (27) and (30), which seems reasona-
ble, the structure (22) does not fall under the general

obligatcry contreol cases. Therefore, the impossipiiicty of

| 2

the coindexation between PRO and the S-structure subject
John will not make the structure ill-formed.

Next problem has to do with the position of PRO
in (22). Notice first that the position that PRO occupies
in (22) is also the position in which a lexical NP appears
at D-structure, and I proposed in Chapter 2 that this
lexical NP is moved into the specifier of IP position to
get Kase, leaving a trace in its D-structure position. It
has occasionally been proposed (see, in particular, Jaeggli
(1982), Rizzi (class lectures, MIT, 1984), Wahl (1985),

and Chomsky (1986)) that trace must be governed as well as
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antecedent-governed. If this is a correct condition on
traces, then the position that PRO occupies in (22) must
be governed since it is the position where the trace is
lett behind by the "subject raising" rule proposed in
Chapter 2. On the other hand, the "PRO theorem" requires
that PRO be in an ungoverned position. This is a contra-
diction since the same position is required to be governed
and ungoverned, from considerations of different principles
of grammar. There are various ways of overcoming this
problem. Let us briefly consider some of those possi-
bilities.

Note first that the above-mentioned paradox crops up
only if the two conditions, the condition on traces "trace
is governed," and the PRO theorem "PRO 1s ungoverned,® are
true in the forms exactly as they are stated in these
cuotes. However, it is not entirely clear whether this is
the case. Consider the "PRO theorem" first. As I have
argued before, government of PRO by V in the structure in
qguestion is impossible, since V does not m-command the
position of PRO (even if we assume May's (1985) distinction
between category and segments). Therefore, the only
possibility of government of the position occupied by PRO
is government by I from outside of the projection of V.
Let's suppose the government of the position of PRO by I

is indeed possible. That is, even if I (when it contains
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Tense/AGR) assigns Nominative Case only to its specifier
position and not to a position inside the projection of V
(as argued before), I nevertheless governs into the
projection of V, in particular, it governs the position
occupied by PRO.13 Now PRO is governed by I in the
position we are considering. Suppose further that the
"PRO theorem" is stated in terms of "lexical government, "
i.e., government by a Lexical category, rather than
"government," which seems reasonable in view of the fact
that the notion "governing category" is defined (in part)
by government by a Lexical category (cf. Chomsky

(1986:171)) .

(31) PRO is not lexically governea.

Assuming the core ideas of "V-raising" analysis in Chomsky
(1985), the condition (31) seems to correctly determine the
distributional property of PRO, i.e., essentially it
occurs only in the subject position of infinitives and
gerunds, while allowing the position we are considering to
be governed, as desired.

Consider next the condition that trace must be
governed as well as antecedent-governed. Evidence suppor-

ting the claim might be obtained from the contrast between
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(32) and (33).

(32) *how raw did John eat the meat t.

(33) a. how clean did John pick the bone t.
b. how red did you paint the house t.
c. how angry did John make his friends t.
(Chomsky (1985:71))

Extraction of how raw from the position designated by £t in

(32) is impossible, whereas extraction from similar
positions is possible in (33). Assuming that the positions
designated by t in (32) and (33) are all antecedent-governed
(by, for example, the "vp-adjoined™ trace with the notion
of government defined in terms of exclusion in Chomsky's
(.985) system. See Chomsky (1985) for details and back-
ground assumptions.), the only conceivable difference
between cases like (32) and those like (33) would be that
there is a relation between the matrix verb and the wh
phrase in (33), while there is no such relation in (32) .
ns Chomsky (1985:71) puts it: "in (iii) (=(33c);N.F.)
under a small clause analysis with the fronted AP as the
selected head, in (1) (=(33a);N.F.) because of the lexical
character of "pick clean" (as distinct from "eat raw");

and in (ii) (=(33b);N.F.), possibly for the same reason
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(note that picking-clean is something that can be done to
a bone, and painting-red something that can be done to a
house, but eating-raw is not something that can be done to
meat)." Stating the condition on trace in terms of
government is obviously one possible way of capturing this
difference between (32) and (33) (and other relevant
constructions). But it is by no means the only one.
Suppose tentatively that the relevant condition on traces

might be something like the following.

(34) Trace is "licensed" by a Lexical head.

"Licensing® in (34) include &-marking, predication, and
modification (presumably, an instance of predication).
Notice that in our svstem {and in part in the standard
system as well) these relations do not necessarily require
government relation to hold between the two elements
involved. What our system does require is that the two
elements involved in such relations be within the same
Lexical projection. Now compare the following S-structure

representations.
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(35) a. 1P

<Tense/AGR> / \
killed ti V'

/N
v Bill

I
t]

b. IP
/ N\

Johnj I
/ \
I v!
<Tense/AGR> / \
was tj !
/ \
PRO V!
/ \
\)

|
killed

ti

In (35a), the trace of the "subject raising," namely tj,
is not governed,14 as argued before. However, it is
"l1icensed" by V, i.e., the position of the trace is
e-marked by a Lexical category V (mediated by V'). Thus,
the trace of Johnj satisfies the condition (34) even if it
is not governed. As for (35b), assuming the "helplig
verb" be in passive construction is not a Lexical element,

PRO is not lexically governed in its S-structure position,
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satisfying the requirement imposed by the "FRO theorem."

Although the previous discussion is rather sketchy it
is now clear that the apparent paradox created by the "PRO
theorem" and the condition on traces is not a serious one
for our analysis of passives.

Let us now turn to the discussion of passives with an
overt agent, namely by phrase. There are two approaches
to by phrase in passives; one is to assume that by phrase
is an adjunct of the passive predicate (cf. Zubizarreta
(1985)), the other is to assume that it is an argument of
the passive predicate (cf. Roberts (1985) and Jaeggli
(1986)). Let's see how our system works under each of
these assumptions.

If the bv phrase is an &adjunct, then our system
predicts that a sentence like (36) would have the D-struc-

ture representation (37a) and the S-structure representation

(37b), ignoring the linear order.

(36) John was killed by Bill.



(37) a. 1P
/ \1'

/ \

I A
<Tense/AGR> / \

be v!

/
by Bill V'
/

PRO v!

<Tense,/AGR> / \
was- ts V!
J ]
/ \
by Bill V!
/ N\
PRO A
/ \
\Y

|
killed

ti
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First of all, in the D-structure representation (37a), the

existence of PRO as an external argument of killed is

required, because otherwise a violation of the Saturation

Principle (the 6-criterion, in particular)

For we are assuming, for the sake of argument,

would result.

that the
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external ©-role of the verb killed is not absorbed. It
is also required by the 6-marking mechanism prcposed
before that an adjunct by phrase occupy a "higher" position
than every argument, in particular, PRO. Representation
(37b) is the S-structure representation of (36) after

"y-raising" of be and the movement of John (which 1is

"forced" by the Case Filter since the passive morphology
absorbs the Case-assigning power of a verb) have applied.
The obligatory disjointness between PRO and the S-structure
subject John can be accounted for in the way suggested
before. Thus, the only problem that remains is to account
for the obligatory control of PRO by Bill in (37b).
Although nothing explicit can be said at this point due to
the lack cf subs=antial thecry c¢f centrol, it ig clear
that there is no seriously problematic factor for the
control of PRO bv Rill in (37b). If bv does not create
any branching structure relevant to c—~command, then Bill
is the "optimal" position for controlling PRO, i.e., Bill
is the "closest nominal element c-commanding PRO" (cf.
Rosenbaum (1969), Huang (1984), etc.). Even if by creates
a branching structure visible for c-command relationship,

it is still possible for Bill to control PRO, since

control relation does not necessarily require a cont.roller
to c~command its controllee as exemplified by examples

like the following (Examples are shown in (38) with the
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standard structures, not with the one I am proposing).15

(38) a. [PROj to clear myselfj of the charges ]
is important to mej

b. [PROj finishing myj work on time ]
is important to mej

(Chomsky (1981:77))

c. [PROj losing the race] will upset Johnj

Therefore, there will be no serious problem with the
structure (37b) with respect to the control relation

between an overtly represented agent Bill and the postulated

"hidden agent" PRO.

If, on the other hand, by phrase is an argumenc o
the passive verb, receiving an external 6-role from the
verb, then PRO cannot show up in D-structure, since if it
did, no ©-role would be assigned to it, violating the
©-criterion. Thus, the D-structure representation and the
S-structure representation for (36) should be (39a) and

(39b), respectively.
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(39) " a. IP
/ \1'

I v!
<Tense/BAGR> / \
e V!

b
/ \
by Bill V'

/ \
\Y/ John

|
killed

Iip
/ N\
Johnj I

<Tense/AGR> /
was tj

py Bi1l

The problem of control does not arise under the assumption
that by phrase is an argument, simply because PRO does not
show up in the structure.

We have thus seen that there is no serious problem
for our proposal about passives with respect to the overt
"agentive" phrase. Let us go on to discuss another

potential problem for my analysis, namely, the problem
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related to the Specified Subject Condition (8s8C)
(cf. Chomsky (1973, 1981, etc.)).

Given the proposed S-structure (22) for passives, one
might suspect that this structure would violate the SSC,
or the Binding Theory (A), if PRO is not coindexed with
the trace of John as in the following (we ignore here the

trace of the V-raising as irrelevant).

(40) IP
/ \
Johnj 1!
/ \
I \A
<Tense/AGR> / \
was PROj A
/ \
\%

i
killed

ti

If, as is widely assumed, the trace left by NP movement
(movement to an A-position) should be regarded as an
anaphor, then it must obey the Binding Theory (A). In
(40), the least Complete Functional Comnlex containing the
anaphor t; and its lexical governor killed is (the higher)
Vv'. Thus, the Binding Theory (A) requires, roughly, that
the trace tj be bound in V'. But the trace is not bound
if PRO is not coindexed with it. Hence, the structure

would violate the Binding Theory (R) under the standard
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assumptions. Recall, however, that I have already discussed
that the A/A' distinction is not straightforwardly defined
and does not seem to have real content in the system I am
proposing. As a result, I have suggested that the Binding
Theory, and Control Theory for that matter, should be
reinterpreted as a theory of 6-binding (with same qualifi-
cations on Case), i.e., a theory about the relationship
between two 6-positions. I have also pointed out that
all traces are ©'-bound in my system. From these consi-
derations, I tentatively concluded that the Binding
Theory does not apply to traces. Let us be clear about
the scope of the Binding Theory and the status of traces

with respect to the Binding Theory.

(41) The Binding Theory applies only to distinct chains.

Suppose now we have the following supplementary convention.

(42) The status of a chain with respect to the Binding
mheory is determined by its heac.

If these statements are true, then "chain internal™

relations such as the one between Johnj and its trace, tj,



136

in (40) are not subject to the Binding Theory. Specifi-
cally, the traces like tj are no longer "anaphors":
traces are just traces, whose distribution is constrained
only by conditions on chains (and possibly, a condition
like (34)). This division of labor seems to be conceptually
desirable, eliminating the redundancies observed between
the Binding Theory and other modules of grammar such as
ECP/subjacency. If this is indeed the case, then the
problem of SSC concerning (40) simply does not arise; the
Binding Theory is inapplicable to the chain internal
relation between Johnj and tj in (40). Or, if (42) 1is
correct, coindexing PRO with the trace tj is ruled as a
violation of the Binding Theory (C). This is because the
status of the chain (Johnj, tj) is an P-expressicn since

its head is an R-expression, Johnj, and the terminal

element of the chain, ti, is bound by PROj, assuming that
the Binding Theory governs the relationship between
terminal elements of distinct chains (with some modification
concerning the position of the head of a chain, i.e., if
the position of the head is a Case-marked position, then
the head is also "visible" to the Binding Theory. This
complication is independently necessary for the account of
weak crossover phenomenon. See 2.6), which directly
follows from (41) and our assumption that the Binding

Theory is a theory of ©-binding, combined with the general
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condition that all movements are to e‘--posit:ions.l6
Let us now discuss another apparently problematic
case for the analysis of passive I am proposing. Consider

the following example.

(43) John tried to be examined.

Under the analysis of passive proposed above, (43) should
have the D-structure such as follows (irrelevant portions

omitted.)17:

(44) \
V!
T
\Y ct
VAR
tried C I
b/ N\
e I \"A
i/ N\
to be v!
\
PROj v!
\
\%) PRO?
|
examined

In (44), there are two PROs, PROj; and PROz. PRO) is a

postulated "hidden agent"™ which we have been discussing.
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PROj is the one to be obligatorily controlled by the matrix
subject John in (43). However, this PROp is in the
position governed (and furthermore "lexically governed")
by the verb examined. Therefore, the "PRO theorem" (or the
condition (31)) "forces" the PRO to move into some other
position which is not (lexically) governed. In the
standard GB theory, this D-structure object PRO is assumed
to be moved into the specifier of IP position within an
embedded clause. But the theory of projection I am
assuming here does not allow such a movement, since no
Kase is assigned to the specifier position IP (to does not
have F-Features and the "exceptional" Case assignment by

the higher verb tried is blocked presumably by the minima-

lity comndition, with the empty complementizer being the
minimal governor (but not Kase-assigner)), and hence that
specifier position is not licensed. Therefore, we have to
look for another option to avoid a violation of the "PRO
theorem." Here, I will tentatively propose that PROp is

"adjoined" to V', yielding the following S-structure.l8
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(45) \
Vl
/ N\
\Y c!
I / N\
tried C I’

I/ \
e I A

I/ \
to PROp V!

/ 0\
be \'A

examined

Now in (45), PROp is in the "ungoverned" position, as
required by the "PRO theorem." Note that this movement of

RO; is a "licit" movement in that it does nct viclate any

4l

principles of grammar, in particular ECP/subjacency.
Thus, although I have no strong argument for this particular
movement, it is now clear that there is a way of getting
the right result in our system with respect to the cases
like (43).

Before closing the discussion of passives, let us
briefly see that our analysis of passive, in particular,
the postulation of PRO within a Lexical projection, V',
can naturally be extended to noun phrases. Consider first

the following paradigm taken from Chomsky (1986).
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(46) a. theyj told [ stories about each otherj |
b. *theyj heard [ my stories about each otherj |
c. *theyj told | stories about themj |
d. theyj heard [ my stories about themj |

(Chomsky (1986:166))

These are typical cases where we observe the SSC effect.
The subject my blocks the binding of each other by they in
(46b), whereas it allows the occurence of them coindexed
with they, due to the Binding Theory (A) and (B), respec-
tively. On the other hand, the S5C does not apply to
(46a) and (46c) because there is no subject in a noun
phrase. Thus, binding of each other is permitted in (46a)
Ll B4

by +the Binding Thecry (&), anéd tindirng cf thexn is klocked

.

by the Binding Theory (B) in (46c).
Let us now consider the following paradigm, in which

tell and hear in (46) are interchanged.

(47) a. theyj heard [ stories about each otherjy ]
b. *theyj told [ my stories about each otherj |
c. theyj heard | stories about themj )
d. theyj told [ my stories about themj |

(Chomsky (1986:167))

Examples in (47) are well in accord with what the SSC
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predicts except for (47c). There is no subject in a noun
phrase in (47c), so binding of them by they should be
blocked by the Binding Theory (B), but it is not. Chomsky
(1986) suggests the explanation for this apparent exception
to the SSC as follows. He notes that in (46¢c), we assume
that the stories are theirs, whereas in (47c), stories are
assumed to be someone else's. Based on this observation,
Chomsky (1986) postulates the following structures for

(46c) and (47c).

(48) a. *theyj told [PROj stories about themj]
b. theyj heard [PROj stories about themj]

(Chomsky (1986:167))

Given the structures in (48), which includes an implicit
argument with the properties of PRO (cf. Chomsky (1986)),
the SSC works properly. In (48a), binding of them by
they (via PRO) is barred by the Binding Theory (B),
whereas (48b) does not violate the Binding Theory (B),
since PRO is not coindexed with (and hence does not bind)
them in a noun phrase.l? Chomsky (1986) suggests that the
determiner position can include an implicit argument
(hence identified as a PRO-like element). However,

judgments of the relevant cases remain basically the same
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even if there is an overt determiner the (putting aside
the "specificity" effect invoked by the definite article),

as shown by the following paradigm (cf. (47)).

(49) a. theyj heard [ the stories about each otherj]
b. *theyj told | my stories about each otherj ]
c. they;j heard [ the stories about themj ]
d. theyj told [ my stories about themj ]

This seems to indicate that the existence of PRO in a noun
phrase correlates not with the existence of an overt
determiner, but with the existence of an overt (external)
argument of a noun (whose existence, in turn, depends on
the noun's thematic sctructure as well as on the matrix
verb's lexical property). This point is further clarified

by the following examples.

(50) a. theyj heard [yesterday's stories about
each otherj]
b. *they;j told [my stories about each otherj]
c. theyj heard [yesterday's stories about themj]
d. theyj tocld [my stories about themjl

In (50c), the alleged determiner (or "specifier") position

is occupied by an adjunct yvesterday, but still PRO must be
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present within a noun phrase to make the SSC work properly.
Thus, it seems that the determiner (cr "specifier")
position itself has nothing to do with the (optional)
occurrence of PRO within a noun phrase, contrary to
Chomsky's (1986) suggestion.

In the system proposed in this study, the facts I
have been discussiny can be given a natural and straight-
forward explanation. Recall an "external" argument of a
lexical head appears within a projection of that Lexical
head in our system. Thus, given our system of category
projection, Chomsky's (1986) "PRO-like implicit argument"
can show up within a prcjection of a noun, exactly parallel

to an external argument of a verbal head in a c¢lausal

czse.
(51) \
Vl
/\
vV (DP)
/ \
D'
/ \
D N'
/ \
PRO N'
/ \
N ...

The possibility of the occurrence of PRO in (51) 1is
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determined by the lexical property of the nominal head
(and perhaps by the matrix verb's lexical property as
well), and has nothing directly to do with the position of
the determiner D, which is, in our system, a head of DP
(see Brame (1981, 1982)). Thus, the S-structure represen-
tations for the relevant cases under discussion should
look like the following in our system (irrelevant details

omitted).

(52) (=(46c))

IP
/ N\
theyj .
\
Vl
/ N\
tola D'20
/\.
D N'
L/ \
e N about themj

stories
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(53) (=(47¢))

1P
/\
they;
\
Vl
/ \
heard D'
/\
D N'
b/ N\
e PROj N'
/ 0\
N about themj
I
stories
(54) (=(4728))
IP
/\
thevi .
\
V!
/ N\
told DP
/\
my 5 D'
/ N\
D N'
‘s /N
tj N

|\
N about themj

l

stories
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(55) (=(47b))

/ 0\

N about each otherj

stories

(56) (=(49¢))

IPp

/N
theyi

\
V‘
/\
heard D!
/\
D N'
the / \
PRO+ N'
/\
N about themj

stories

- 110 -
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(57) (=(50c))

IP
/ N\
they; .
\
V‘
/\
heard DP
/N
yesterday'sy D'
\
D N'
's / N\
tk N'
/ N\
PROj N'
/0 N\

N about themj
l

stories

In (52), there 1s no supject (an external argument of the
nominal head) in a noun phrase, so the Binding Theory (B)
prohibits the binding of them by thev. In (53), on the
other hand, there is an external argument, namely PRO, in
a noun phrase; therefore, the binding of them by they is
allowed by the Binding Theory (B) under the designated
indexing of PRO. Also, in (54), there is an external
argument of a noun, in this case it is an overt element
my, which starts out in a position indicated by the trace
£y at D-structure, and later moves into the specifier of

DP position to get Kase. And due to the existence of this



148

external argument, binding of them by they does not violate
the Binding Theory (B). Compare this with (55), in which
an anaphor each other appears in place of a pronominal
them. The structure is ill-formed, because of the presence
of the external argument my, an impossible binder for each

other, resulting in a violation of the Binding Theory

(A). Note that postulation of PRO (binding each other) is

impossible since the existence of such an element will
violate the 6-criterion (if we assume, as seems plausible,
that the noun stories has only one external 6-role). In
(56) and (57), a postulated "implicit argument” PRO acts
as a specified subject with a different index from that of
them, satisfying the Binding Theory (B). In these cases,
a determiner head the is pase-generated under D in (56),

and an adjunct yesterday is base-generated within a

projection of N and is moved into a specifier of DP pesition
to receive Kase; both of these are quite independent of
the existence of an "implicit argument" PRO.

Summarizing so far, in all of the relevant cases 1
have been considering, the existence of an overt determiner
the or the presence of an adjunct element in the "deter-
miner" (specifier) position has nothing directly to do
with the existence of an "implicit argument" PRO, the
(optional) existence of the latter being determined solely

by the lexical property of a nominal head, as shown by the
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parallelism between (47), (49), and (50). And structural
configurations given to the relevant examples in our
system of projection ((52), (53), (54), (55), and (57))
explicitly represent this lack of correlation between the
"determiner" (specifier) position and the existence of
PRO. Also, the structure (55), coupled with the 6-crite-
rion, correctly predicts the impossibility of binding of

each other by they, since my, which happens to be in a

specifier of DP position at S-structure for Case reasons,
acts as a specified subject. Thus, our system of projection
makes explicit the fact that the apparent correlation
between the determiner position and the existence of PRO
in noun phrases is superfluous. Note in passing that the
pcsition assigned tc PRO in cur systen will aveid the
problem connected with the "PRO theorem," which potentially
arises in the standard configuration. That is, if PRO
appears in the determiner position of the standard noun
phrase structure such as follows, as suggested by Chomsky

(1986) :

(58) NP

PRO N'
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it is (lexically) governed by the head noun, under the
assumption that government is defined in terms of
"m-command," since there is no maximal projection dominating
the head noun but not dominating PRO (Kecall that N' |is
not a maximal projection under the standard assumptions.
See Aoun and Sportiche (1983) for the discussion of the
position of PRO in a configuration like (58) with respect
to government.). This is in direct conflict with what
the "PRO theorem" dictates, i.e., "PRO is ungoverned."?21
on the other hand, in the system I am proposing, the
problem about the "PRO theorem" does not arise, since, as
I have argued above, the position of PRO in a configuration
like (51) is not (at least lexically) governed for the
reqssons already discussed concerning clausal cases.--
Another piece of evidence in favor of the position of
PRO within & projection N (rather than in the determiner
position) can be obtained from Japanese. In Japanese, &as
well as in may other languages (cf. Bale (1981), Huang
(1982)), certain classes of nouns, generally those indica-
ting "inalienable possession" (e.g. ude ‘arm,' asi 'leg,'
etc.) or the "kinship" relation (e.g. okaasan 'mother,’'
tuma 'wife,' etc.), show an "obligatory control-like"

property. For example, in the following sentences,
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(59) "a. John-wa tuma-o nagutta
~-Top wife-Acc hit

'Johnj hit hisj wife'

b. John-wa ude-o otta
arm broke

'Johnj broke hisj arm'

tuma 'wife' in (59a) and ude ‘arm' in (59b) must necess-
arily mean "John's wife" and "John's arm," respectively, and
they can never mean someone else's wife or arm. It is not
clear at this point whether the "obligatory control-
like" property of these classes of nouns should be accounted
for by grammatical principles (cf. Washio (1983)), but to
the extent that these phenomena are to be handled by
grammar (in the narrow sense}, the most pizusible way of
explaining the obligatory coreference between John and the
"possessor" of the nouns in (59) would be to postulate
PRO in a noun phrase, and to stipulate that this PRO is

obligatorily controlled by John. (Recall that the existence

of PRO is determined by a noun's lexical property. Thus,

only a certain class of nouns allow the existence of PRO).

(60) a. Johnj-wa [ PROj tuma to nagutta
b. Johnj-wa [ PROj ude }o otta
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However, it is arguably clear that Japanese lacks deter-
miners and, furthermore, specifiers of noun phrases (the
latter is a consequence of the former in our system), as
we will see in detail in Chapter 4. This fact does not
affect the possibility of PRO in noun phrases in our
system, since PRO is postulated within a projection of N.
On the other other hand, if PRO is assumed to be in a
determiner position, it is predicted that there should be
no PRO in noun phrases in a language which lacks deter-
miners, for example, Japanese, which makes it impossible
to give an account such as the one just suggested for the
obligatory coreference relation observed in Japanese
examples (59). Therefore, if the above-mentioned Japanese
rhenomencn turns out to be the one which shcould be accounted
for by some grammatical principle, it constitutes evidence
for the position of PRO postulated in our system of
prcijection.

In short, we have seen in the preceding discussion
that the possibility of the existence of external argument
within a projection of Lexical category can naturally
extend to the analysis of noun phrase internal structure
with respect to some binding facts. Let us finally take a
brief look at how the hypothesis of "external argument
within a Lexical projection" advanced in the previous

discussion works for the "wanna-contraction" case.
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A phenomenon called "wanna-contraction" has been

discussed extensively in various works (see, for example,
Bresnan (1971), Selkirk (1972), Lightfoot (1976), Chomsky
(1977a, 1981, 1986), Chomsky and Lasnik (1977, 1978),
Jaeggli (1980), Bouchard (1982), Pesetsky (1982), Postal
and Pullum (1982), Milsark and Safir (1983), Aoun and
Lightfoot (1984), Lasnik and Saito (1984), and many
others.). One of the important problems connected with

wanna-contraction is how to distinguish PRO and trace with

respect to their "blocking ability" for the contraction

rule, whose rough formulation is as follows.

(61) want + to --> wanna

5

-1
o
Or
}_J
O
N

-

{(Cnomsky (

Now consider the standard paradigm of wanna-contraction.

2

(62) a. whoj do you want [ t; [PRO to visit ti 1]

b. who do you wanna visit?

2
i

1

(63) &a. whoj do you want [t | ti

to visit Bill ]]

b. *who do you wanna visit Bill?
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The ill-formedness of (63b) can be explained by claiming
that the intervening trace in the subject position blocks
the contraction rule. Two problems arise as to the
well-formedness of (62b), however (cf. Lasnik and Saito

(1984:273)).

(62) a. why does PRO not block the contraction rule?

b. why does L? (in the specifier of CP under the
approach we are assuming, or in COMP under
other approaches) not block the contraction rule?

There have been two approaches proposed toward the solution
tc these problems. One approach takes the distinction
between Case-marked empty categories and those that are
non-Case-marked as crucial for blocking contraction: only
Case-marked elements blocks (or is "visikle" for) the
contraction rule (cf. Jaeggli (1980), Chomsky (1981,
1986)). Thus, PRO does not block coatraction because it
is not Case-marked. Also, the trace in the specifier of
CP does not block the contraction rule for the same reason

(assuming want to be a non-Caseassigner). Cnly the

subject trace, which is Case-marked presumably by a
complementizer for (see Chomsky (1977a, 1981)), is "visible"

for the contraction rule, thereby blocking its application
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in (63). Another approach is the one proposed by Pesetsky
(1982:Chapter 3). Pesetsky points out that the linear
order of constituents, in particular the subject, is
exclusively determined by general principles of grammar
such as Case Theory in the rule-free system advocated by,
for example, Chomsky (1981, 1982, etc.) and Stowell
(1981). Thus, the lexical subject and the subject trace
left by wh movement must appear in the sentence-initial
position due to the Case adjacency condition of Stowell
(1981). On the other hand, PRO (and trace of NP movement)
is not subject to the Case adjacency condition because no
Case is assigned to it. Therefore, there is an option for
PRO to show up in a position other than the sentence-initial
position. For example, (65) is & possible S-structure

representation for (62).

1
s

(65) whoj do you want [t] [[ to visit tj ] PRO ]]

In (65), PRO no longer intervenes between want and to and

hence does not block contraction. As for the problem
(64b), i.e., the problem of the intermediate trace, a
similar argument applies: Since no principle of grammar
demands its presence,23 it can be absent. Thus, in (62),

nothing intervenes between want and to, and the contraction



156

rule ‘applies under the maximally simple requirement on

adjacency between want and to, whereas in (63), the

subject trace is forced to be in a position between want
and to, due to the Case adjacency condition, and thus
blocks the application of the contraction rule.

As noted by Lasnik and Saito (1984), however, one
problem still remains under this account. Consider the

following example, in which an adjunct how is extracted.

(66) how do you wanna solve the problem?

Contraction is possible in (66). Thus, under Pesetsky's

rt

acccunt, nothinc can intervene between want and tc at

S-structure. However, (66) is crucially different from
(62) in that an adjunct is extracted in the former,
whereas what is extracted in the latter is an argument,
i.e., a complement of a verb. Therefore, even if no
principle (except for subjacency. see footnote 23)
requires the existence of the intermediate trace in (62),
(some version of) the ECP requires the intermediate trace
to be present as a proper governor in the case of (66) at
least at the level of LF, or the original trace of how (or
the one in a VP-~adjoined position, depending on the analysis

of the ECP) will not be properly governed in violation of
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the ECP. Note that we have been assuming, following
Chomsky (1981, 1986), that '‘he contraction rule applies in
PF, to which S-structure is an input. Now we have an
apparent paradox. At S-structure, (66) cannot have an
intermediate trace so that contraction is possible, but at
LF there must be such an intermediate trace to satisfy the
ECP. 24

Our system of projection makes it possible to give an

account of wanna-contraction which is close to Pesetsky's

(1982) very natural account,?? but without the problem
just mentioned. Recall that in the projection system we
are assuming, an external argument, including PRO, appears
within a Lexical projection at D-structure. PRO, unlike
lexical subjects, need nct move intc the specifier of IP
position to receive Kase. Thus, the S-structure represen-
tations for relevant examples should be as follows (irrele-
vant details omitted), assuming here, following Chomsky
(1981), etc., that want takes a maximal projection of C,

rather than that of I, as its complement.

(67) (for (62))

whoj do you want [¢g' [1' to [y PRO [yr visit ti ]]]]
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(68) ' (for (63))

whoj do you want [¢' [1p £

1 .
£y (v to [y t_:_i [y visit

Bill ]111]

(69) (for (66))
howj do you want [c+ [+ to [y tj [y' PRO

[y' solve the problem ]}]}]]

In (67) and (69), want and to are (string) adjacent to
each other, with PRO in the position structurally "lower"
than to (i.e., within the projection of V). Contraction
is thus possible under the straightforward adjacency
condition. In (68), on the other hand, the embedded
subject who must "land" in the specifier of IP position to
get Rase (otherwise, the chain headed by who would contain
no Kase position, resulting in a violation of general

chain condition (cf. Chomsky (1981, 1986)), leaving behind

the trace gi, which breaks the adjacency between want and
to. Therefore, the contraction rule cannot apply to
(68), and hence (63b) is ruled out.

To sum up, our system of projection provides, as one
of its consequences, a maximally simple account of the
wanna-contraction phenomenon, which is very close to

Pesetsky's (1982) analysis. Conceptually, these two

accounts are different (aside from the difference in
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treatment of the intermediate trace in the specifier of
CP) in that in Pesetsky's account, PRO may or may not

intervene between want and to, since no principle forces

it to be in a particular position in a relevant structure,
whereas, in our system, PRO can never intervene between
want and to. Whether or not this conceptual difference

yields any empirically relevant difference is not clear at

this point.

3.3 The Notion of Maximal Projection and the Status of

the X—-bar Schema

In the svetem of projection that I have proposed in
Chapter 2, the notion "maximal projection" should have a
quite different content than the one generally assumed in
the literature. 1In particular, it is impossible in our
system to define the notion of maximal projection in terms
of the number of bars of a given node. Also, the status
of the X-bar schema as a well-formedness condition on
D-structure is not entirely clear in our system of projec-
tion. In this section, I will briefly discuss these

problems (For a more thorough discussion of these matters,
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the reader is referred to Speas (forthcoming)).

As I just mentioned, "maximal projection" cannot be
defined in terms of the number of bars of a given node in
our projection system. There are two factors in our
system which makes this familiar definition (definition in
terms of the number of bars) impossible. First, I expli-
citly took a "non-uniform" view of the category projection:
Functional categories can project up to a double-bar level
with the presence of a specifier, whereas Lexical categories
can project only to a single-bar level. But, if this is
the only factor that differentiates our system of projection
from the standard one, we could still define the notion of
maximal projection in terms of the number of bars by
distinguishing these two types cf categories, namely, we
could stipulate that the maximal projection of X is X" if
X is a Functional categorv; it is X' 1f X is a Lexical
category. However, I have also stated as the Functional
Projection Theorem (46) that a Functional head projects up
either to a single-bar level or to a double-bar level
depending on the presence/absence of a Kase to be discharged
to its specifier position. This amounts to saving that,
giver a Functional head, either a double-bar projection or
a single-bar projection can be a "maximal projection" of
that head, if we want to maintain a rather plausible

assumption that only maximal projections may appear as
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non-head terms within a phrase (cf. Stowell (1981),
Chomsky (1981, 1985)). For examples, in (70a), IP should
be the maximal projection of I, whereas in (70b), the
maximal projection of I should be I', both of which are

"selected" by believe and seem, respectively.

(70) a. John believes [1p Billj [y+ to [y have
tj gone home ] ] )

b. Johnj seems [y to [y' have tj finished
his thesis ] ]

These considerations lead us to a definition of
maximal procjection based cn scrmething cther than the
number of bars. Here, let us try to define the notion of
maximal projection in terms of "projection path" defined

as follows.

(71) mis a projection path iff
m is a sequence of nodes N=(nj, ..., np) such that

(i) Vi, nj immediately dominates nj4j
(ii) all nj have the same set of FEATURES,
and
(iii) the bar level of nj is equal to or
greater than the bar level of nj4;
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The term "FEATURES" in (71ii) is used here in a somewhat
extended sense. That is, "FEATURES" include not only the
syntactic features in the standard sense, but also the set
of 6-grids associated with a Lexical head. This extention
is necessary because of the so-called "small clause"
construction. For example, in the following structure, we
have to distinguish Vé and Vé in order to say that the

projection path starting with the verb V) "stops" at Vé.

(72) Va
/ \
we Vé
/\'
v \Y
12 /A
saw Mary V.

N

VAR
Vl the dog
l
kick

What we want to say concerning (72) is that Vi, Vi, and Vé
constitute a projection path, and that Vp, V3, and V,
constitute another projection path. However, it is
impossible to distinguish between Vé and Vé in terms of
"syntactic features" in the standard sense. Thus, we have
to look at each verb's 6-grid in addition to its syntactic
features, in order to correctly distinguish Vé and Vé in

(72). Suppose now that the transitive verbs kick and gsee
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have 6-grids <1,2> and <3,4>, respectively, and that these
6-grids, being one of verb's "FEATURES," project along
with other features (FEATURES) of a Lexical head
(cf. Higginbotham (1985)). Then, a more apprupiiate

structure for (72) should be such as follows.

(73) Va <3,4>
/ N\
we Vé <3,4>
/ “\
<3,4> / “\

saw Mary Vi <1,2>
\
A1 the dog

<1,2>
kick

In (73), we can distinguish between Vi and Vé by looking
at the 6-grids associated with them. Vé and Vé cannot
form a single projection path because they do not share
the set of FEATURES. Thus, there are two projection paths
in (73): m o= (Vé, Vi, Vl), my = (Va, Vé, V2). Each
"path" satisfies the conditions stated in (71).

We now define the "maximal projection node" as follows.

(74) n4i is the maximal proijection node of a

projection path @ = (n1, «..., np) iff i = 1.
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That 'is, the "top" node, the node that dominates every
other node and is not dominated by any node, of a given
projection path is the maximal projection node of that
projection path. Based on this notion of maximal projection

node, we can define the "maximal projection category."

(75) o is the maximal projection category iff

@ is a projection path 7= (g1, ..., gpn)
such that

(i) B3 is the maximal projection node, and
(ii all B8; have the same number of bars

To illustrate, consider the following hypothetical confi-

guration, where every node shares the set of FEATURES.

(76) Xa

The projection path in (76) is 7= (X;, X1, X5, X{, x0y.
The maximal projection node of the prcjection path m is

x'

Xa. And the maximal projection category is o= (X} 30

4'



165

Xyr X])e

Note finally that under these conceptions, the role
of the X-bar schema is a quite limited one. Specifically,
the X-bar schema is now reduced to the condition (ii) and
(iii) in the definition of a projection path (71), i.e.,
the condition that all FEATURES of a head project up
through a projection path, and the condition that the
number of bars cannot "decrease" in the course of projec-
tion. The former condition seems to be dispensed with, at
least in the case of a projection of a Lexical head, by
means of Higginbotham's (1985) mechanism of constructing a
constituent structure.

Thus, in our projection system, the status of X-bar
schema is reduced to & convention on FEATURE percolation
(projection), especially in the case of a projection of a
Functional head to which EHigginbotham's (19€5) mechanism
of projection does not apply, plus a prohibition on "bar
reduction.”™ If the latter condition can be derived from
something more general, as seems possible, then the
minimum content of the X-bar schema in our system of
projection will be simplest possible statement that
FEATURES of a lexical item must project. For further

discussion, see Speas (forthcoming).
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Notes to Chapter 3

1.

I am indebted to Howard Lasnik for these examples.

There is a technical problem here which has to do with
the interpretation of the base-generated "recursion"
(or "adjunction”) structure generally allowed for
Lexical categories in my system, in particular those
in (11). 1If we assume that May's (1985) distinction
between "categories" and "segments" (cf. Chapter 1)
holds at D-structure, i.e., that it holds for
base-generated structures such as those in (11), and
conseguently assume that the definition of "dominance"
based on this distinction also holds for base-generated
structures like (11), then in (lla), for example, a
category V' which consists cf segments Vi and Vi, zand
the segment v) are both sisters of the subject NF.
Thus, we can say either a category V' directly
©6-marks the subject NP or a seament V) directly
6-marks the subject NP, under the assumptlon that
sisterhood is the only condition for direct &-marking.
Although it is not clear that these two options make
different empirical predictions, I will tentatively
assume in the following discussion that May's distinc-
tion between categories and segments with respect to
the cdefinition c¢f dcminance holds conly for "true”
adjunction cases (presumably limited to the rules of
LF, in particular QR, putting aside for the moment
rules like Eeavy NP Shift, etc.), i.e., adjunction to
XPs, creating a structure that is not Lkase-generable
(cf. also Chapter 4), and that in the structures like
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'(11), the notion of "dominance" is defined in terms of
"nodes" rather than categori-zs (Note incidentally that
the notion of sisterhood given in (2) is defined in
terms of "nodes"). Thus, in (lla), it is the node Vé
that directly 6-marks the subject NP. This tentative
conclusion is quite consistent with the "bottom-up"
manner of ©6-marking mechanism to be proposed below.

In order to determine the "closeness" of a given
6-role to the predicate, we will probably have to
look at the type of the 6-role, for example, "Theme"
is generally the closest 6-role, "Agent" is generally
the least close 6-role, etc. Or, the property of
each 6-role with respect to its "closeness" might be
derived from the general properties of the Lexical
Conceptual Structure.

Another possibility is that all non-arguments are
absent at D~structure, being introduced in a different
dimension, and will be later (at S—-structure, perhaps)
"hooked up" to the skeletal structure which consists
of only heads and its arguments. Although this
approach seems plausible, I will not pursue this
possibility here.

I put aside here the problem of PRO in gerund,
although my analysis can have various interesting
consequences for the analysis of gerund. See Reuland
(1984) and Abney (1985) for the discussion of gerund.
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‘A characterization of "adjunction" in the projection
system I am proposing will be suggested in Chapter 4
below.

The notion of "maximal projection" in our system of
projection will be defined in 3.3.

Note in passing that considerations on the barrier
for PRO is irrelevant here as long as V, the alleged
governor of PRO, does not m-command it, since, as I
mentioned above (cf. also Chapter 1), m-command 1is
the necessary condition for government. Thus, the
fact thzt the alleged governcr does not m~command its
governee entails the lack of government of the
alleged governee by its "governor," which is quite

independent from consicderaticns on harriers.

Chomskv (1986), as well as Roeper (1984), presents a
number of properties distinguishing "syntactically
present”™ PRO and "lexically present" implicit
argument. Chomsky (1986) gives, among others, the
following contrasts between PRO and "iwplicit
argument."”

(i) a. they expected [PRO to give damaging

testimony]
b. *they expected [damaging testimony
to be given]
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(ii) a. it is impossible [PRO to visit together)]
b. *it is impossible [for me to be visited
together)

(Chomsky (1986:119-120))

The coantrast in (i) shows that only PRO, a
syntactically prcsent element, can be controlled by
an antecedent. In (ii), an adjunct together can be
predicated of PRO in (iia), but it cannot be predicated
of an "implicit argument" as shown by the
ungrammaticality of (iib).

The contrast in (i) can be accounted for even
under the assumption that the "implicit argument" in
passive is "syntactically present" (presumably PRO),
if we assume Manzini's (1983) theory of control. 1In
(ia), the matrix subject they is, roughly speaking,
the closest accessible subject for PRO; thus the
control of PRO by thev is allowed. On the cther
hand, after the apprlicaticn cof Move-o& , it is a noun
phrase damaging testimony, and not they, that is the
closest accessible subject for an "implicit argument"
in (ib). Therefore, the control of an "implicit
argument" by they in (ibk) is impcssible, assuming
that the principle of control applies at S-structure
(Note that "control" is in fact an instance of
"binding" in Manzini's (1983) system. See Manzini
(1983) for details). As for (ii), there seems to be
an alternative account of the observed contrast, too,
if we assume, along the lines suggested by Epstein
(1984), that an "arbitrary" PRO like the one in (iia)
is actually bound by an empty category licensed by a
benefactive for (Epstein (1984) identifies this
element as pro which functions as a kind of universal
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'quantifier), whereas the "implicit argument" in (iib)
does not have such a binder; it is a purely "free"
PRO. For an adjunct like together to be predicated
of x, it is necessary that x has "enough pluralistic
meaning." The PRO in (iia) gets this pluralistic
meaning from its binder (universal quantifier pro),
but the "implicit argument" in (iib) cannot obtain
the necessary pluralistic meaning due to the lack of
binder which bears such meaning. Hence the
impossibility of predication in (iib). This approach
is further supported by the following example.

(iii) *John wondered how PRO to visit together

In (iii), even under the "arbitrary"” interpretation
(Notice thaL the "arbitrary" PPO is possible (for
many speakers) in the configurations similar to

(iii), Jobhn wondered how PROarth fin +the =i=k', the

modification of PRO by together is impossible. This
seems to indicate that what determines the possioility

of predication by adjuncts like togervher is not
whether or not the subject is the "syntactically
present" PRO or "lexically present" implicit argument,
but rather whether or not the subject bears "enough
pluralistic meaning." PRO in (iii) does not get such
pluralistic meaning in the absence of "benefactive"
for, just like the implicit arguments do not obtain
such "enough pluralistic meaning® due to the lack of
"benefactive" for (and hence the lack of "universal
quantifier" pro.) Chomsky (1986) presents various
other arguments that PRO and " mplicit argument" are
different in nature, of which I have no alternative
account at this point.
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The issue of "implicit argument" has been a
focus of much recent discussion and is far from being
settled. As discussed so far, Chomsky (1986), as
well as Roeper (1984), considers "implicit argument”
as distinct from "syntactically present" argument
(such as PRO), whereas Roberts (1985), Jaeggli
(1986), among others, regard it as syntactically
present. The system I have proposed in Chapter 2
provides a structural position for the "implicit
argument" if it is syntactically present, and thus
leading us to the latter approach, namely the approach
under which "implicit argument" is considered to be
"syntactically present." However, the system is
neutral as to the determination of exact characteri-
zation of this "syntactically present" element (e.g.,
whether it is "PRO," "pro" (in the latter case it is
probably "locally determined" by the "agentive" by,
just as bencfactive "pro" is locally determined by
for, as suggested by Epstein (1984)) or "EN"
(cf. Roberts (1985) and Baker, Johnson and Roberts
(in progress))., etc.). In what follows, I will
tentatively assume that the “implicit argument" in
passive is identified as PRO, and explore various
implications of this assumption in my system. This
does not mean, however, that the following discussion
is intended to solve the problem of "implicit argu-
ment." For relevant discussions, see, in addition to
the above-mentioned works, Lasnik (1984), wWilliams
(1985), Kayne (1986), among others.

This implies that (at least in the case of passive) the
so-called“Burzio'sgeneralization"(seeBurzio(1986))
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'is not bi-directional. I will not explore the implica-

tions of my proposal for the proper characterization
of "Burzio's generalization." See Massam (1985),
Burzio (1986), and Chomsky (1986) for relevant
discussions.

Chomsky's (1981:333) formulation makes use of the
notion "BIND" rather than "bind," where "BIND" means,
roughly, "bind" plus the case of "co-superscripting."
This distinction is not relevant to our present
concern, so I will use the term "bind" here and
in what follows. The notions "X-bind" and "locally
X-bind" are defined as follows.

(i) o is X-bound by g if and only if o and B
are coindexed, B c-commands o, and § is
in an X-positien

(ii) o is locally pound py g if and only if a is
X-bound by g, and if v Y-binds o then
either 7y VY-binds Bocr Y =8

(iii) o is locally X-bound by g if and only if
o is locally bound and X-bound by 8

(Chomsky (1981:184~185))

There is an apparent probliem with Lasnik's (1985)
generalization. As Lasnik himself notes (attributed
to an anonymous LI reviewer), the derivation of "clitic
climbing™ in Italian has the abstract propecty
represented in (25), but does not invoke the
"crossover" effect. The following example is
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'well-formed under the designated coindexing.

movement

c—-command c~command

/"—\\ /,-———-\\

Giannij sij vuole [PROj vedere tj ]
Giannij himself wants to see

"Gianni wants to see himself'
(Lasnik (1985:489) with adaptations)

However, Lasnik also notes (Lasnik (1985:488)) that
"this observation is somewhat mitigated by the fact
that such "clitic climbing" is limited to a small set
of so-called restructuring verbs." See Lasnik (1985)
for further discussion.

~
~

m

5

m
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assignment, an instance of "SPEC-head" agreement in my
system, is subject to the "directionality" parameter,
namelv it is uniformly to the left, the relation of
government itself is not subject to such a
directionality requirement.

One might say that the trace of Johnj in (35a) is
actually governed by the inflected verb killed in I
position {(Recall that "exceptional® government by a
lexical head is possible, and the verb raised into I
position is lexical). This could be true in this
particular case, but such an account cannot be extended
to the cases like the following where no V-raising
takes place in a complement sentence but the "subject
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‘raising" nevertheless applies in that clause due to

the "exceptional Case-marking" by the matrix verb.
(i) John believes [1p Billj [1' [1 to]
[y ti have kissed Mary ]]]

However, if the analysis proposed by Belleti and
Rizzi (1985) on "psych" construction is right, it
mighL be possible to impose a c-command condition on
control.

One might claim that this account makes it unnecessary
to resort to Lasnik's (1985) "generalized strong
crossover constraint" invoked above to account for
the obligatory disjointness between the S-structure
subject and the postulated PRO, in particular, or
possibly supercedes it entirely. Ncte Incidentally
that the analysis just proposed in tne ctext correctly
predicts the gramm:ticality of the Italian examples
(clitic climbing), which is problematic to Lasnik's
constraint. For the head of the chain in the Italian
data is an anaphor (or at least an element of anaphoric
nature) si, and thus coindexing PRO with the trace of
si should not violate the Binding Theory (C). This
line of research could be on the right track, altlough
I will not pursue this possibility here because there
are a set of counterexamples. Namely, in the examples
such as follows, the head of the chain in question is
an anaphor (each other, himself), hence the status of
chain with respect to the Binding Theory should be an
anaphor but PRO must nevertheless be obligatorily
disjoint from the chain (headed by the S-structure
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'subject).

(i) theyj believed [each otherj to have been
PRO arrested tj]

(ii) Johnj believed [himselfj to have been
PRO treated tj badly ]

It could be possible to handle these cases by somehow
extending the chain to include they/John as its head,
so that the terminal elements of the chains, i.e., the

traces, assuming their status from the head of the
"extended" chain, act like a pronominal in (i) and an
R-expression in (ii), with respect to the binding
relation to PRO, a "chain-external" element. I leave
this possibility open here.

I am assuming, following the standard analysis, that
try takes CP {in our terms, the "maximal prcijectica"
of C, which is not necessarily CP. See 3.3 for the
discussion on this matter.), headed by an empty comple-

mentizer.

The landing site for PRO2 might be "lower" than be,
namely, right above the position of PROj, yjelding
the structure: ... [y+ to [yr' be [y* PRO2 [y* PRO)
fyr arrested tp 1111].

The presence of PRO as an implicit argument is a noun
phrase should be optional, since the example (47a), we
also assume, as in the case of (47c), that the stories
are someone else's, but the occurrence of each other
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'is still allowed. Thus, Chomsky (1986) concludes that

"presence of the implicit argument as subject is
optional: If present, the interpretation is fixed
depending on the indexing; if absent, the
interpretation is free." (Chomsky (1986:167)). For
discussion, as well as other pieces of evidence for the
postulation of optional PRO within a noun phrase, see
Chomsky (1986). For some counterarguments, see
Williams (1985b.)

I am tentatively assuming here that a "Determiner
Phrase" without a determiner, in particular plural
noun phrases, is headed by an empty determiner,
parallel to the cases of "empty complementizers" in
clauses. Although this assumption does not have any
direct bearing on the present discussion, and will
nct be discussed in what fcllcws, 1t has varicos
non-trivial implications for the proper characteriza-
tion of the distribution of PRO in noun phrases.
Also, the postulation of an empty determiner has
direct bearings on the problem of "&-binding (in the
sense of Higginbotham (1985)) in nominals. These
matters are not at all trivial, but I will not pursue
these issues here, pending further research.

There appears to be a couple cf possible ways of
handling this problem. One possibility is to postulate
a node such as DET dominating PRO in (58), and to
assume it to be a maximal projection, protecting PRO
from government by the head noun. This seems to be
the position Chomsky takes in Chomsky (1986), where he
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'suggests "Perhaps, then, the DET position can include

an implicit argument with the properties of PRO,
..." (Chomsky (1986:167)), although it is not entirely
clear to me how "the DET position" is characterized
with respect to government relation. Another
possibility is to identify the implicit argument in
question as pro, rather than PRO. This solves the
problem concerning the "PRO theorem," simply because
pro, being a pure pronominal, is not subject to the
"PRO theorem." Problem still remains, however, as to
how this pro can be "locally determined" (cf. Chomsky
(1982)) .

Government from the verb when D projects up to the D'
level is blocked perhaps by the "minimality" condition
(D is the "closer" nonlexical governor for PRO) of

Chomzky /192E). GSee the discusszion above.

Aside form subjacencv, under the standard conception
of this principle. If subjacency is a condition on
representation, then it does require the existence of
the interm diate trace. Thus, in Pesetsky's (1982)
account, subjacency is crucially assumed to be a
condition on movement.

Lasnik and Saito (1984) solve this apparent paradox
by creating a necessary intermediate trace through the
lowering (and subsequent raising) of how in LF, a
legitimate operation in their system.
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25, Note however that our account is not incompatible with
the first approach discussed above.
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CHAPTER 4

PHRASE STRUCTURE OF JAPANESE

Japanese has a somewhat peculiar status in the study
of generative grammar in that while a tremendous amount ct
descriptive work has been accumulated, it is still not known
what its configurational structure looks like. This is in
contrast to the situation of languages like English where
the basic phrase structure is, to a reasonable extent,
well established and where syntactic arguments for or
against some proposed analysis can be constructed on the
basis of a reasonably uncontroversial phrase structural
configuration. In some cases, for example, different
analyses of a single phenomenon in Japanese assume totally
different, sometimes even contradictory, configurational

structures of the construction in question. Recently,
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however, some very interesting works on Japanese phrase
struc¢ture have emerged (Hoji (1982, 1985), Kuroda (1980,
1983), Saito (1982b,1983,1985), Whitman (1982)), most of
which have been inspired by the stimulating research
program proposed by Ken Hale on 'configurationality'
parameters (cf., among others, Hale (1980, 1983)). It
seems to me that we are now in a position to propose an
overall picture of Japanese phrase structure, incorporiting
various observations and insights presented in the above-
mentioned works on this issue, so that an analysis of a
particular syntactic phenomenon in this language can be
tested based on the phrase structural configuration, and,
of course, the proposed phrase structure itself can be
modified in light of such analyses of various syntactic
phenomena in the language. This chapter is intended to be
an attempt to lay down the foundation on which such a
fruitful interaction can be made. 1In what follows, I will
try tc give a general picture of Japanese phrase structure
in the light of the system of projection I have proposed
in the preceding chapter. 1In particular, I will concentrate
on the basic structure of clauses and noun rhrases in
Japanese. As the result of this orientation of this
chapter, the discussion of each syntactic phenomenon will
be somewhat sketchy. A detailed examination of various

syntactic phenomena in Japanese based on the general idea
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on the phrase structure of this language to be proposed
below must follow in the future research.

The organization of this chapter is as follows: In
Section 1, I will review the arguments concerning Japanese
phrase structure which have been proposed in the literature
so far, all of which have to do with the existence of the
"VP" node in this language. Section 2 examines the status
of Functional categories in Japanese. There, I will also
discuss the properties of Japanese "specifiers," paying
special attention to noun phrases and sentences, and will
show that this language lacks specifiers in the sense
defined in Chapter 2. 1In Section 3, a new phrase structural
configuration for Japanese will be introduced based on the
cbservations wmade in Sectionm 2. 2And it will be shown that
given this phrase structural configuration, we will
readilv account for the facts both for and against the
existence of the "VP" node in Japanese summarized in Section
1. Futhermore, in Section 4, it will be pointed out that
the phrase structure for Japanese propcsed in Section 3,
combined with several rather plausible assumptions, makes
it possible to capture some typological characteristics . ¢
this language which have been noted in the literature but

hitherto have been totally unaccounted for.
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4.1 Facts *o be Accounted for

In this section, I will discuss a number of facts in
Japanese to which any proposed phrase structural configur-
ation of this language must give some explanation. T will
first briefly review some of the arguments for the existence
of the "VP" node in Japanese and will then go over some of

the "classical" arguments against such a node.

4.1.1 Evidence fo:r the "VP" node

4.1.1 Evidence from the rRrinding Theory

As Saito (1983:36) notes, the existence of the VP node
is indicated by various subject/object asymmetries. One
of those asymmetries is found in proncminal coreference.

Consider the following well-known paradigm in English.

(1) a. Jou:i [yp Loves Iyp hisi mother]]
b. *hej [yp loves [yp Johnj's mother]]
c. [nyp Johnj'e motner][yp loves himy]

d. [yp hisj mother][yp loves Johnj]
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The contrast in grammaticality in (1) can be straight-
forwardly accounted for given the following condition on
pronominal coreference, which is essentially (a part of)

the clause C of the Binding Theovy.

(2) A pronoun cannot c-command its antecedent.

It is easy to see that among the examples in (1), only (1lb)
violates the condition (2), i.e., only in (lb) does the
pronoun he c-command its antecedent John. The crucial
evidence for the existence of VP node in English is (lc).
If there were no VP node in English, the pronoun him aia
(lc) would c-command its antecedent John, and the sentence
would be incorrectly ruled out as a violation of the
principle (2). Thus, the grammaticality cf (lc) under the
intended coreference reading indicates that English has
the VP node.

This argument can be extended to Japanese. If Japanese
lacks VP node, as claimed by proponents of what Saito
(1985:34) calls 'extreme non-configurational analysis of
Japanese,' the corresponding Japanese sentence to (lc)
should be ungrammatical with the intended coreference
reading, since in that case a pronoun would c-command its

antecedent due to the lack of a VP node. As Whitman (1982)
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points out, however, this is not the case. Consider the
following Japanese paradigm which corresponds to the

English one in (1).

(3) a. Johnj-ga [yNp karej-no okaasanto aisite-iru
-Nom he -Gen mother-Acc loves

'Johnj loves hisj mother'

b.*karej-ga [yp Johnj-no okaasanto aisite-iru
he '

'hej loves Johnj's mother'

c. [nyp Jdehnj—no okaasantza karej-o aisite-iru
'Johnj's mother loves himj'

d. [yp karej-no okaasantga Johnj-o aisite-iru

'hisi mother loves Jchn:'

As we can see in (3), Japanese exhibites exactly the same
pattern as English with respect to the coreference possib-
ilities in the relevant examples. In particular, the
grammaticality of (3c¢), like (lc), provides us with a
piece of evidence that this language, as well as English,
does have a VP node. (cf. Whitman(1982), Saito (1983, 1985)

for more detailed discussion).
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4.1.1.2 Evidence from Crossover

Another piece of evidence for the existence of a VP
node in Japanese can be obtained from some weak crossover
facts in this language. It is well known that a movement
of some element to an A'~-position, "crossing over" the
pronoun with which a moved element is coindexed, makes the
sentence less acceptable (cf. Postal (1971), Wasow (1972,
1979), Chomsky (1976), Higginbotham (1980), etc.).} If the
pronoun c-commands the element to be moved before such a
movement takes place, we get the "strong crossover effect,”
whereas if there is no c-command relationship holding
between the two elements, the resulting structure is to
show the "weak crossover effect," whose acceptability is
generally higher than the strong crossover cases. The

following examples illustrate the weak crossover effect.?

(4) a.?*whoj does [yp hisj mother][yp love tj]

b.?*[g everyonej [g [yp hisj mother][yp loves tj]]]

In (4a), whoj is moved from its original position marked by
ti to a sentence initial A'-position by a "syntactic"
Move- & , crossing over the coindexed pronoun hisj. In

(4b), & quantifier phrase evervone is moved by an LF rule
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QR and is adjoined to s (cf. May (1977)), again crossing
over the coindexed pronoun hisj. Thus, the following LF
configuration schematically represents the weak crossover

cases.

(5) [Operatorj [... pronounj ... tj ...]] (order

—

irrelevanc), where neither the pronoun nor the
variable (=tj) c-commands the other.

(cf. Saito (1985:91))

Both (4a) and (4b) fit in the configuration (5) at LF,
and, as expected, the corresponding sentences "whoj does
hisj{ mother love?" and "his; mother loves evervone:" show
marginal acceptability under the intended coreference
reading. Note crucially that in (5), neither a pronour nor
the variable should c-command the other, otherwise we
would not obtain the weak crossover effect.3

Based on this weak crossover effect, there have been
two arguments proposed for the existence of a VP node in
Japanese; one using an "anaphor" zibun 'selt' (cf. Saito and
Hoji (1983)), and the other using a null pronominal
(saito (1985)). Here, I will briefly go over the latter
argument.4 Consider first the following examples taken

from Saito (1985:103) with minor modifications, (Judgments



187

are Séito's).

(6) a. [g* John-wa [pp Mary-ga proj yomu mae-ni]
-Top ~Nom read before

[yp sono honj-o yonda ]]
that book-Acc read

'John read that bookj before Mary read itj'
b.?*[g1 John-wa [pp Mary-ga proj yomu mae-ni]

[yp dono honj-o yonda ] no ]
which book 0

'which bookj did John read before Mary read itj'

In (6a), an empty pronominal pro (cf. Chomsky (1982) for
relevant discussion of this element), which is assumed to
have the feature [+pronominal, -anaphor] and hence to opey
the Bindir: Theory (B), is "free" (i.e., not bound), simply
because its possible antecedent sono hon 'that book' does
not c-command it. Or, even if there were no VP node, pro
would be free in its "governing category" (see Chomsky
(1981, 1986)), which presumably is an adverbial clause or
postpositional phrase dominating the adverbial clause. In
any event, the grammaticality of (6a) is reasonably
without problem either for the structure with a VP node
or for the one without it. What is problematic is the

marginal status of (6b), which is minimally different from



188

(Ga)'in that a wh element dono hon ‘which book' appears in
place of a non-wh element gono hon 'that book.' However,
this contrast between (6a) and (6b) can be straightforwardly
accounted for as a case of weak crossover which is schema-
tically represented in (5), on the assumption that wh
elements in situ are moved in LF.° Consider the following

LF representation for: (6b).

(7) [g' John-wa [pp Mary-ga proj yomu mae-ni]

[yp &i yonda ] no dono honj ] ]

The LF representation (7) clearly fits in the weak crassover
configuration: an operator gono hon: ‘which book,' its
trace tj, and proj aire all coindexed, and neither proj nor
tj c-~commands the other. On the other Lhand, weak crossover
is irrelevant for (€a), because gzono hon 'that book,'
being a non-wh element, does not move in LF. Thus,
we can account for the contrast in (6) based on the weak
crossover configuration (5).

T+ should be noted that this account of the contrast
in (6) crucially assumes the existence of a VP node. If
there is no VP node in (7), then the variable tj would
c-command proj. However, we know independently that

there is no weak crossover effect in such cases. Saito
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(1985:104) cites the following example to illustrate this

point.

(8) darej—ga [g' proj Mary-ni kirawarete iru to]
who-Nom -by be-disliked that

omoikonde iru no?
be-convinced Q

'‘whoj is convinced that hej is disliked by Mary'

After the application of an LF wh movement, we get the

following LF representation:

(9) lor Ig t: [gv proi Maryv-ni kirawarets iru to ]

=~ - o

omoikonde iru ] no darej ]

In (9), the variable tj c-commands proj, and the correspo-
nding sentence (8) is in fact grammatical under the
intended interpretation.

Therefore, in order to rule (6b) out as an instance
of weak crossover, there must be no c-command relationship
between proj and tj in (7), which requires us to assume a
VP node. Thus, the contrast between (6a) and (6b) provides

additional evidence for tle VP node in Japanese.
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4.1.1.3 Evidence from the Distribution of PRO_

Kuroda (1983) cites another piece of evidence for the
existence of the "VP" node in Japanese from the distribution
of PROarb in this language (See also Saito (1982a)). As
is well-known, the distribution of PRO is constrained by the
condition usually called the "PRO theorem," which dictates
that PRO be ungoverned (or "not lexically governed," see
Chapter 3). This condition accounts fo. the subject/ohject
asymmetry in English with respect to the distribution of
PRO, i.e., PRO can only appear in subject position and can
never appear in object position. For, in English, object
position is always (lexically) governed whereas subject

uroda {(1983) pointe out that this
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pesition may nct be.
sukject/obiect asymmetry found in English can also be
observed in Japanese. To show the existence of the
subject/object asymmetry in Japanese, he takes up the
distribution of PRC, , in the language,® and gives the

following contrast.
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(10) 'a. [PRO sensei-ni au +no wa muzukasii

arbteacher with meet ~Top difficult
‘it is difficult to meet teachers'

b. *[gakusei-ga PROarb au tno wa muzukasii
Lit. 'it is difficult for students to meet'

(Kuroda (1983:154) with adaptations)

The contrast in (10) shows that in Japanese, as well as in

English, PRO may appear in subject position and, more

arb
crucially, it may not appear in object position. This
asymmetry with respect tc the distribution of PROarb in
Japanese can straightforwardly accounted for, given the
"PRO theorem," if we assume that Japanese, like English,
has a VP node. For, in that case, the verb will govern
object position, but not subject position due to the
existence of VP, as desired.

Tn this subsection, I have reviewed some of the
arguments for the VP node in Japanese.7 In the next

subsection, I will briefly summarize the "classical"

arguments against such a node in this language.
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4.1.2 Evidence against the "VP node"

In this subsection I will briefly go over some of the
"classical" arguments against the VP node in Japanease
presented in Hinds (1973) and another piece of such evidence

pointed ont in Whitman(1982, 1984).

4.1.2.1 Eviuence from VP Movement Rules

It is well known that if a transformation applies t«
an element x, then x is a constituent. More specifically,
if a transformation (Move-o ) can app.y to x, then x must

max) or a head.® Thus, if there

pe a phrasal categoryv (X
is a transformation which moves a category in a language,
then that constitutes evidence for such a category in
+the language. As for the VP node, English clearly has
such a movement rule which specifically refers to VP.
This is illustrated by the following example (Whitman

(1984:13)).

(11) Heather promised to come at 10, and come
at 10 she did.
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As Whitman describes, this "VP fronting" rule involves
detachment of the VP from the subject and INFL (auxiliary
and tense), and moves the VP to the front. Such a detach-

ment is simply impossible in Japanese.

(12) *Susan-wa zyuuzi-ni kuru to yakusokusita, sosite
~-Top ten -at come that promised and
o'clock

(zizitu) zyuuzi-ni ki/ku kanozyo-wa ta
in fact come she past
(stem)

Lit. 'Susan promised to come at 10, and (in fact)
come at 10 she Past'

The absence of the corresponding "VP fronting" rule in
Japanese suggests that this language does not have the
category corresponding to English VP node (cf. Hinds
(1973)).

4.1.2.2 Evidence from the Distribution of Adverbial

Elements

Hinds (1973) notes that another piece of evidence
against VP node in Japanese can be obtained from the distri-

bution of adverbial elements in this language. His
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that in languages like English, adverbials may not normally

occur intervening between a verb and its direct object. He

states, citing Schwartz (1972):

Thus,

He (=Schwartz (1972);N.F.) states (p.126) that "a
feeling of interruptability (mcre accurately, a
resistance toward interruptabilty) can be used
as evidence for constituency relations." He further
points out (p.126) that "such evidence has been used
in the past ... in support of major constituency
breaks." 1In order to use this criterion, it is
necessary to show that an element which is otherwise
freely positioned cannot be placed in a specific
context. His example involves Indonesian, in which
time adverbials can usually be placed anywhere in a
sentence. However, thev CannoTt ©CCuLI in LEtween
an object and a verb. Schwartz( p.217) claims that
"the intuitive sense of a bond or valence between
these predicates and complements is substantiated by
a probing of constituency breaks; the stronger the
bond, the worse the violation."

(Hinds (1973:46))

for example, in English, adverbial elements, which

otherwise can generally be placed anywhere in a sentence

(cf.

Keyser (1968)), cannot occur between a verb and its

direct object. Consider the following contrast cited
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from Whitman (1982:23).

(13) a. John now is reading that book

h. *John is reading now that book

In (13a), an adverbial element now intervenes the subject
and the rest of the sentence, but the sentence is still
grammatical, whereas in (13b), the occurrence of such an
adverbial element between the verb and its direct object
makes the sentence ungrammatical. On the other hand,

there is no such contrast in Japanese.

(14) a. John-ga ima sono hon--o yonde iru
-Nom now that book-Acc be reading

Lit. 'John now is reading thal book
b. John-ga sono hon-o ima yonde iru
Lit. 'John is reading now that book'

(Whitman (1982:24) with adaptation)

Although this argument is, as Hinds himself notes (Einds
(1973:46-47)), not at all a strong argument aga.nst VP node,
the contrast in (13) and the lack of such contrast in (14)

seem to Indicate that the relationship between a verb and



196

its direct object in Japanese is somewhat different from

that in English.

4.1.2.3 Evidence Ifrom Empty Pronominal

Whitman (1982) observes another fact in Japanese which
appears to indicate the absence of the VP node in the
language. This fact has to do with the behavior of empty
pronominals. Empty pronominals in Japanese show quite
different properties than overt pronominals like kare 'he'
(cf. (3)) with respect to the relation to their antece-
dents. Consider the followinc examples from Whitman

(1982:26) .

(15) a. *[yp Johni-no okaasantga gj aisite-iru
-Gen mother-Nom loves

Lit. 'Johnj's mother loves gj'
b. *ej [nyp John-no okaasanto aisite-iru

Lit. 'ej loves Johnj's mother’

The crucial fact is the ungrammaticality of (l5a) under the
intended coreference reading. Unlike the overt pronominal

kare 'he' in (3c), the empty pronominal in (15a) cannot
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take John as its antecedent. Given the condition stated
in (2), the ungrammaticality of (15a) would directly
follow if we assume that Japanese lacks VP node. That is,
if we assume that (15a) has the configuration (l6a),

rather than (16b) (irrelevant details omitted),

(16) a. S b. S
/1N /N
NP ej V NP VP
/ /7N
Johnj Johnj ey vV

the ungrammaticality of (l5a) would follow as a violation
of the condition (2), since in (l6a) an empty pronominal

ej does c-command its antecedent Jchrn. On the other hand,

if Japanese has VP node, i.e., the structure of (l1l5a) is
the one depicted in (16b), we cannot readily account Zcr the
ungrammaticality of (l5a), since in (16b), the empty
pronominal does not c-command its antecedent John, due to
the existence of a VP node. Thus, the ungrammaticality of
(15a) with the intended interpretation provides a piece of
evidence against the existence of the VP node in Japanese,
just as the grammaticality of (3c) provides us with

evidence for the existence of such a node, a quite contra-

dictory situation.
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4.2 Japanese as a SPECless Language

In this section, T will argue that Japanese lacks
"specifiers" in the sense defined in Chapter 2. That is,
this language does not have elements that "close off"
category projections. Since the existence of specifiers
is closely connected with the existence and the nature of
Functional categories as discussed in detail in Chapter 2,
I will first examine the nature of Functional categories
in Japanese, and then go on to discuss the properties of
elements in Japanese which have been called "specifiers"
in the literature. It will be shown there that none of
these elements has the property of closing off the category

prciection.

4.2.1 Functional Categories in Japanese

4.2.1.1 D

It is a well-established fact that Japanese does not
have articles corresponding to the or a in English. thus,

noun phrases in this language can freely occur without any
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articles with them.

(17) a. John-ga hon-o  yonda
-Nom book-Acc read

cf. *John read book

b. John-ga ronbun-o kai-ta
article wrote

cf. *John wrote article

c. inu-ga heya-ni haitte-kita
dog room-to in came

cf. *dog came into room

This fact lends initial support for the claim that Japanese
lacks a Functional category D.

2ncther candida*e for a Punctional category T is a
class of demonstratives such as this and that. Unlike the
cose of articles, Japanese does have elements which

roughly correspond to English this and that, namely, ko-no

'this,' a-no 'that,' and so-no 'that, the.'10

(18) a. ko-no hon 'this book'
this book
b. a-no ronbun ‘that article'

that article

c. so-no onnanoko 'that/the girl'
that/the girl
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The use of these demonstratives is constrained by very
interesting functional factors (cf. Sakuma (1936), Hattori
(1968), and Kuno (1973), among others). But such consi-
derations are immaterial to our present concern. What is
important to our purposes here is whether or not these
Japanese demonstratives bear the properties of Functional
categories. Recall that I have argued in the preceding
chapter that one of the characteristic properties of
Functional categories is that only Functional categories
project up to XP level, a structurally closed level.
Thus, nothing can show up outside the c-command domain of
a Functional head, if the Functional head contains no
Kase; and if the Functional head is a Kase-assigner, only
a single element, the specifier cf the Puncticnal head,

may appear.

(19) D = the (non-Kase—assigner)

a. the book
b. *John the book

(20) D = 'S (Kase—assigner)

a. John's lecture
b. *yesterday's John's lecture
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Oon the other hand, Lexical heads do not have the property
of closing off the projection, and there is no structural
limit on iterating modifiers as long as all of the modifiers

are appropriately interpreted and licensed.

(21) a. a red car
b. an expensive red car
c. a big expensive red car

etc.

Demonstratives in English clearly pattern with Functional
heads in this regard, namely, they have a property of

closing off the projection.

(22) a. this book
b. *John's this book

(23) a. that lecture
b. *yesterday's that lecture

The ungrammaticality of (22b) and (23b) is straightforwardly
accounted for, if we assume that English demonstratives

are just like the in that they are Functional heads

without Rase-grid.
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Japanese demonstratives, on the other hand, do not
have such a property of closing off the category projection,

as shown by the following examples.

(24) a. ko-no hon ‘this book'
b. John-no ko-no hon Lit. 'John's this book'
c. akai John-no ko-no hon Lit.'red John's this book'
red
(25) a. a-no kuruma
car
'that car’

b. John-no a-no kuruma
Lit. 'John's that car'

c. ookina John-no a-no kuruma
big

Tit., 'bic John's that car'

(26) a. so-no koogi
lecture

b. Yamada-sensei-no so-no koogi
teacher

Lit. 'Prof. Yamada's that/the lecture'’
c. kyonen-no Yamada-sensei-no so no koogi

last year
Lit. 'last year's Prof. Yamada's that/the
lecture’

Some of the examples in (24) - (26) are a little odd due

to the semantic conditions imposed on the ordering among
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prenominal elements (cf. Chapter 2). But iv is unguestio-
nable that all of these examples are significantly better
than corresponding English expressions which are clearly
ungrammatical, and should be judged to be fully grammatical.

These facts indicate that Japanese demonstratives
behave like English prenominal modifiers and never have
the property of closing off the category projection as the
corresponding English demonstratives do. In the absence
of any other plausible candidates for a Functional head D
in Japanese,11 I conclude that this language lacks the
Functional category D. Note finally that given the total
lack of Functional category D, it immediately follows that
Japanese noun phrases are projections of N, namely N', and
therefore are never closed. This predicticn has already
been partially attested by the grammaticality of (24c),
(25¢), and (26c), which indicates that not onlv the
demonstratives but also the genitive phrases such as
John-no 'Jecan's' and Yamada-sensei-no 'Prof. Yamada's' do
not close off the projection of N; they are exactly like
English prenominal modifiers in this respect. This point
will be further strengthened in 4.2.2.1, where I will

discuss the 'open' character of Japanese noun phrases.
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4.2.1.2 L

Aside from the actual occurrence of modals, the
justification of the Functional head I is highly theory
internal even in English. The exitence of the Functional
category in a language like English is signaled by a
number of syntactic phenomena in relation to various
principles of grammar. Subject-verb agreement is best
described as an instance of "SPEC-head" agreement between
a head I (containing AGR) and its specifier. Nominative
Case assignment can be treated in a similar way. The
so-called "subject-Aux inversion" can be described as a
head movement from I to C only if a Functional head I is
pestulated. The "Nominative island" effect and the
distribuctional property of PRC can both be derived from
the Binding Theory if we posit the syntactic category I.

The scopal ambiguity of such elements as gven and only

(Jackendoff (1972)) can receive a natural account if we
separate I from the maximal projection of a verb.

It has been pointed out by various linguists that
Japanese lacks all of these properties which indicate the
existence of a Functional category I. Subject-verb
agreement is simply lacking in Japanese, and so is "subject-
Aux inversion." Nominative Case assignment (ga marking)

takes place quite independent from whether the sentence is
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tensed or not (cf. Saito (1982b), Kurcda (1983)).12 The
"Nominative island" effect is also nonexistent in this
language, and the possibility of PRO in subject position
is not affected by tensedness of that clause (Kuroda
(1983)). And the domain of scope-bearing elements in
Japanese is always restricted to the verb (.Luno (1980),
Whitman (1982)).

In view of this total lack of the cluster of the
properties indicating the existence of I in Japanese, a
possibility that immediately comes to mind is to claim
that there is no such category in the language, i.e.,
Japanese lacks I, as suggested by Whitman (1982, 1984).
Thus, "tense morphemes" such as -ta (Past) and -ru
(Present/Non-past) in Japanese d&¢ nct Zorm & syntactic
category I, but are part of a verbal head; and Japanese
sentences are basically projections of V, rather than these
of I (cf. Whitman (1982)), the choice of the head of S
being parametrized (Taraldsen (1983), Chomsky (1986) ).
This approach may very well be true, or at least the basic
insights behind this approach seems to have real content.

Maintaining the core insight of this ng=yMa¥n approach
toward Japanese, there is another possibility to capture
the fact that this language lacks above-mentioned set of
properties that signals the existence of I in a language

like English. That is, we can assume, as a null hypothesis,
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that Japanese has a Functional category I, but this
category contains no features, in particular agreement
features, at all. Under this approach, the Functional
category I exists without any content (grid) and functions
just as a place holder for the "tense morphemes" such as
-ta (Past) and -ru (Present/Non-past). Since the posited
I does not have features, Nominative Case assignment must
take place in a way independent of this category, and in
fact Japanese Nominative Case assignment (ga marking)
takes place in a way quite different from that in English,
as we will see later in this chapter. Also, this Functional
head I is totally "transparent" with respect to the
"Nominative island" effect because it does not contain,
above all, agreement features. Verto does not "ralse" 1nto
the I position since the latter has no "trigger" for the
rule of Verb-raicsing, i.e., acreement feature. Tense
particles are attached to the verbal stem perhaps by a PF
rule, under the strict string adjacency. Aside from its
role as a place holder for the tense particles, the
function of this postulated I may be, if any, to "bind"
the event position of a verb's 6-grid, if we assume
Higginbotham's (1985) story of 6~binding.

Positing this very defective I in Japanese seems to
have several descriptive advantaces over the ng=yMaXn

approach. First, tense morphemes always show up at the
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end of a verbal complex in Japanese.13 For example, tense
morphemes can never intervene between a causative
verb/morpheme and a passive verb/morpheme, but must appear

at the end of the complex verb.

(27) a. tabe - sase - rare - ta
eat Cause passsive past

'was caused to eat'
b. *tabe - sase - ta - rare

c. *tabe - ta - sase - rare

This fact can readily be accounted for if we assume the
position outside the projection cf V, in which tencse
morphemes are specified to appear, namely 1.

In relation to this distributional requirement of
tense morphemes, let us look at the so-called "soo sgu-"
pro form (cf. Nakau (1973), Hinds (1973)). The exact
nature of this pro form is not clear at this point and
also is not relevant to our present concern. The point is
that in a goo su- construction, just like in English do so
construction, tense morphemes can freely appear cutside
the part of the sentence replaced by soco gsu-. Consider,

for example, the following.
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(28) " John-wa kinoo tosyokan-de benkyoo-si-ta
-Top yesterday library-in study-do-past
‘John studied in the library yesterday'
a. Bill-wa ototoi soo si-ta
the day so do
before
yesterday
'Bill did so the day before yesterday'

b. Bill-wa asita soo su-ru-daroo
tomorrow Pres. seems

'Bill seems to do so tomorrow'

¢c. Bill-mo asita soo si-tagatte-i-ru
also want to

'Bill wants to do so tomorrow, too'

As the examples (282) and (28c) clearly show, tense
morphemes (which are underscored) stand outside the domain
replaced bv a pro form soo su-. If we assume that tense
morphemes occupy the I position which is outside of the
projection V, this fact can be straightforwardly accounted
for by saying that soo su~ replaces the projection of V.
Description of topicalization in Japanese (at least
the one which involves movement. See Saito (1985) and
Hoji (1985) for much relevant discussions) can also be
simplified under the "very defective I" approach. Two

distinctions must be made with respect to topicalization

in Japanese: First, we must account for the difference
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between ga (Nominative) and wa (Topic) in regard to their
assignment. And second, we have to explain the difference
between scrambling and topicalization, particularly the
iterability of the former and the noniterability of the
latter. We can give a unified account of these phenomena
by positing a defective I. As we will see directly,
assignment of ga in Japanese, unlike English Nominative
Case assignment, is purely structural. Roughly speaking,
once every position of the verb's Case-grid has been
discharged, ga marking takes place as a default process,
assigning ga to any noun phrase which is a sister of v,
hence the possibility of "multiple ga" (See 4.3 for
discussion). On the other hand, wa is attached to a phrase
which is adjoined tc a prcijectien c¢f I, namel I'y Dy
topicalization, assuming that topicalization is an adjunc-
tion operation in Japanese, along the lines suggested for
English topicalization by Baitin (1982) and by Howard
Lasnik in his forthcoming work. (See also Whitney (1984),
Saito (1985)). As for the difference between scrambling
and topicalization, I will argue later in this chapter
that scrambling takes place within a projection of V,
substituting a constituent into a base-generated 'adjoined'
position, which is a fundamentally different operation
from topicalization, a true adjunction. Thus, the iterab-

ility of scrambling follows from the iterability of
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"specifiers" within a Lexical category as I have discussed
in Chapter 2, and the non-iterability of topicalization
might be accounted for by a general ban on double adjunction
in syntax. Also, this analysis of topicalization gives a
natural account of the fact that a wh element cannot be
topicalized, on the assumption that a wh element cannot be

adjoined in syntax (see 4.4).

(29) John-ga sono hon-o katta

-Nom that/the book-ACC bought

o]
.

*John bought the book'

b. *dare-wa sono hon—-o katta ka
who -Top Q

'‘who bought the book'
sonoc hon
c. | sore }-wa John—-ga t katta
it/that

' t
{ hat/zﬁ:tbook }, John bought'

d. (*dono hon\-wa John-ga t katta ka
which

*nani
what

Lit. ' which book, did John buy'
what

By contrast, scrambling of a wh element corresponding to

these examples is possible.
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(30) " a. John-ga sono hon-o katta
b. sono hon-o John-ga t katta

{ dono hon

nani } -o John-ga t katta ka

C.

This difference between topicalization and scrambling
can, again, be straightforwardly accounted for if we
assume that scrambling takes place within a projection of
V, substituting elements into a base-generated position,
while topicalization is a process of detaching an element
from a basic clausal structure, i.e., it is an operation
of picking out an element and adjoining it to a projection
of I. Thus, assuming the analysis of English topicalization
put forth by Baltin and Lasnik, English and Japanese are
basically the same with respect to topicalization (involving
movement). In fact, as Boward Lasnik pointed out to me,
topicalization of a wh element is also prohibited in

English, as exemplified by the following contrast.

*who

(31) who thinks that { Bill

} John saw t

And I speculate that the lack in English of Japanese-type

scrambling, which allows fronting of a wh element, is
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probably due to the fact that the subject in English must
move to the specifier of IP position to receive Case, and
therefore any operation placing some element, say object,
in a position preceding the subject must necessarily
involve movement of an element to somewhere outside of
the projection of a Lexical category, in particular,
adjunction to IP.

It is not clear how these differences between topica-
lization and scrambling in Japanese, as well as the
differences between ga and wa, can be given a natural
account under the approach which does not posit a syntactic
category I.

From these considerations, I will in what follows
tentatively assume & very defective I in Japanese, which
does not contain any relevant syntactic feature. It
should be noted, however, that this does not mean any
strong commitment to the existence of a Functional category
I in the language. Among the three problems with the
configuration lacking the category I pointed out above,
the first two could be solved if we come up with some
appropriate morphological explanations for the distribu-
tional property of tense suffixes in Japanese; for the
third problem, no satisfactory account seems to be available
at this point, in the absence of sufficient understanding

of the nature of topic in Japanese and other languages.
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Note also that even under the "very defective I" approach,
Japanese sentences are, in a sense, projections of V.
That is, aside from topicalization, every grammatical
process, including "Nominative Case" assignment (ga
marking), takes place within a projection of V in Japanese,
which is in sharp contrast to English where Nominative
Case is assigned to the specifier of IP position. Notice
in this connection that the specifier position of I in
Japanese can never be licensed since this very defective I
has no F-Feature to discharge.

In this subsection, I have pointed out that there is
no indication in Japanese that the Functional category I
plays a vital role in this language. In view of the total
lack of the set of facts signaling the existence of I,
the immediate possibility is to claim that there is simply
no such element. Although this is an attractive claim and
seems to be correct in its essentials, there are some
problems with this approach. Having been unable to
solve these problems, I tentatively concluded that Japanese
has very defective I which does not have any features
(grids) and thus never projects up to the XP level. This
view still keeps intact the core insight behind the

ng=yMaXn

idea, namely, even under this view of Japanese
sentential structure, every grammatical process, except,

of course, topicalization, takes place within the projection
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of V. In the following discussion, I will assume this
"very defective I" view for the sake of exposition,
although the choice between this view and the ng=yma X
view does not seem to have crucial bearings on the relevant

phenomena to be discussed below.

4.2.1.3 ¢

Let us now turn our attention to another Functional
category, C. I will take up two representative elements
which have been assumed so far to be complementizers in
Japanese, the so-called qguestion morpheme ka and the
supordinate ciause Marker TO.

Consider first ka. It is well-known that in Japanese,
any sentence containing a wh element must end in the
"particle" ka.+%4 This is true irrespective of whether the

wh element appears in a matrix sentence or in an embedded

one.
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(32) a. dare-ga sore-o kaimasi-ta ka

who -Nom it-Acc buy -Past Q

o]

'who bought it'
b. *dare-ga sore-o kaimasi-ta

c. John-wa [dare-ga sore-o katta ka] siranail
~Top bought not know

'John does not know who bought it'

d. *John-wa [dare-ga sore-o katta] siranail

Also, the occurrence of ka is necessary not only for wh

questions but for the so-called yes/no guestions.

(33) . John-wa sore-o kaimasi-ta Kka

o

'Di1é John bur it
b. John-wa sore-o kaimasi-ta
"John bought it'
c. Bill-wa [ John-ga sore-o katta ka ] siranal
not know
'Bill does not know whether John bought it or not'

d. *Bill-wa [ John-ga sore-o katta ] siranai

Example (33b) does not have the interrogative meaning in
the absence of ka, but rather it is an ordinary declarative
sentence. As for (33d), it not only lacks the interrogative

meaning, but also is ungrammatical. It is clear from these
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examples that ka functions as the "Q-morpheme" (Baker
(1970)) having the feature [ +Q ]. What is relevant to our
present concern is, however, the categorial status of this
"Q-morpheme": Is ka an instance of C? Or is it something
else? I will argue in the following discussion that this

element is a noun which bears the feature [ +0Q ].15.

Notice that the ungrammaticality of (33d4) already
suggests that the nominal nature of ka, since it is known
that the factive verb gir- 'know' requires a noun phrase
complement and the only possible reason for the ungramma-
ticality of (33d), which is minimally different from the
grammatical (33c) with respect to the presence/absence of

ka, is that the embedded clause lacking ka does not

}a-

satisfy this requirement by the verb gir- 'know.' In
fact, (33d) becomes a grammatical (declarative) sentence
if we attach a nominal head koto 'fact,' with the assigned

Case particle -o (Acc), to the embedded clause.

(34) Bill-wa [John-ga sore-o katta koto }to siranai

'Bill does not know the fact that John bought it'

The same point is further strengthened by the fact that
Case particles such as —ga and -o can be attached to a

clause accompanied by ka. As is well known, these Case



particles can only be attached to a noun phrasel® and can
never be attached to other categories, as shown by the

following paradigm.

(35) a. [np John}ga kita
came

'*John came'

b. [ypls John-ga Mary-o nagutta] kototga akiraka da
hit (fact) obvious is

'It is obvious that John hit Mary'
c. *[g John—ga Mary-o naguttatga akiraka da
'It is obvious that John hit Mary'

d. *|[pp John-karatga tegami-ga kita
from letter came

'¥rom Jonn, & letter came'

(36)

m

. John~ga [yp Maryto sitte-iru
knows

'John knows Mary'
b. John-ga [Nyp [s Bill-ga Mary-o nagutta]
kototo sitte-iru
'John knows (the fact) that Bill hit Mary'
c. *John-ga [g Bill-ga Mary-o naguttato sitte-iru
d. *John~ga [[g Bill-ga Mary-o nagutta] toto

that
sitte-iru
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" e. *John-ga Bill- (e \-o (nagutta\
to okutta
sent
kara
from
kaita >
< ni > ‘<wrote
to
) \ /

In general, any combination x-o, where x is not a noun
phrase, is disallowed in Japanese. Consider now the
clauses marked by ka. As shown below, both -ga and —o¢ can

in fact be attached to clauses accompanied by ka.

(37) a. [ [g John-ga nani-c katta ] Ka Fga mondai da
wnat bought problem is

'The problem is what John bought'

b. [ [g John-ga sore-o katta ] ka (dooka) tga
mondai da
'The problem is whether John bought it'

c. John-wa [[g Bill-ga nani-o kaulkato siritagatte-iru
~-Top buy want-to-know

'John wants to know what Bill is going to buy'
d. Boku-wa [[John-ga nani-o katta] kato siritai

I
'I want to know what John bought'
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" e. Boku-wa [[John-ga sono hon-o katta ]
that/the
ka (dooka) to siritail

"I want to know whether Jnohn bought that/the book"

The grammaticality of these examples constitutes strong
evidence for the nominal nature of ka.

Let us now turn to the categorial status of to
'that.' I would like to argue in what follows that to is
a postposition. The fact that to has an independent use

as a postposition lends initial support for this rypothesis.

(38) John-wa Mary-to kaimono-ni itta
-with shepping-te went

'John went shopping with Mary'

A stronger piece of evidence that Lo is a postposition
even when it is used as a "clause marker," can be obtained
from the attachability of the topic particle —wa. Consider

the following examples.
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(39) a. [yp Johniwa Bill-o nagutta

hit
'John hit Bill'
b. [pp John-karatwa nagaikoto tegami-ga konai
from for a long time letter not come

‘1t is from John that letters have not come for
a long time'

c. [pp Tokyo-e }wa Bill-ga itta
to went

'As for Tokyo, Bill went there'

d. *[g John-ga Bill-o nagutta twa mondai da
problem is

'Tt is a problem that John hi, Bill'

These examples show that the topic marker =—wa can be
attached to a noun phrase or to a postpositional phrase,
but can never De attached TO a BEnctence. However, clauses
accompanied by to can freely occur with the topic marker

—Wa.

(40) a. [[g John-ga Mary-o nagutta ] to ¥wa odoroki da
suprising is
'Tt is surprising that John hit Mary'

b. [[g John-ga sono mondai-o toita ] totwa totemo
that/the problem solved never

omoenai
not conceivable

"It is inconceivable that John solved that
problem'
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The examples in (40) clearly indicate that the clauses
with to must constitute either a noun phrase or a post-
positional phrase, since only to these phrases a topic
marker -wa can be attached. The ungrammaticality of the
following examples, in which Case particles —ga or =0 is
attached to a clause with to, shows that clauses with to
cannot be noun phrases, because, as we have seen above,

-ga and -o can only be attached to noun phrases.

(41)

o

. *[[g John-ga Mary-o nagutta ] totga odorokida
'It is surprising that John hit Mary'

b. *[[g John-ga sono mondai-o toita] totaa

totemo omoenai

'It is inconceivabie that sSchn sclived that
problem'

c. *John-wa [[g Bill-ga Mary-o nagutta) toto sitteiru

'John knows that Bill hit Mary'
(cf. John-wa [Bill-ga Mary-o naguctta kotoTo
sitteiru)

d. *John-wa [[g zibun-ga mukasi issyookenmei
self in the past hard

benkyoo sinakatta ] toto kookai site-iru
study did not do regret do

'John regrets that he did not study hard in the
past'

(cf. John-wa [zibun-ga mukasi issyookenmel
benkyoo sinakatta kotojo kookai
site-iru)
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From these considerations, we should conclude that clauses
with to are postpositioral phrases and hence to is a
postposition.

Our discussicn so far has shown that a "Q-morpheme"
ka is a noun and that a "subordinate clause marker" to is
a postposition. A stronger argument, namely, an argument

that these two elements cannot constitute a single syntactic

category, say, C, can be made on the basis of the following
fact. That is, it is possible to put these elements
together and attach the topic marker —wa to them. For

example,

en
in

=nQ)

ocaku-o yaru kototni imi-ga aru]
uistics dc in meaning exiscs

[(e J10)]

ka ] totwa ii situmon da
good question is

'Whether or not there is meaning in doing
linguistis is a good question'
b. [[[John-ga dare-o korosita lka] toiwa
who killed

ii pointo da
point

‘It is a good point as to who John killed'

If both ka and to belong to a Functional category C, then
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the structure of the phrases marked by =—wa in these

examples zhould be as [cllows.

(43) C' - wa
/\
c' C
/ N\ |
e C to
|
ka

The structures like (43), to the best of my knowledge,
have not been attested in any language soO far, and also
do not fit in any version of the X-bar theory, including
our system of projection. On the other hand, if our
arcguments presented above are coerrect, and the categorial

status of these elements ka and are a noun anag a

IS

postposition, respectively, then the structure of the

phrase in question would be:

(44) P' -wa

The structure (44), unlike (43), is a quite regular
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structure, i.e, one of the typical internal structures of
postpositional phrase, and hence no problem arises as to
the special treatment of the examples such as (42). Thus,
the possibility of the successive occurrences of ka and
to, as exemplified by the examples in (42), seems to
constitute evidence that these two elements do not form a
single Functional category C, but rather, categorially,
belong to different syntactic categories, namely, noun and
postposition.

In this subsection, I have taken up two elements in
Japanese that have widely been assumed to be complementizers
in this language, and have argued that there are good
reasons to believe that these elements belong to different
syntactic categcries, viz., kK& is a noun and ro 1is a
postposition. If this is true, it is very likely, in the
absence of plausible candidates, that there is no syntactic
category C in Japanese. It should be stressed here that the
"function" of the elements such as ka and to is exactly
like that of a Functional category C, i.e, ka clearly has
an F-Feature (it is a "Q-morpheme"), and it is extremely
implausible to attribute any ©6-grid to these elements.
The fact peculiar to Japanese, which distinguishes this
language from, say, English is that these purely functional
elements still retain their categorial status as "Lexical

categories," and do not form a single Functional category
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C. Tt is not clear at this point why this should be so,
but our analysis in this subsection clearly shows that

this is actually the case.l”

4,2.2 "Specifiers" in Japanese

fn the preceding subsection, I have argued that
Japanese lacks Functional categories D and C. As for I,
syntactic evidence for this Functional category in Japanese
is very scarce, which suggests the nonexistence of this
category in the language. Although this may well turn out
to be eventually on the rignt track, as I pocinted cuc
above, I nevertheless tentatively concluded that Japanese
should have "very defective I" because of several proble-
matic cases for the approach under which no I is posited.
Thus, my conclusion in the preceding discussion is that
Japanese lacks D and C, but this language has very defective
I which does not have any F-Feature. What, then, is the
prediction from the system of projection introduced in
Chapter 2 for Japanese with respect to the existence of
specifiers in this language?

Recall that in the system of projection I have
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proposed in Chapter 2, only Functional categories can have
specifiers within these projections. Thus, if there is no
Functional category, the absence of specifier is an
automatic consequence. Furthermore, even if the head is a
Functional head, its specifier position is not licensed and
hence nonexistent unless some Kase is discharged to that
position. Therefore, given our system of projection, it
is predicted that there is no specifier in Japanese. In
the cases of D and C, there are simply no such Functional
heads in the language. In the case of I, even if there
may be such Functional head, as I suggested above, it is
very defective in that it does not contain any feature, in
particular agreement feature. Hence, the specifier
position of the Functicnal head I in Japanese can never be
licensed and thus nonexistent.l8

T thus conclude that our system of projection predicts
that there is no specifier (in the sense defined in
Chapt:r 2) in Japanese. In what follows, I will argue
that this prediction is indeed true, by showing that none
of the elements which have been treated as specifiers in
the literature exhibits a property of "closing off" the
category projection, a characteristic property of speci-

fiers.
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4.2.2.1 Noun Phrases

We have already seen in Section 4.2.1.1 that genitive
phrases, as well as demonstratives, do not close off the
projection of N, so that the following Japanese examples
are all grammatical in contrast to the corresponding

English phrases in the quotes, which are all ungrammatical.

(45)

s}

. Yamada-sensei-no s0-Nno koogi
teacher—-Gen that/the lecture

Lit. 'Prof. Yamada's that/the lecture'

b. sensyuu-no Yamada-sensei-no so-no koogi

last week
Lit. 'last week's Prof. Yamada's that/the
lecture!

c. Tokyo-daigaku-(de)-no sensyuu-no
university (at)

Yarada—-sensei-no so-no koogi

Lit. 'Tokyo University's last week's
Prof. Yamada's that/the lecture'’

Notice that to say that there is no specifier in noun
phrases in Japanese amounts to saying that a projection of
N in Japanese is never closed off, i.e., Japanese noun
phrases are always "open" in the sense that, given a noun
phrase, it is always possible to add something else to it

from outside, as long as licensing conditions on the
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interpretation of prenominal elements are satisfied. From
this angle, we can present further evidence that there is
no noun phrase specifier in Japanese, namely, modifiability
of pro forms. It is well known that in English, pro forms
such as it, he, himself, etc. do not allow further modifi-

cation, whereas a pro form one does.

(46) a. *big it
b. *short he
c. *yesterday's himself
d. an expensive one

The contrast in (46) can most naturally be accounted for
if we assume that pro forms like it, he, etc. are "NP" pro
forms, while one is an N' pro form. NP is a closed
category, so that i~ does not &llow further modification,
whereas N' is at an "open" level and allows iteration of
modifiers, as argued in Chapter 2.1

The striking difference between English and Japanese
in this regard is that Japanese does not have "NP" pro
forms, which do nct allow further modifications. In other
words, Japanese pro forms always allow further modifications
as long as the semantic conditions are met. Consider, for
example, pro forms sore 'it,' kare 'he,' zibup 'self.'

Semantically, pro forms like sore 'it' are most resistant
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to further modifications, due to their definiteness.
However, given an appropriate context, even these pro
forms can be freely modified in Japanese. Thus, the
following examples, in which the pro form and its modifier

are underlined, are perfectly grammatical.

(47) a. sore 'it'

Tokyo-no biru-no okuzyoo kara mita
-Gen building-Gen top from (I)saw

Haree-suisei-wa smog—-no tame bonyarito
Halley's Comet-Top smog-Gen due to faintly

nigotte ita ga, Qkinawa-no Naha-de mita
blurrred was but -Gen -in (I)saw

sore-wa yozora-ni kukkirito kagayaite-ita
it-Top night sky-in vividly shining was

Lit. 'Halley's Comet that (i) saw {rom The
top of a building in Tokyo was blurred
by the smog, but it that (I) saw in Naha
Citv in Okinawa was vividly shining in
the night sky'
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"b. kare ‘'he'

kinoo Taroo-ni atta ka-i?
yesterday Taro-with met Q

Lit. 'Did you meet with Taro yesterday?'

un, demo kinoo-no kare-wa sukosi yoosu-ga
Yes, but yesterday-Gen he-Top somewhat state-Nom

hendat-ta
be strange-Past

Lit. 'Yes, but yesterday's he was somewhat
strange'

c. zibun 'self'

kukyoo-ni tatasare-ta Saburoo-wa nanno
hardship-in forced to face-Past Saburo-Top not any

kuroc-mo siranakat-ta mukasi-no zibun-ni
sufferings—even not—know-Past cld days-Gen self-to

modoritai-to omotta
wanted to go back-that thought

Lit. 'Saburo, who was stranded in hardships,
wanted to go back to old day's himself
who did not know any sufferings'

The well-formedness of the examples in (47) clearly shows
that these pro forms, unlike the corresponding English
ones,20 are N' forms. In fact, there is no "NP" pro
forms, i.e., pro forms which do not allow further modifi-
cations, in Japanese. This fact strongly supports the

claim that Japanese noun phrases are never "closed off,"
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and hence that there is no noun phrase specifier in this
language, which is a direct consequence of the hypothesis
put forth in the preceding subsection that there is no
Functional category D in Japanese.

A similar observation can be made for the so-called
"stacked" relative clauses. As is well~known, restrictive
relatives can stack in English, whereas appositive (non-
restrictive) relatives cannot (cf. Chomsky (1977a),

Jackendoff (1977)).

(48) a. people who go to MIT who like math will get jobs
b. *John, who goes to MIT, who likes math, will get
a job

It is not our present concern how we should derive this and
other differences between restrictive and appositive
relatives (see Jackendoff (1977) for relevant discussions).
What is important for our present purposes is that Japa-
nese lacks such a contrast between restrictive and apposi-
tive relatives with respect to their stackability. Both
of them can stack. Thus, both of the following examples

are acceptable.
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"a. restrictive

Inp (s Osaka-(de)-no kokusai-kaigi-ni
in -Gen international conference at

sanka-suru koto-ni-natte-iru][g America-kara

attend is supposed to f rom
kaette-kita bakaritno gakusya-tatitwa ima
came back just scholar-plural-Top now

Tokyo-no hotel-ni tomatte—imasu]
at are staying

Lit. 'The scholars who are supposed to attend the
international conference in Osaka who just
returned from America are now staying at a
hotel in Tokyo'

b. appositive

[xp [g Osaka-(de)-no kokusai-kaigi-ni sanka-suru

kotc-ni-natte-iru] [g America-kara kaette-ki-ta

pakaritno Jonnywa ima Tokyo-no notel-ni

tomatte-imasu

Lit. 'John, who is supposed to attend the
international conference in Osaka, who

just returned from America, is now staying
at a hotel in Tokyo'

The lack of asymmetry between Japanese restrictive and

appositive relative clauses with respect to their stackab-

ility exemplified by the above examples shows that these

two types of relatives are syntactically indistinguishable2l

in Japanese; neither of them close off the projection of
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N. That is, both of the two types of relatives pattern
with prenominal modifiers in, say, English, and neither of
them has a property of specifiers.,

We have seen in the previous discussion that what
have been regarded as specifiers in Japanese, in particular,
genitive phrases, as well as demonstratives, do not have
the characteristic closing property of specifiers. We
have also argued that there are independent evidence that
Japanese noun phrases are never closed (never reach the
"closing" level, XP), by showing that even what have been
treated as "NP" pro forms in this language can freely be
modified, and that not only restrictive relatives but also
appositive ones can stack in Japanese, which is, again, in
sharp ccntrast with English. It should pe now clear that
there are no specifiers that close off the projection of N

in this language, as predicted by our system of projection.

4.2.2.2 Sentences

In the general framework of grammar I am assuming
in this thesis, there are two kinds of specifiers in the
clausal case, one is the specifier of C (or CP), and the

other, the specifier of I (or IP). The former type of the
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specifier is instantiated by a moved wh element (cf. Chomsky
(1986))22 and the latter type by the subject. If my
arguments presented in Section 4.2.1 above are valid, the
specifier of C does not exist in Japanese simply because
there is no Functional category C in the language. And in
fact wh elements do not move (in syntax) in Japanese, as
is well known. As for the specifier of I, onr system of
projection predicts, as I argued before, that there is no
specifier of I in Japanese, because, first of all, the
existence of the Functional category I in Japanese itself
is questionable, and, even if there is such a Functional
category, it does not have agreement feature to discharge.
I thus suggested there that subject in Japanese is within

SO0 true

}-3

a projection of V. Note in passing that this ig a
for English in our system. That is, not only Japanese but
alsc English has a subject within a projection of V at
D-structure. English differs from Japanese in that the
Functional category I in English has agreement features (in
the tensed case) so that subject must move to the position
of specifier of I to discharge I's agreement features, or
put it differently, subject must move, if it is lexical,
to receive Case from I in order to avoid a Case Filter
violation. By contrast, Japanese has a way of Nominative
Case assignment, which is quite independent from the

Functional head I, as we will see later in 4.4. Also, due
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to the lack of agreement features in I, there is no position
to which subject can be moved to get Case. Therefore,
there is no necessity nor possibility for subject to move
into the specifier position of I in Japanese. In short,
what distinguishes between English and Japanese in this
respect is the fact that English has I with agreement
features but it lacks the structural Nominative Case
assignment mechanism, while Japanese lacks I with agreement
features but it has the structural Nominative Case assign-
ment (ga marking). It is of course desirable if we can
derive one from the other, i.e., if we can derive the
existence of structural Nominative Case assignment from

the lack of agreement features in I, or vice versa. At

ft

this point it is not clear tc which direc ion the derivation
goes, although I speculate, in view of the significant
role the agreement features plav in various other vplaces
in a grammar, that the presence/absence of agreement
features is the fundamental parametric property of a
language from which other properties, e.g., the existence
of purely structural Nominative Case assignment mechanism,
must follow.

Returning to the discussion of the position of
subject in Japanese, if, as I have argued, subject in

this lanquage stays within a projection of V and hence is

not the specifier of I, no principle of grammar requires
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its uniqueness,23 namely it can be iterated like other
adjuncts/modifiers within a projection V, as long as all
occurrences of subject are appropriately interpreted.
This is indeed the case as shown by the well known "multiple

subject" construction exemplified below.

(50) a. heikin-zyumyoo-ga mizikai
average-lifespan-Nom is short

'The average lifespan is short'

b. dansei-ga heikin-zyumyoo-ga mizikai
male

'Tt is men that their average lifespan is short'
c. bunmeikcku-ga dansei—ga heixin-zyumyoo-—ga
civilized countries
mizikai
‘It is civilized countries thau men, their average

lifespan is short in.'

(cf. Kuno (1973:Ch.3))

Thus, the existence of the so-called "multiple subject"”
construction in Japanese supports our claim that subject in
this language is not the specifier (of I), but is within a
projection of V.

The facts about scrambling provide further evidence
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for our claim that there is no specifier in a clausal
system in Japanese. As is well-known, "multiple" scrambling

is freely allowed within a single sentence in Japanese.

(51) a. John-ga Mary-ni so-no-hon-o watasita
~-Nom -to that/the book-Acc handed/gave

'John gave the book to Mary'

b. Mary-ni John-ga so-no-hon-o watasita

c. so-no-hon-o Mary-ni John-ga watasita

The "multiple" scrambling such as the one exemplified by
(51) should not be allowed if scrambling is a movement
intc a specifier position, because in our system of
projection, specifier, if any, must be unique and cannoct
be iterated (cf. Chapter 2). The "multiple" scrambling
will also be prohibited under the assumption that it is an
adjunction operation (cf. Saito (1985)), if we assume,
following Gueron and May (1984), that only a single
element can be adjoined to each category, i.e., that
"multiple" adjunction is generally banned.?4 oOn the other
hand, if we assume that scrambling takes place within a
projection of V and that it is a movement operation
distinct from adjunction, then the perfect acceptability

of "multiple" scrambling sentences is successfully accounted
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for. What, then, is the status of scrambling operation?
Under the general theoretical framework I am assuming
here, all movement operations are either adjunction or
substitution. I have just argued that characterizing
scrambling as an adjunction creates undesirable results.
Therefore, it must be a substitution operation, In our
system of projection, however, it is not clear how the
"landing site" for scrambling could be "licensed" at
D-structure. If, then, there is no base-generated landing
site (empty node) available to scrambling, then it is
impossible to characterize this rule as a "substitution"
in the standard sense. Hence, I would propose the following
definition of "adjunction" to reconcile this apparent

¢ilemnma.

(52) A movement is an adjunction iff the structure created
by that movement 1is non-base-generable (otherwise,
the movement is a substitution).2

Given the definition (52), scrambling is an instance of
substitution, as desired, since the resulting structure
after the application of scrambling is obviously "base-

generable."
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(53) A
/ \
scrambled V'
phrasej |,
P

~

e o @ ti ..‘V

Recall that in our system of projection, there is no
structural limit on the "recursion" of Lexical categories.
This amounts to saying that, given the definition (52) of
adjunction, there is no "adjunction" to a projection of a
Lexical category, due to the possibility of "free recursion”
within a projection of a Lexical category.26 Thus, for
example, scrambling can be regarded as an operation that
takes place "inside" the projection of V, due to the
"cpen" nature of the Lexical cactegery. In contrast,
"adjunction" to a projection of a Functional category is
always an adjunction according to the definition (52),
since Functional categories do not allow "recursion"
and hence the resulting stiucture after the application of
"adjunction" is always non-base-generable.

I have argued in this subsection that Japanese
clauses, as well as noun phrases (see 4.2.2.1), do not
have elements that close off their projections and thus are
always "open" as exemplified by the possibility of "multiple

subject" constsruction and that of "multiple" scrambling.
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4.2.3 Summary

In this section, I have examined a potential class of
Functional categories in Japanese and have concluded that
there are no Functional categories D and C in this lan-
guage. As for the Functional category I, I have observed
that syntactic evidence for the existence of this Functional
category in Japanese is very scarce. This suggests that
Japanese sentences should be analyzed as a projection of
Vv, rather than that of I. We have seen that this is
basically correct, but not entirely, due to some problems

with this "g=yMaXs=

approach. I thus posited a "very
delective I"™ in this language in order to handle such
problematic cases;, noting that even under this "very
defective I" approacnh, Japanese sentences are, in a sense,
projections of V in that every major grammatical process,
including Nominative Case assignment (ga marking) takes
place within the projection of V.

Given the total lack of Functional categories with
F-Features in Japanese, our system of projection proposed
in Chapter 2 predicts that there is no specifier (in the
sense defined there) in the language. In the subsection
4.2.2, 1 have examined the elements in Japanese that have

hitherto been assumed to be specifiers, and have argued

that none of those elements has the characteristic property
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of specifiers. I have also suggested, in this connection,
that scrambling in Japanese should be analyzed as a
substitution operation, rather than as an adjunction
operation. My conclusion was, then, that there is no
specifier in Japanese, exactly as predicted by our system

of projection introduced in the previous chapter.

4.3 Phrase Structure of Japanese

4.3.1 Phrase Structure of Japanese : A Proposal

Our conclusions in the preceding Se&cticn naturai.ly
jead us to the following phrase structural configurations
for Japanese, taking sentences and noun phrases as repre-

sentative examples.



(54) ' basic clausal structure

(1')
/\
A (1)
/ N\
Vl
/ \
N\
Vl
/ \
\

(55) clauses with "COMP"

a. declaratives

P!
/\
(I') P
N
v' i1 <tTo
/N
Vl
7\
.V‘
/ \
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"b. interrogatives

Nl
/\
(I') N
/N
v' (I) ka

/ N\
Vl
/ \
\
Vl
/ N\
\Y
(56) noun phrases
Nl
/ \
Nl
/ \
N\
Nl
/ N\
N

Notice that aside from the categorial retention of Japanese
"complementizers," these configurations are almost identical
to the structures for Lexical categories in English
(except, of course, different choices of the position of

head). Thus, the overwhelming superficial differences
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between English and Japanese can basically be reduced to
the fact that English has a rich set of Functional catego-
ries with agreement features, whereas Japanese lacks such
syntactic categories; Japanese either totally lacks
Functional categories (if the existence of "very defective
I" can somehow be eliminated), or, even if it has one of
them, namely, I, this category does not have any agreement
features, unlike the corresponding Functional category in
English. Various typological differences between English
and Japanese might naturally follow from this minimal
difference between the two languages, namely, English has
agreement phenomenon but Japanese does not, which is very
closely connected with the existence and/or the nature of
Functicnal categories in the tTwo languages. 1 have
already discussed some of the typological features distin-
guishing English and Japanese, for example, the "multiple
subject" construction, Nominative Case assignment, scramb-
ling, etc. Some other consequences of our view for the
typological differences will be discussed, with further
clarifications of those that I have already mentioned, in
Section 4.4.

Before going into such discussions, however, let us
briefly see in this section if our phrase structural
configurations are compatible with the set of data summar-

ized in 4.1 before.
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4.3.2 Facts Recaitulated

4.3.2.1 Evidence for the "VP" node

Let us first consider the set of evidence for a "VP"
node in Japanese summarized in 4.1.1. Notice crucially
that all of the facts discussed there have to do with the
Binding Theory, and it is known that the Binding Theory
does not refer to a particular node label (e.g., VP), but
rather, what is crucial for the Binding Theory is the
structural relation ‘c—command” (cf. Chomsky (1985, 1986),
among others). In other words, the facts discussed in
4.1.1 show that there is a node that dominates the object
but nct the subiect, but they do not say anything about
the actual node label of the node 1n guestion. it may O
may not be VP. The configurations I proposed above do
satisfy this factual requirement. That is, there is &
node that dominates the object but not the subject, namely,
V', in the proposed configuration. As for the distribu-
tional property of PROarb in Japanese, exactly the same
explanation as the one for the distrubutional property of
PRO in English is possible. PROa in the subject posi-

rb

tion and PRO in the object position appear in the

arb
schematic representations (57a) and (57b), respectively.
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(57) a. V! b. v

PRO / \V' / \V‘
arb o\ / \
e \Y/ PROarb \Y/

PROarb in the object position, namely, the one in (57b}),
is clearly (lexically) governed by the verb, and thus will
be excluded as a violation of the "PRO theorem." PRO_ .
in the subject position appears in the configuration
(57a). And it has already been argued in Chapter 3 that
this position is not governed by the verb (see 3.2).
Thus, the distribution of PRO, , can be straightforwardly
accounted for by our proposed configurational structures
ccr Jzpanese without any problem. 27

P

.o

(¥

I have thus argued that all the facts summariie
4.1.1 are compatible with the phrase structural configura-
tion proposed above, since what is indicated by the set of
facts is the existence of a node dominating object but not
subject, and our configuration does indeed posit such a
node, namely, V'. Let us now turn our attention to the

facts summarized in 4.1.2, evidence against the "VP" node.



247
4.3.2.2 VP Movement

As we discussed in 4.1.2.1, Japanese lacks VP movement
in contrast to English. This difference between the two
languages 1is illustrated by the contrast between (11) and
(12), repeated here for convenience as (58) and (59),

respectively.

(58) Heather promised to come at 10, and come at 10
she did.

(59) *Susan-wa zyuuzi-ni kuru to yakusokusita,
-Top ten -at come that promised

o'clock
sosite (zizitu) zyuuzi-ni ki/ku kanozyo-wa ta
and in fact ceome she Past
(stem)

Lit. 'Susan promised to come at 10, and (in fact)
come at 10 she Past'

This fact has been taken as evidence against "VP" node in
Japanese. However, it seeme to me that the basic difference
between English and Japanese in this regard is not the
categorial status of the element -~c be moved, but different
status of the inflectional element in the two languages.
In fact, Saito (1985:235-244) proposes a plausible account
of the lack of VP movement in Japanese in these terms. He

cites Runo's (1978b) observation that Japanese does not
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have'an auxiliary verb that can be used independently such
as English do and proposes that the lack of VP movement in
Japanese can be accounted for on the basis of this fact

and the existence of the general condition such as follows.

(60) INFL must be realized.

(Saito (1985:238))

That is, in English, the auxiliary verb do is inserted
into the position of I after the application of VP movement,
realizing the inflectional feature and thus satisfying the
condition (60). Japanese, on the other hand, lacks such
elements as do in English. mherefore, if VP is moved to
the front, the inflectional element cannot be realized in
violation of (60), since Japanese does not have do and
affix hopping, a way of realizing inflectional features,
requires adjacency, but in a structure after VP movement,
verb and the inflectional elements are not adjacent to
each other. Thus, the presence of VP movement in English
and the lack of such movement in Japanese is not due to
the difference in categorial status of the category in
guestion, but due to the fact that English has elements
like do as INFL realizers, whereas Japanese does not.

This analysis seems to me to be on the right track.
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Furthermore, in our system, the difference between English
and Japanese observed by Kuno and Saito can be reduced to
a more basic difference between the two languages.
Namely, English I has inherent agreement features, so that
it is possible that some element (e.g., do) other than a
verb bears these features to realize them. By contrast,
Japanese I does not have any inherent feature and functions
only as a "place holder" for the tense morphemes. Thus,
there is no possibility that the "inflectional features”
are realized, simply because there are no such features in
I, hence the lack of do in Japanese. However, the tense
morphemes in Japanse must be "suffixed" to the verbal stem
by some PF rule. And this PF rule requires a strict
adijancency between the verbal stey and the tense mOrpPLEMES.
Therefore, "VP movement* in Japanese always results in an
il1-formed sequence, rendering this PF rule inapplicable.
If the above account of the lack of "VP movement"”
rule in Japanese is right, our phrase structure of Japanese

is quite consistent with the facts summacized in 4.1.2.1.

4.3.2.3 The Distribution of Adverbial Elements

The fact discussed in 4.1.2.2 concerning the distri-
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bution of adverbial elements in Japanese, in particular,
the possibility of the occurrence of an adverbial element
in between a verb and its direct object, can be restated
in current terms as the lack of "adjacency requirement"
(Stowell 1981)) on Case-assignment in Japanese. The
explanation for this phenomenon, however, can be given quite
independently from the issue of the existence of the "VP
node" in Japanese. The essential content of Stowell's
idea on Case-assignment can be stated as follows

(cf. Stowell (1981:113), irrelevant part omitted).

(61) In the configuration [ap ... ]Jor [ ... g o 1,
o Case-marks g, where
{1} o governs 3, and
(ii) o is adjacent to g

2c can be seen from the formulation (61}, the "adjacency
condition" is regarded as a part of Case-assignment
mechanism itself. However, this is not the only conclusion
we can draw from the impossibility of the occurrence of an
adverhial elemen:t between a verb and its direct object in
English. Suppose that the nadjacency condition” (61ii) is
detached from the Case-assignment itself, so that Case-
assignment takes place under the requirement of government

between a Case-assigner and the Case-assignee. We assume
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that the Case-assignment takes place at S-structure.
Under this assumption, Case is assigned under governmenc
uniformly across languages. Suppose further that there is
an additional mechanism in UG that checks if the Case
which is assigned abstractly to a noun phrase28 through
the Case-assignment process is appropriately "realized."
Let us call this mechanism a "Casechecking" mechanism and
assume that it applies in PF. The Case-checking mechanism
works in different ways in different languages. In
languages like Japanese, where there are overt Case-markers,
the process of Case-checking takes place wlthin a noun
phrase. Ccnsider the following hypothetical configuration
in Japanese where a Case-marker o (an accusative/objective
particle) is assumed to be uéjcined as a Case-realizer to
a noun phrase which has already been assigned an abstract

Case [+Objective] by a verb at S-structure under government.

(62) v
A

N v

/ N\
N' ol[+Objective]
[+Objective]
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The Case-checking mechanism applies, checking if the feature
assigned to a noun phrase and the feature of the Case-
particle match. In (62), these features match, both of
them are [+Objective], and the structure will be marked
well-formed with respect to the Case theory. Note that
this process in (62) takes place within a noun phrase in
question. Thus, even if an adverbial element intervenes

between & noun phrase and a verb such as follows,

(63) V!
N\
N' Adv V

N' o [+Objective]
[+Objective]

the structure will also be well-formed.

on the other hand, in languages 1like English where
there is no overt Case-markers comparable to the ones in
Japanese, the Case-checking mechanism would have to look
at the Case-assigner to see if an appropriate Case is
assigned to a noun phrase in guestion, because there is no
information available within the noun phrase itself as
to the appropriateness of the feature, e.g. [+Objective],
assigned to that noun phrase. And if we assume that the

Case-checking mechanism can only look at adjacent elements,
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as séems plausible in view of the fact that it takes
place in PF, then we can account for the impossibility of
the intervening adverbials in a language which lacks overt
Case-markers. In the following hypothetical configura-
tions in English, for example, (64a) is well-formed but
(64b) is ruled out, since in the latter case the
Case-checking mechanism cannot work properly; it can only
look at two adjacent elements, but the verb which is a
Case-assigner, and the noun phrase, a Case—assignee, are

not adjacent to each other.

(64) a. v!

/1N
V Adv NP
[+Objective]

In this way, the difference between English and Japanese,
i.e., the existence of the requirement that a verb and its
direct object be adjacent to each other in the former and
the lack of such requirement in the latter, can be accounted
for, quite independent of the "VP" issue, by postulating

the Case-checking mechanism in PF, whose character is
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strictly local in the sense that it can only look at two
adjacent elements. Note incidentally that by detaching
this mechanism from the Case-assignment process itself and
placing the former in PF, it becomes possible to keep the
main body of the abstract Case-assignment system uniform
across languages, i.e., it takes place under government
crosslinguistically, attributing the apparent difference
between, say, Japanese-type and English-type languages, to
the fact that the former type of languages have overt
Case-markers attached to noun phrases, whereas the latter

type of languages do not.

4.2.2.4 Empty Pronominals

Let us finally discuss the problem posed by the

ungrammaticality of (15a), reproduced here as (65).

(65) *[nyp Johnj-no okaasan tga e aisite-iru
—-Gen mother -Nom loves

As discussed in 4.1.2.3, the explanation for the ungrammati-

cality of (65) would not be straightforward if we assume
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an "intervening" node which dominates the object of a verb
but not the subject, whatever the label of that node might
be. (Recall that the relevant notion for the Binding
Theory is "c-command,” not "m-command," cf. Chomsky
(1985)). If there is such an "intervening" node between
subject and object, there will be no c~commanding relation-

ship between Johnj and gj in (65). Therefore, principles

such as (2) cannot be invoked to account for the impossi-
bility of the coreference reading.

However, the ungrammatical status of the examples
like (65) under the coreference reading is not as entirely
clear as the ones with overt pronominals. From this we
might claim that the ill-formedness of (65) is due to some
extragrammatical factors ang cherefore should not Dé ruied
out in terms of grammatical principles such as the Binding
Theory. This position is in fact taken by Hoji (1985,
Appendix A). In support of his claim that the alleged
impossibility of the coreferent interpretation in sentences
like (65) should not be caused by syntactic conditions
such as (2), Hoji points out that the change in pragmatic
control or slight change of the relevant structure (eeguy
the use of a different verb/noun, the addition of the
intensifiers such as -sae 'even,' etc) makes the sentence
significantly better (Hoji (1985:382)). The following

examples illustrates this point.



(66) [yp Johnj-no  teki-sae }ga gj alsite-iru
-Gen enemy even loves

'Even Johnj's enemies love himj'

(66) is certainly much better than (65) under the corefer-
ence reading. However, if the impossibility of the
intended coreference reading in (65) (even for (65), Hoji
reports, some speakers, including himself, do get the
coreference reading) is to be handled by some syntactic
condition such as (2), this should not be the case,
because a violation of syntactic condition, the Binding
Theory, cannot be readily circumvented by pragmatic
control or slight change of the relevant structure. For
exanple, +the grammatical status of the sentences in (67)
under the intended coreference reading, which violates the
condition (2), a part of the clause (C) of the Binding
Theory, cannot be improved by the addition of -gae 'even'
as shown by the total ungrammaticality of the sentences in

(68) (from Hoji (1985:382) with slight adaptations).

(67) a. *karej—ga [g Jchnj—ga Mary-o buttatto  omotta
he -Nom -Nom -Acc hit that thought

Lit. 'Hej thought that Johnj hit Mary'

b. *ej [g Johnj—-ga Mary-o buttatto omotta
Lit. 'e; (=hej) thought that Johnj hit Mary'
i i i
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(68) a. *karej-ga [g Johnj-sae-ga Mary-o buttatto omotta
even

Lit. 'Hej thought that even Johni hit Mary'

b. *ej [g Johnj-sae-ga Mary-o buttajto omotta
Lit. 'ej(=hej) thought even Johnj hit Mary'

From these considerations, Hoji (1985) concludes that the
impossibility of the coreference reading in sentences like
(65) is not due to syntactic constraints such as (2), but
rather, it should be handled by some non-syntactic (pragm-
atic) constraint. Thus, according to him, syntactic
constraints should rule (65) in, with the explanation for
the apparent impossibility (or "difficulty," since there
are some speakers who allow the coreferent reading)
of the coreferent reading attributed to pragmatic cons-
traints.

This conclusion seems reasonable in view of the sharp
contrast between (65) and (66) on the one hand, and
(67) and (68) on the other. And if Hoji's (1985) approach
is right, then (65) is no longer problematic for the
phrase structural configuration proposed above, since what
is required to make the coreferent reading possible is
the node that dominates e but not the subject noun phrase.
In our analysis, there is indeed such a node, namely V', as

required.
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4.4 Some Consequences

This section briefly discusses several consequences
of the phrase structural configuration for Japanese
proposed in this chapter.

An initial consequence is that we can now explain why
Japanese does not have syntactic wh movement. Recall that
in the theory of grammar we are assuming throughout this
study, wh element is assumed to be moved into the specifier
(of CP) position (cf. Chomsky (1985)). This mode of
movement is impossible in Japanese, since, as I have
arqgued above, this language does not have specifiers.
Therefore, the only possible way of moving a wh element in
syntax is tc adjcin it to some category. However, an
adjunction of a wh element is generally prohibited as
indicated by the impossibility of topicalizing a wh
element (cf. (31)). Notice that "yP-adjunction" proposed
by Chomsky (1985) is not an instance of adjunction in our
system. As we saw above, given the definition of adjunction
(52), an "adjunction" to VP, or to a projection of a
Lexical category in general, is always a substitution
operation. Thus, "VP-adjunction” of a wh element in
English is allowed, if not required, just like the scramb-
ling of a wh element is possible in Japanese.

If these considerations are right, the reason for the
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lack of syntactic wh movement in Japanese is obvious: wh
elements in Japanese cannot move (aside from scrambling)

in syntax due to the lack of possible landing site.

=y

Needless to say, the ban on the adjunction of wh

=g

elements does not apply in LF, even in Japanese, Wh
elements must move in LF to get a scope over a proposition.
This scope assignment presumably takes place under adjoining
a wh element to I'.

Another consequence of the proposed phrase structure
for Japanese is that it now becomes possible to unify
assignments of ga 'Nom' and no 'Gen.' It has been noted
(saito (1982a), Kuroda (1983)) that aga marking in Japanese
is independent of government (and 6-marking), and that it
takes place in a purely structural manner. HOWever, TO
the best of my knowledge, the fundamental similarity
between ga marking and no marking has never hitherto been
stated explicitly, although it seems clear that assignment
of no is also independent of government (and 6-marking).
Given the phrase structure for Japanese proposed in this
chapter, ga marking and no marking can be collapsed into

the following very simple schema.
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' 1]
(69) In the environment ({ P'} X,
(i) insert ga if X =V
(ii) insert pno if X = N

We thus capture the fundamental similarity between ga
marking and no marking, unifying them as two instances of
basically the same process formulated as an insertion rule
(69).

Various other consequences might follow from the
Japanese phrase structure proposed in this chapter,
including the significant simplication of Case-marking,
6-marking, etc. These consequences should be further

15
2IC.
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Notes to Chapter 4

In what follows, I will describe the weak crossover
facts in a somewhat "standard" way, namely, the way
in which the A/A' distinction is used. This is just
for the sake of exposition. As we discussed in
Chapter 2, in the system of projection proposed
there, a different explanation is needed. See
Chapter 2 for some possible accounts of the weak .
crossover phenomena in our system of projection. Also,
I will assign rather traditional structures to the
examples, especially when I cite from someone else's
work, as long as the argument is not directly affected
by postulating such structures. Recapitulation of
the facts presented in this section under our concep-
tion of phrase structure in general and of Japanese
phrase s:tructure ir particular, will be done in
Section 3 below.

I will not discuss the strong crossover cases in the
following. See, among others, Postal (1971), Chomsky
(1976), Reinhart (1979), Higginbotham (1980), Saito
(1982b), and Lasnik (1985) for relevant discussion on
strong crossover. Also see Chapter 2.

For example, (i) does not exhibit the weak crossover
effect, since in its LF representation (ii), the
trace left by QR c-commands the pronoun.
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(i) everyonej loves hisj mother
(ii) [g everyone; [g tj [yp loves hisj mother ]])

For the argument in terms of the weak crossover effect
created by the scrambling of zibun, see Saito and Hoji
(1983). See also Farmer and Tsujimura (1984) for the
criticism of Saito and Hoji's argument.

See Huang (1982) and Lasnik and Saito (1984) for
much relevant discussion on LF wh movement.

Ruroda takes up PRO, .,/ rather than 'controlled PRO,'
because there are complicated factors in the latter
case that obscure the line of arguments. He writes

(Frmroda (1082:1€2)):

Data concerning controlled PRO is more analysis-
dependent than that concerning PROarb and cannot

serve as evidence without argument as direccly
as data with controlled PRO (sic. should be

“PROarb"; N.F.), but one can expect that it dces

not provide any counterevidence.

I agree with him in that data concerning controlled
PRO is more analysis dependent especially in view of
the rather free occurrence of pro in Japanese, and
will concentrate on the distribution of PRO, ., in the
following discussion.
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'Kuroda (1983) also presents additional evidence for the

nypP" node in Japanese in terms of "oguantifier Float"”
phenomenon in this language (ct. Okutsu (1969), Kamio
(1977b), Shibatani (1977), Inoue (1978), and Kuno
(1978a) for the relevant discussion of this
phenomenon). It seems to me that the argument
presented by Kuroda (1983), as well as the one by
Haig (1980), is essentially for the existence of the
"pasic word order" in Japanese, oOr in other words,
for the existence of “scrémbling rule" in the
language. Although the issue of scrambling rule and
the existence cf the VP node are closely connected (See
Farmer (1960), Hale (1980, 1982, 1983), and Saito
(1985), among others), they are nevertheless logically
independent..

[9)]

ee, for instance, Kocpman rhgesy, Travig (1984),
Baker (1985), and ChomskKy (19853), for the discussion
of the latter ("head movement") case.

See Stowell (1981) for an analysis of this phenomenon
in terms of his 'adjacency condition on Case assign-
ment.' See also the discussion in Section 3.

1 assume that the seconé part cf these demcnstratives,
i.e., =no, is an instance of structurally assigned
genitive Case, since ko-, a-, and so- have different
forms when they appear in environments other than
prenominal position, e.g., ko-re, 'this,' a-re
'that,' and so-re ‘it,' etc. See Section 4 for
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discussion of Case-assignment in Japanese.

It might be possible to consider Japanese Case
particles as Functional heads comparable to D in
English, thus forming a Functional projection KP
("Kase Phrase," following Ken Hale's terminology). I
will not pursue this possiblity here, although the
nkp" idea seems to provide a refreshing crosslinguistic
perspective and is definitely worth pursuing in the
future research. See Lamontagne and Travis (1986)
for a similar approach.

For our treatment of ga marking in Japanese, See€ 4.4.

Txcept for scne mcdal-like elements and various
sentence-final particles. The Zormer Set cf elegents
can perhaps be treated as sort of verbs that take
clausal complement. Some of these elements inflect
and other do not, and if they take tense morphenes,
these morphemes again appear at the end of the wverb.
As for the latter set of elements, it is not clear
how to treat them, although some of them might be
reanalyzed as a lexical element taking a clausal
complement (see below). These class of elements seem
+o be, by and large, outside the scope of the X-bar
theory. See Inoue (1976b), Kamio (1981) for relevant
discussion.
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I put aside here the possibility of no, which can
best be described, I believe, as a structurally
inserted "genitive Case" before a nominal ka, and
then bears the function of optionally replacing ka in
some environments especially in the matrix sentence,
a similar process to the case of the so-called
"pronominal" no (e.g., John-no 'John's' < John-no
x (=nominal), with x being deleted.)

A similar characterization of this element has bszen
suggested by Saito (1985:273) .

There are some exceptions with =ga, namely, —ga can
sometimes be attached to a postpositional phrase, a
property similar to that of -wa, as we will discuss

3 )

Tokyo-kara - ga New York-ni iki-yasui
from wa -to go -easy.

'1c is from Tokyo that one can go to New York easily'

This does not affect our argument, however, since our
present purpose is to deny the status of ka as a
complementizer. Also, there is no comparable exception
to —o. It is always attached to a noun phrase, and ,
crucially, it can be attached to ka-marked clause as
well. Incidentally, this difference between zga (and
-wa) and —g probably stems from the fact that these
particles are assigned in different ways, i.e, =—ga,
as well as -wa, is assigned in a purely structural
way. whereas -o is assigned under government by the
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verb. See 4.4 for discussion on this matter.

The only problem with the "ka = noun" analysis
proposed in this subsection is that root interrogative
sentences such as (32a) and (33a) should also be noun
phrases under this analysis. Semantically, however,
the problem is not as serious as it seems, since ka
does not have "meaning" (referentiality, ©-grid) and
the whole expression (i.e., a clause with ka,) is
still propositional, rather than referential, even
though its categorial status is a projection of
N.

The "exceptional" Kase discharge from outside of the
projection of I to its specifier position is impossible
in Jzpanese, since a preoiection of I is always
(except when it occurs as an independGent Bentence;
taken as as complement by a postposition (e.g. to) or
a noun (e.g. ka) which can arguably be assumed to
lack Rase-grid. Unlike English, a projection of
I cannot be directly taken by V as its complement.

of course, "“NP" should be a projection of D, namely,
D' or DP, in our system of projection.

Even in English, there are a small member of marked
cases where a pronoun is modified, e.g., the real

vou, mv_former self, he who casts the first stone,
etc. The existence of such marginal N' pro forms in
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English does not affect my argument, however. The
crucial fact for my argument here is that there are
no non-modifiable pro forms in Japanese.

See Inoue (1976b) and Chomsky (1977a) for relevant
discussion. Cf. also Kamio (1977a) for some counter-
arguments. Our analysis of Japanese phrase structure
suggests the direction in which the semantic difference
between "restrictive" and "appositive" relatives in
this language is captured in terms of interpretive
devices, 7just like other prenominal elements. See
Inoue (1976b), Whitman (1981) for relevant discussion.

Topic could be another candidate that fills in the
specifier position of C, if we extend the analysis of
topicalization put forth in Chomsky (1977b) and

reformuiacte it as a movement intoc the specifiier of C.

Of course the ©-criterion, or the principle governing
predication (Williams (1980)), requires the uniqueness
of the external argument. What is under discussion
here is not "subject," in the sense of external
argument, but is "subject" meaning, roughly, "an
element which is marked by Nominative Case." The
unigqueness o©f the external argument, as we expect,
holds even for the "multiple subject"™ construction
such as (50) below. Only one of the ga-marked
phrases, usually the lowest one, again as expected,
is 6-marked by the predicate; other ga-marked phrases
are licensed by being interpreted as, say, Focus (or
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Topic) under the "aboutness" relation (cf. Chomsky
(1982)).

This condition is called "adjunction constraint" by
May (1985). See Guéron and May (1984) and May (1985)
for details.

Here, I depart from May's (1985) position that there
is no difference between adjunction and substitution
with respect to their "structure-preservingness."
Note that this departure is independent of the issue
of how we define "dominance" in the case of adjunc-
tion. My claim in (52) is that structure-preserving
property of a movement should be defined in terms of
"node," rather than "category" in May's (1985) sense,

wrich does not directly deny the cenera lidity eZ
of the distinction between nodes anG categories

proposed by May (13985).

Note incidentally that the adjunction of PRO in the
passitve case that I suggested in Chapter 3 should now
be regarded as an instance of substitution.

Lexical government of I from outside the projection
of V is impossible, since we are assuming that
Japanese does not have a process of V-raising into
I. See above.
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28. We restrict our attention to noun phrases, here.
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