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CHAPTER I
A THEORY OF THE SEMANTIC COWMPONEHT

1. The problem of semauntics in grammar

In the early days of tranefb?mmﬂmnalgrammar, it was not
clear what relation, 1f any, the generstive rules were supposed
to bear to meaning, With the publication of Katz and Fodor's
'he Structure of a Semantic Theory" (1963) it became one of
the expliclt goals of generative grammar to take meaning into
account., In this paper Ketz and Fodor argued that the grammar
should be thought of as a system of rules relating the sentences
of a langusge In thelr externalized form tc thelr meaninge,

If

W

grarmar 1s to relate sound to meaning, 1t must have
some way to talk about meanings, Katz and Fodor postulated

that meanings are to be expressed in a unilversal gemantic repré-
sentgtion, in the same way that sounds are exvressed 1In a
universal phonetlic representation., Universality 1s necessary

gso that representatlons are language-independent: we nmust be
able to compare mesnings of sentences across lengusges. Put
more gtrongly, to suppose a2 universasl semantic revresentatlion

ls to make a strong clalm about the innstensss of semantic
gtructure. Fresumably the semantic revresentation 1s very closely
integrated Into the whole cognitlve apparatus of the mind,

Of course, unlilke phonetic representations, semantic repre-




sentatlions are only very indirectly accessible. It 1s fairly

easy to telk about sameness and difference of mea2ning, but
meanlng ltself, as generations of’phllosopners nave known, 1s
elusive, Thus the study of semantics has always been somewhat
derlvative, indirect, and fuzzy. It was Ketz and Fodor's hove
that by meking semantics an explicit pert of generatlve grammar,
one could make more incisiﬁe gtudlies of msaning.

hat semantic representations

It has beaﬂ generally assumed t

are not ldentlical to syntectic structures (althoush some recent

{D

wori, especially by McCawley, denles this). There must there-
fore be a new part of the grammar, a semantlic component, to
relate meanings to the syntax and vhonology., This is the content
of the slogan in Katz and Fodor, "Lingulstic description minus
prammar eguals semantics" (where “l;nguistic description™ ang
granmar" are used in my sense of "grammar" and "syntax 2nd
phonology," respectively). This phraseolog :y, however, is un-
fortunate: the inaccessibility of semantic information coupled
with the avallablility of sophlsticsted gyntactic formalism hag
tended to blas research heavily in favor of syntactlc solutions
to problems. Thus XKatz znd Fodor's glogan very rapidly acqulred
the neg ?t¢ve connotatlon "Semantics is whatever you have to shove
under the rug."

It 1s the intent of this investigation to begin to right
this lImbalance. We will discuss 2 number of problemsg, hereto-

Tore treated as syntactic, and try to Justify treating them as

part of the semzntlic component, glving analyses comparable in
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rigor to current transformational formulations, To lay the
groundwork, we will first go over the development of the cur-

reatly accepted framework and then propose an alternative.

2. The Katz-Fodor Tramework for a semantic component

The semantic component vroposgsed by Ketz and Fodor con-
glsts of two parts, a lexicon and a set of projection rules,
The lexlcon contains a 1list of all the lexical items of the
language together with thelr semantlc resdings. 1In subsequent

A +

work, such as Aspects of the Theory of Syntax (Chomsky (1965)),

)

the lexicon has been taken to include syntactic and phonological
informetion about lexical items as well. Thus the lexicon can

be thought of as a repogitory of all the idiosyncratic informa-
tion about lexlical ltenms.

Much of the discusslon in Xatz and Fodor's peper ig con-
cerned with the proper way to represent the internal structure
of lexleal items with multiple readings, such as bachelor, and
with form=llsms to capture facts about analyticity and anomaly.
Thelr pfoposals’hsve been extensively criticized by Bolinger
(1965), Welnrelch (1966), ond Bierwisch (1967), and defended by
Katz (1967). Since these claims were the most substaniive ones
mzde 1n the orieginzl paver, discussion hrs continued to center
about them, to the detriment of the rest of the semantic compo-
nent. In the present Investigation, we will remein largely
outside of this discussion; we will Just need the assumption

that the lexicon makes some svecification for esach reading of




each lexical ltem. In additlon, we will assume that there is
some way of capturing regularities within the lexicon (see §9).

The other part of the Katz and Fodor semantic component
is the se£ of projection rules. These rules contribute to the
gemantic representation of a sentence those parts of 1ts content
and organizatidn not due to the lexlecal 1ltems In the sentence,
i.e. the part of the iﬁterpreiation traceable to the syntactie
structure. The projection rules are the semantic component
proper: gsince the lexlcon, 1in current theory, contributes
phonologicél and syntactic Informatlon as well as semantle, 1t
really belongs set off by 1tself.

Katz and Fodor assume that the projectlon rules are

interpretive, that 1s, that they operate on the syntactilc

structureg generated by the base structures and transformations
to produece semantic readings. This 1s the conception 6f Lro-
Jection rules which almost all subsequent work on the semantie
component has assumned., Some recent work which propecsss that
the semantic component be the generative part of the grammar
will be mentioned in § 6.

The approach tc projection rules in Katz and Fodor and
in subsecuent work {(until the toplc ceased to be discussed around
1965 or so) 1s something like the following: the projection
rules describe the contribution of syntactic structure to meaning.
The syntactic structure of 2 sentence 1g génerated by the appli-

eatlon of a sequence of rules--first phrase-structure rules, then
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transformations. The differences in structure between two sen-~
tences azre produced by differences in the sequences of ruleg
whlch generate the.sentences. Since two sentences contzining
the same lexlical items can differ in meaning only if different
sequences of rules have applied, 1t seemed natural to XKatz and
Fodor to attribute the meaning contributed by the structure to
the oﬁerations of the rules themselves. That is, for eszch phrase
structure rule and transformation in the grammar, there would be’
an assoclated projection rule, telling how the phrase structure
rule or trénsfarmation contributes to the meaning of sentences
in which 1t operates. fhus projection rules cen be divided iato
two classes, thoge that are associated with phrase structure
rules (called Type 1 projection rules or Fl) and those sssocisted
with transformations (czlled Type 2 projection rules or Fe).

The Type 1 projection rules create readings for 2 tree
by starting at the lowest constituents in the tree and succegs~
lvely amalpamating readings of sister constituents %o produce &
reading for the mother constituent. ¥ventually when the readings
of 211 constituents have been 2mzlgamated, there is a reading
assoclated with the highest node, §. For each vhrase structure
rule telling how to expand a node into its constltuents, there
ig a projection rule telling how to amalgamate the resdings of
the constituents to form a reading for the higher node.

There are two examples of Pl rules in Xatz and Fodor.

They have been elaborated in subsequent work {for example Katz
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(1966)), but no essentially different Pl rules have been pro-
posed in the literature. The first rule is the rule of atiri-
butlon--the projection rule that functions in the case of
modifier—head relationships such as ad jective-noun combinations
and possibly across the copula. Essentlally thls rule takes
the union of the semantic markers of the modifier and the head
to beAthe set of markers for the higher node.

‘The other projection rule discussed i1s that involved in
combining the interpretation of a verb with the intervretatiodon
of its subject or object. We cen think of a transitive verb,
fariexample, as being semantically represented as & itwo-nlace
funection £ (x,3), wherelg represents the semantic content of
the verb ltself and x and y ere varlsbles. The cperation of the
rrojection rule for subjects and objects has the effect of sub-
stituting for x and y the constants, say a and b, which represent
the semantic readings of the subject and object. The resulting
constant, f (z, b), is thus the semantic representation for the
~entire sentence,.

Type 2 projection rules are much less sdbstantively dis-
cussed., Presumably a P2 rule shows how a given transformastion
changes meaning, At the time of the Katz and Fodor article,
there was one place where P2 rules were absolutely essential.
At that time, the combininé of kernel sentences 1into complex
5tructures wes regarded as a transformational overation; thus

P2 rules were needed to explain how the meaning of an embedded
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kernel affected the meanlng of the kernel into which it was
embedded. Slace then, the theory has been modified so that re-
cursion 1s a property of the base, so this particular type of
P2 rule 1s no longer necesgsary.

It should be notlced that all the projection rules actually
propogsed by Katz and Fodor are purely comblnatorlal ian nature--
tﬁey do little but insure that all the features of the lexical
items eventually get taken into account in the interpretation
of the séntence. As a result of this, lingulsts and philosophers
alike have tended to regard the semantlc component as a rather
trivial affair, merely 2 slmple notatlonal convention Tor
treating phrase-markers as semantlc representatlion. Interesting
discussions of the semantic analysis of lexical ltems have taken
place, but investlgation of the rich possibilities inherent in
the semantic component itself has not been forthcoming, and dls-

cugsion of projection rules has largely ceased,

3, The Katz-FPostal hypothesls

Whatever desultory discussion of projection rules there
may have been after the Katz and Fodor article was published, 1t

seems to have been cut off by the publication of Xatz and Postal's

An Integrated Theory of Lingulstic Descriptions in 1964,
Katz and Postal set out to show that P2 rules are unneceg-
gsary, in other words, that there are no changes of meaning

induced by performing a transformation. First conslder obligatory
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transformations. Under the Katz-Fodor conception of projection
rules, differences 1n meaning must be 2ssocleted wlth cholce-
polnts in the derivation. Since there 1s no optlon as to whether
to verform an obligatory transformation or not, there can never
be two sentences differing In meaning sclely because cf the
operation of the transformation. Therefore there can be no F2
rules assoclated with obligatory transformations. This leaves
two cases: optilonal singulary trensformations and generallzed,
or embedding transformatlons.

1

Optional singularies fall Into three types: deletlon,
insertion, and order-changing rules, Deletlon rules can be kevi
from changlng meaning 1f ws pforOSQ the conditlion on transform-

stions of recoverabllity of deletion, The known lansertlon rules

]
{._.J

insert meaningless particles such as do and number morphemes
& — .

on verbs, so they don't chesnge meaniug. Order-changing rules

Jo
\}q

o
pto

311

ot

preserve understood grammatical relatione, Since It 1s -

s}
o
£

herent assumption of the Katz-Fodor style semantic component that
grammatical relatlons (as geunsrated by phrase-siructure rules

and interpreted by Fl rules) are the only kind of structural in-

b

3 2
¥

. . 1
formation relevant in semantlc Interpretat order~changing

tranazformatlons preserve meaning as well. (We will turn to Katz

[
"

and Postal's discussion of counterexamples shortly.) A4s for

on of recoverabllity of

.5
Jio
!,.J-

generalized transformation the condit
deletion guarantees that a kernel will be embedded in place of

dumny symbel, so no meaning ig added by the embedding transform-




'ation other than the pure combining of festures in the proper
manner. The generslized transformatlions can be dispensged with
éltogether if wé agsign recursion to the base instead, in a
fashion which has since Katz and Postal become standasrd and is

exenplifiled 1n, for example, Asvects of the Theory of Byntax.

Thus empirlcally it is 1ikely that we need no P2 rules,
Furthermore, Katz and Fostal show that stating a F2 rule 1s
tantamount to restating the operatlon of the transformation with
which 1t 1s assoclated, and so the whole concept of P2 is rather

sugplcious., Therefore, gilven the three loglcally possible altsr-

af &

(1) Wo correctly formulated transformations change
meaning (i.e. there are no P2 rules).

(2) A1l trensformations change meaning.

(3) Some transformetions chaznge meaning and some don't

znd (perhaps) there i1s some feature of a trans-
formatlion which tells you whether 1t chznges
meaning or not.
the first 1s of course best on the basis of the evlidence given
thus far. If there are no P2, then all the burden of gemantiec
interpretation falls on P1l, which operate on phrase-markers.
Which phrase-markers in the derivation should Pl operates
on? Agaln there are three possible alternatives which sugesest

iz

themaelv

]

51

(4) P1 only operate on the final P-markers.

(5) Tney operate on all levels of P-markers.

(6) They operate on the underlying F-markers,

Katz and Fostal then pryoceed through a series of arguments

(pp. 34-45) to show that the effect of transformations is to re-

duce the structure of underlying P-markers and to distort underlying
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grammatlcal relations, maklog 1t implausible for P1 to operate
on derived structure. On . 45 we find the conclusion

(7) If P1 cannot operate on derived P-markers produced
by singulary transformations, and if all the Iinfor-
mation required for the operation of P1 1s found in
underlying P-markers, then the most efflclent way
to characterize operation of Pl 1s simply to requilre
in such cases that Pl operate on all, and only, the
underlying P-markers.

This statement is indeed correct, taken as an implication. We
will shortly call into questlon the premises of this Implication,
which Katz and Pestal'spend most of the book trying to Justify.
Assuming the correctness of their arguments, we reach the
following conclusion:
Katz-Postal Hypothesis, weak form (XP1l):
Semantlc projection rules operate exclusively on under-
lying phrase-markers; hence transformatlions do not
change meaning.
From the conclusion that all informatlon required for the operatlon
of projection rules 1s present in underlying structure, 1t 1ls a
glmple rhetorical step to
Katz-Postal Hypothesis, strong form (KP2):
£11 semantic 1nformation is represented in underlying
structure.
Kr2 follows from KP1 only 1f we assume that the projection rules
gannot in themselves contribute any meaning. From the kinds of
rules prcposéd at that time, thls seemed likely.
Thus we see that gilven the Ksztz-Fodor concept of projection
rules ss assoclated with phrase-structure rules and transformations,

the choice-points 1n the generation of gentences, and glven the

limited power proposed for projection rules, Katz and FPostal make
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s very good case for even the strong form of thelr hypothesis.
The hypothesis was universally adopted by generative grammarlans,
and subsequent work until very recently used the hypothesls as

a very powerful constraint on possible analyses.

4,, Doesg KP2 follow from KP1?

KP2 is a very strong claim, Just how strong 1t 1s can
bes geen from the following paraphrase: Every non-lexical semantlc
difference must be represented ag a deep structure difference.
But even this strong a claim seems to have been nearly universally
accepted without question.

Kr2 does indeed follow from KP1 if the sementic component
ig compoged entirely of very simﬁle rules of the kind proposed
by Katz and Fodor. Suppose, however, that some projectlion rules
actually add meaning, that ieg, they perform more than the purely
combinatorlal function of the two rules proposed by Katz and
Fodor. Suppose ln addition that ihere are two projection rules
whose ranges of application partially overlap. Such a situation
is not ruled out g priori 1if we assume projection rules to
operate on structures and not derivations, If such a sltuation
arose, there would be sentences which are structurslly unamblguous
but with two semantlic Interpretations, Thils situation would be
consistent with KPY but not with KP2, showling that the two hy-
potheses are not equivalent.

One cage of such & system of_projection‘rules might be the

rules that interpret a sentence as generic or non-generic., Usually
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generic sentences cazn be ldentlifled by the use of a pecullar
agpect of the verb,

(8) A beaver bullds dams. (generic)
(9) A beaver is bullding dams, (non-generic)

However, there are cases when the two forms colncide,

(10) The King of Andorra was an important flgure.

Thils sentence can be read as referring toya particular King of

Andarra,'or t0 whoever might be the King of Andorra over a long
period of time, Yet there lsg no obvious lexical or structural

ambiguity.

If one accepts KP2, one 1ls compelled to hunt for two
gseparate deep structures for (10), with no motivation other than
the semantic interpretation. But then the forms (&) and (9) must
21s0 be put into underlying forms parallel to those of (10), and
at least one of them, gay for argument (8); must undergo & trang-
formation before coming out in Its surface form, The phrase
structure rules as they now stand will generate 1in addltion a
deep structure D which only hes to undergo verb agreement and
other trivial rules to become the surface form (8). What 1s the
semantic interpretation of D? To prevent ambiguity of (8), D
must be ruled out on some grounds. In proposals on generles that
I know off?ﬁon~obvious underlying structures are given for
generic sentences, but no mention ls ever made of how one gets
rid of the "natural" deep structures for these sentences.

Assume instead that there is & semantlc rule Rq which in-

terprets a sentence as generic under certain conditions, and
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another semsntic rule Rp whlch interprets a sentence as non-generic
under ceréaim conditions, and that the conditions for anplication
of R1 and Rp overlap here and there., Then we would expect am-
blguous sentences like (10) to crop up somewhere in the langusge.
With this solution, there 1s no need to go beyond the "natural
deep structures for elther (8) or (10).

The two solutlons will take approximately the same amount
of machinery to sgstate: 1in both proposals 1t must be specified
which particular combinations of tense»and aavect are lnterpreted
as generle, This 1s the asvect of English generics that ls zceci-
dental. However, 1f a transformstion produces generic surface
structures, 1t must only be an accident that they look like non-
generlc surface structures; the grammar would be no more expensive
1f the subject wound up someplace else or some new aspect marker
were introduced. But this simllarity, one feels, l1s no accident,
but rather a natural outcome of the syntactic distribution of
subjects and aspects. In the solutlon wlth projection rules, on
the other hand, we can capture the syntactic generalilty of the
rosition of the subject and of the distribution of tense and
aspect directly, in the base. Thus in a formuletion with projec-
tlon rules, one can foresee the possibility of separating the
accidental from the motivated aspects of generic senﬁences, which
seems Impogsible in the transformational solution. In the absence
of actual pfoposed solutionsg, the case must rest here. What has
been shown is that there ls a conceivable gsolution to generics

which violates KP2 but which on important independent grounds is
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guperior to a solution which conforms to KP2. Hence KP2, the
universally accepted form of the hypothesis, does not follow

from KP1, the form Katz and Postal state and claim to prove.

5. Counterexamples to KP1

' After presenting their hypothesls, Katz and Postal devote
the rest of the book to deallng with apparent counterexamples.
The first two cases they discuss deserve attention here.

The first case is the passive transformation. It was
rointed out very early in the hiétory of generative grammar that
1f the pagsive ig performed on a sentence contalning quantifilers,
the reading (or the preferred reading) of the sentence changes:

(llg Everyone in this room knows at least two languages.

(12 At least two languages are known by everyone in

this room.

The difference in meaning is simply that the understood order of
guantiflers 1ls reversed in the ﬁassive gentence,

Katz énd Postal first assért that both readings are pre-
sent In both sentences, thus denying that the passive has changed
'meaning; Then (pp. 72-73) they argue that even if passive does

change meaning, the difference can be attiributed to the opresence

of the Independently motivated marker by+Paseive in the underlying
structure,

Thelr observations about the readings of (11) and (12) are
correct. But the following examples show more effectively that
active and passsive need not be synonymous.

(13) To one in this room knows many languages, but

(a) one or two of us know a few languages.
(b) *one or two of us know meny others.
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(14) Meny languages are known by no one in this room, but

(a) a few languages are known by one or two of us.
(b) many others are known by one or two of us.

(132) and (1l4a) are definitely not synonymous, and (13b) is very

strange, whereas its pascsive (14b) 1s guite accevtable and under-
gtandable,

A different type of example is the following pair of sen-

3

tences,

élﬁ) John saw two pileces of vaver.
16) Two pleces of paper were seen by John.

Now assume that John is hallucinating, and that there is only one
plece of paper,:or none at all, or an umbrells, in John's fileld
of vision, For many speakers, only (15) can describe this situ-
ation; (16) implicitly assumes that there really are two pieces
of paper in John's field of vision. ;hese exemples apnear to
snow thatAthere are cases where passlive changes meaning., Still
more examples will ezppear in a moment,

As willl e ghown in Chapter 4, the difference in uﬁde-wtocd
order of guantifiere ls a surface siructurs phenomenon. The faot
that thé passlve can chenge order of quaantifiers is not something

peculiar to the passive; rather this is a general oroperty of
W

movement rules, Other order changing rules, such as adverdb pra-
posing and subjlect-aux inversion will be shown to have simllar
effects. Thus the sréument that the difference in meaning induced

by the passive can be blamed on the by+Pessive marker mlsseg the

i Cu

i

point: the passive changes meaning in ways tha®t cannot be charac-

terized by a more or less arbltrary mark in deep structure,
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The second case Kotz and Tostal discuss 1g the analysls

of negation. In the grammer of Syntactie Structures, negatlon

wzs merely added by an optional transformation, which obviously

3

=
o

changed meaning. To answer this, Katz and Fostal remark (p. 74)

ad

It 1s in*eres-iﬂg that, qulte lndependently of sem-
antlc conslderatlons, certazlin more recent é acfiptions
of English heve found wmotlvetions for desgeriptlons of
gome of these facts which are not 'uvom"atTQWe with the
view that projectlon rules operzte ex 1uc$vc-” on under-
lying F-markers. In particular, both Lees [(1960)] and
Klima [(1964)] neve found 1t necessary to desorlbe negatlve
senteuces by generating a negatlive morpheme lan the phrase
structu%e. But under this Interpretation, the WPGjeuulOﬁ
rules which overate on the readings for the negative mor-
pheme need refer only to the underlyling FP-markerg

-

-

Katz and Fostal neglect the fact theat even with the n
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ve

ga
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ng 1s not meaning-ovre-
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-

morpheme, Klima's system of transformet
serving: he derives (17) and (18) from the same underlying form.

17 Hot much ghrapnel hit the soldier
2
(_

g % Much shrapnel didn't hit the scldier,

As will be shown in Chapter 4, subsequent papers by Lakoff (1965)
and Carden (1968), which purport to rectify thls problem, do not
succeed.

Another case where transformations affect meaning is re-
lations of coreference among noun phrases, This aspect of grammar
had hardly been investigated 2t all at the tlme of Katz and
Postal's book, so it is no wonder that they do not discuss 1t.
The most obvious cases of coreferentlalliy are proncmimaiizatioa,
and reflekiﬁization; it i1g easy to conceive of transformatlions
that, at least superflclally, account for these procesgsses. How-

ever, pronominalization and reflexlvization are only part of a
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much more general phenomenon which is difficult to conceive of

ag transformational. For example, words such as else, other,

remalnder, and epithets such as the bastard and the poor guy

take part in processes thet are very gimilar to pronominalization,
yet they cennot be derived by simple transformational processes,

ag can pronouns.,

It 1s easy to see that the proper reading of these refer-
entlal words 1s cruclally devendent on derived gtructure, Again
I will plck on the passive as the meaning-chengling culprit:

(19) One lion attacked four other llons,

) *mother lion attacked four lions,

(21) #Four other lions were sttacked by one lion,
(22) Four lions were attamcked by another lion,

Many examples of this type, and some much less transparent ones,

)

re glven In Dougherty (1968b). We will only voint out here that

1f these referential termes cannot be produced transfarmatiOﬁally,
then they must be generated by the base in their surface forme,
But then the operation of zn order-chenging rule such as the
passlve determlnes whether the senterce has a semantic reading or
not. If this is the case, not all aspects of semantic interpre-
tatlon can be determined from the underlying struecture, and so
Krl is falsified,

Another counterexample to XP1 has to do with the focus
and presupposition of gentences, Chomsky (to appear) discusses
focus and presuppesition in yes-no questiong, calling the part

understood as being questioned the focus of a gquestion, Typlecal

0f hils examples ig the following: consider the range of possible
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natural responses to these qguestlons, read wlith normal Intonatlon:
(23) Was it an ex-conviet with a red shirt that he was
warned to look out for?
(24) Was it a red-shirted ex-convict that he was warned
to look out for?
(25) Was 1t an ex-conviect with a shirt that ls red that
‘ he was warned to lock out for?
There are many sentences whilch are natural resvonses to all three
of theése, such as

(26) Mo, he was warned to look out for an automobile
3
salesman,

But other sentences are more restricted: (27) seems natural only
es a resvonse to (23), (28) to (24), and (29) to (25).

(27) Yo, he was warned to look out for an ex-convict
- with a red tile.
(28) Wo, he was warned to look out for a red-shirted
automoblle salesman,
(29) To, he was warned to look out for an ex-convict
with 2 shirt that 1lg green,
It turne out that the focus must be z congtituent containing the
stress center of the sentences. Thus the difference between (23),
(24), and (25), which are generally assumed to be transformation-
ally related, 1is that the regular rules of stress assignment place
the stress center on different words because of the difference
in surface structure order. £As Chomsky shows, 1t 1s only by
extremely artificlal means that this difference can be represented
in the deep structure., Any attempt to deal with the semantile
interpretation of focus entirely on the bagis of underlylng
gtructure, 1ln accordance with KP1l, must mlss generalizations or

resort to Introducing elements into deep structure of extremely

dublous status.



‘One regspect 1n which 211 of these counterexamples aré
similar 1s that the aspect of semantic interpretation changed
by transformatlons has nothling to do with grammatlcal relations.
Katz and Fostal are apparently correct in thelr c¢lalm that
transformations do not change understood grammatical relations
(e.g; understood subjects 2nd objects of verbs). But what is
incorrect 1s their assumption that all semantic Interpretatlion
lg based on grammatical relations. In 87 we will present an
alternative,

The three examples Just presented--quantifiers and nega-
tion, referénce, and focugs--show that not all aspects of semantic
interpretation can be derived from underlylng phrase-markers.

’ ~
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he variety of waye in which s transformatlion, for ex-
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ample the passive, cen change meanlng 1ndicates that we cannot
specify a Type 2 projection rule that states just how the rule
changes meaning., Instead, as will be shown, the correct general-
izatlong have to do with derived structure configurations,

In the Xatz-Fodor conception of the semantic componant,

guch a generallization cannot be gteted, In that framework, pro-

Jectlon rules are assoclated with syntectic rules of the grammar--
phrase-structure rules and trasnsformationg, each projection rule

ot

elling hew performing the associzted syntactic rule affects the
Interpretatlon of the sentences. Thus the generalizations about
meaning are predicted to be about rules rether then structural
configurations, n the case of underlying (base) structures, the

two views are entirely equivalent, because corresrvonding to each

R Y



gtructural conflguratlon 1s a seguence of phrase gtructure rules

describing how to generate the configuration, and there

isomorphism between derivstions and structures. In

the

ca

ig an

gg of

derived structures, however, there 1s no such correspondence,

gsince there are no phrase structure rules in the gr

generate derlved structures. Thus if some semzntic

rul

tVr

_ kS
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involve

derived structures, and none of them involves transformational

b

derivatlions, we can capture a generalization aboub

1T and only if we azssoclate all of them with giructur

rations and not derivations,

6. Is deep struature glgnificant?

gemant

al conflgu-

IT one accepts both parts of the Katz-Fosthal hypothesis,

one must reoresent all meaning differences in deep

gtructure.

Since the kind of projection rules implied by KF2 cannot

intro-

duce meaning or restructure intermediste semanilc representations,

deep gtructures must rerresent the logieal stiructure of

ze

rtences

rather than the syntasctic structure; all presuppositions must be

explicitly represented, and numerous hypothetical lexical items

2

such as gausatlve and 1nchoative must be introduced.

e

ing

differences, being numerous and easy to find, become the focus of

study: Droposing an adequate deep structure must

always come

Tirst In the analysis, regardless of the poss ibly horrendous con-

sequences ln the transformatiocnzl component.
And suddenly one realizes that one is doing

the deep structures one is looking for are in some

mn

emantic
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representations, Thils has to be the case, glven the rudimentary
possliblllities inherent 1In a Katz-Fodor semantic component con-

stralned by KP2., This leads directly to the idea of dispensing

with deep structure altogether and generating instead semantic

repregentations, proceeding directly to surface structure. Such
a proposal has been made by MeCawley (1968a, 1968b, 1569), and

some ©of the ramifications are already being explored extensively.

The vogsgiblllity of dolng generativevsemantics at all is
of course crucially dependent on the assumption of KP1l, which
-guaranﬁees that there 1ls a gingle stralght contlnuous line from
Aseméntic interpretation to surface structure. The éireeﬁion of

derivatipn is\irrelevant: the polint of issue is the exlistence

of an independent level of deep structure somewhers on the line

cof derivation between semantic intervretation and surface struc-~

ture, But 1T 1t 1s true that some aspects of semantic inter-
rretation are devendent only on derived structure, we arrive at
a non-straight line conception of the grammar: instesd of a
schematic like (30), we have (31).

Semantic Interpretation

Semantic
component

(30) Base ruleg ——> Deep structures

Transformationsal
component

Surface structures
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Bage rules —» Deep structures D

¢ X7
y ’ ; ic
(31) Transformationsl 2 o Senentic
compment - ‘,)id. 106"’ > interpretatiom
& >

Surface structures

If (31) represents the organization of the grammar, it
cannot be claimed that the "deep structures" we have been searching
for ére actually semantic representations, and thus that the level
of deep structure can be 5ispensed with, For (31) this claim is
incomprehensible, since the output of the base cannot contalin 2ll
semantic 1information.

There are a co&ple of intultive blzses which many people
seen to have &boug the organizatioan of the grammsr, which it might
be well to dispel at this point., (31) seems to be somehow & re-
pugnant way of organlzing the grammar., To ve sure, 1t l1s more
complicated than (30), but 1ts correctness 1g an empiricsl guesstion,
net one of intultion.

The gtraight-1line model of grammar 1s admittedly very
appealing in that it mekes a performance m@del look easier to
congtruct, particularly if we reverse the direction of the upper
arrow in (30). Such & proposal hes been made explicitly in
Chafe (1967). (31), on the other hand, requires a performance
model in whlch some sort of parallel ﬁrocessing ig going on In
constructing a sentence. To be sure, a hypothetlcel performarce
model is easier to construct with a competence model like (30),

But the correct performance model 1s again an emplirical questlon.




From what 1s known about performance even in the domain of
vhonetics, it 1s clear that the correct performance model will
Involve undreamed-of subitletles, So much more should we expect
them in areas asg abstract ag gyntax and semantlcs. The conceptual
difference between (30) and (31) 1ls undoubtedly trivial compsred

to the complexlity of any adeguate theory of performance.
» v e &

7. Eome different aspects of semsntic representatlion

Let us assume, then, that the general plan of the grammar

f™

-

looks 1like (31) end not like (30). Is it possible to be more

fall into a few neat categorles., 1In order to discuss the cate-

a formal ohject winlch corresponds to the intultive notion "seman-




the funetlonal structure of a semsatic reading., If we think
of verbs as belng rerresented as semantic funciions (as Katz

¥

e

d Fodor supgest), then for ezch verd in the deep structurs

j&]

-

nere will presumably be a functlon in the semantie

revregentatlion, The smnbeddling relations of functions in +the
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¢ representation will presumably mirror the embedding

A refinement of thelr provossl might try to find soume
partlial snalysis of verbs into semantic subfuncilons such as

causative, divegction, and so forth, gilving the semantic revpre-

sentation of & verb some Iinternal funciionzl structure. This
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structure externally, But basiczlly there is no disagresment

ot

1at tﬁ@ge gemantic propertles csn be revresented structurally,
and that it 1s the deep structure which determines them.

Cther aspects of semantlc revresentatlon, howsver, do not
lend themselves to being represented in trees or functionsl re-
rresentatlions, coreference proverties among noun rhreses, for

exanple, Although the determinstion of coreference relstlons

does devend on syntactlic structure, the semantic notion "x

o
1G]

(non-) coreferentiel with y" has nothing to do with the functiona
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structure of sentences. Rather, an independent device is neces-

gary to express coreferentiallty relations., Referentisl indlces,

F

Introduced In fLsvpects, ere one such devi

s

ce, Unfortunately the

individuel index has a dangerous tendency to take on & 1life of
its own in the hands of the unwary investigetor; it is tempting

to begin to talk about reference instead of coreference. (McCawley

g reason we will trest

e

(1968a) comes close Lo this view.) For th

in & table cutside of

L

coreference relations here as represente
the functlonal structure, with entries containing palre of NPs
and a relation "coreferential" or "moncoreferential" marked between

them (ef., Chepter 2, 8 2). But however coreference is marked, it
3

o

7

is clearly not the same kind of semantlic informstion ss functional

Cenerative grammarilens up untll now have trested the

s an independent vroperiy of the
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semantlce generated In the base, Then, 1t 1s ssgcumed, transforma-
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tions cen algo make use of coreferentislity to change the apps
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ance of gentences, for example, 1o produce pronouns and reflexives
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"erentlslity le a purely semantic property to

o

' 2

which trznsformetions cannot refer, Undér this assumption, it
turns out that coreferentlality must be marked not by the base,
but by an entirely new kind of semantlic rule, one that operstes
on derived structure. The three 1lmportant rules to be proposed

in Chapters 2 aud 3 eall operate cyclically, applying at the an
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of each cgyele of transformatlons to the derived tree which hae
Just been produced by the transformations.

Another aspect of the semahtic reading whilch has nothing
to do with the functlional siructure ls focus and presurrosition.
In effect, marking pzrt of a sentence focus locates 2 pilece of

the seﬂaw ic reading of arbitrary structure, draws a cirale

1

arocund it, and says  the materilal within this circle is foous

and the rest is presupposition." The rule which merks focus is

an entirely new type: 1t operates very late in the
even after the siress assigument rules have taken

There =zre some other semantic vroperties of sentences
that seen merely to be specilal markings on various varts of the

fiaty
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>f indefinite NPs (cf, Baker (1968) and

Tt
e

Dean (1968)), genericness, and referential opacity (as dilscussed

by many philosophers, includlng Frege, Quine, Russell, and Carunap).

&

These three are similar in a number of respects a2nd geem 1o be

gomehow related: they all have to do (on the syntactic gicde)
with the lnterpretation of NPs (genericness and specifileity with

Indefinite NPeg 1un particular); they involve (on the semantic side)
the difference between an NF as descriptlion and as identification
of an individual; and (on the methodolecgical side) they have all

defied rigorous analysis in generative grammar so far, I have
no propesels for rules to handle them, but I suspect that they

like Tocug, will be dependent on derived structure.
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An astect of semantle representation which willl be disg-
“guseed here ls the interpretatlon of negetlion and quaatifieré.
These appesr at first glauce to be part of the functional struc-
ture of the semantic revresentation, gince we can get UD express-
long in the predlcate calcoulus which seen to mean the same asg
aenteﬁces contalining them. But in natural langucge, the scope

of negatlion and guantifiers can cut across the functlonal struc-

ture, negating or gquantifying something that is not a deep

gtructure con

[
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e
ot
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gs will be seen in Chavter 4, It turns
put that an adeguste semantlc account of negation and quantlfi-
caﬁian must Introduce a semantic rule opersting on derived

{perhaps surfzce) structure, the Scope Rule. This rule has the

effect of cresting amblgulties by optlionzlly enlarging the under-

gtood gcope of unegatlion and guantifiers,

As wilth negatilon

jas)

nd cuantifiers, the 1nterpretation of

adverbs

j84]

nd modals appears to be part of the functional structurse
of the semantic representation. But, as will be shown in Chapter

5, a8 more interestling account results if we attributs thelr inter-

w

pretation to gset of derived structure rules of intervretation,
one of which 1g Tormally very simllar to the Scope Rule for
negatlon and guantifilers. |

It must be emphasized thet»the statenent of these rules

doegs not requlre a total theory of semantlc representaticn, and

nowhere will I assume that I have any l1dea what 2 complete semantic

ct

representation looks like, However, 1t 1s perfectly possible to
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plate those particular aspnects of interoretation in which we
are Interested, to use cur knowledge as speakers of the language
to tell us when such-and-such a semantlc vroperty 1s present,
and to Tormulate theoriles about theée propertles. Sometlimes 1t
will of course happen that a complete account 1z beyond our
abllity to iegolate and formalize relevant factors. 4%t that point

we elther try harder or leave the enalysis on an informal basls.

8. What is there to gain?

If we merely glve up the Katz-Postal hypothesls and let
in the possibllity of a2ll these different kimﬁe of senm azt c
rules, we are making a ;eaker hypothesis aboul the nature of
language, in that there are many more gremmars possible within
the theory. Therefore, 1t mlght be asked, what is there to gsin

by adding 211 this extrs machlnery?

There are three ways in which this question can b

i

[44]

2

answered, PFirst, 1f 1t can be shown that a theory including the
Katz-Postal hypothesls 1s incorrect, this enlargement of the
theory may let 1n the correct grammar, That slone would Justify
the additlon, In practice this gnswer 1s not so easy to gilve,
because of the infinite ability of any theory to accommodat
awkward points., Indeed, 23 Chomsky has polnted out (class lec-
tures, fa2ll 1968), one can always simulate derived structure rules
of intervretation in a theory obeying the Katz-Pogtal hypothesis,
by generating constituente of arbitrary structure in the base,

filltering them in the base for the semantlc property to be des-




cribed, then using a filtering transformation later on to match
these arblitrary siructures with the surface structure. Surely
such an analysis misses the polnt; nevertheless, many current
proposals in syntax approxlimate it.

Another thing we may gailn 1s thaet significant generaliza-
tions can be expressed by these rules that cannot be expregsed
in the standard treatment., It ugually turns out that ﬁbe amount
of machlinery requlred by the two analyses 1s virtually 1dentlcal
for the easy cases. When we dig deeper, though, it often turns
out that they make glightly different but cruclal predictions.
For example, "1t turns out that 1n an interpretive theory of re-
ference, the three ruleg Pronominalizatlon, Reflexivization, and
Complement Subject IQuer”retation can be ordered together, enabling
ug to capture the generality in their environments; thls cannot
be done in the transformational theory., Several such differences
arise in the course of this investigation. They may be relatively
small points in the entlre description of the language, but
given two theoriesg as sophisticated as those we are comparing, 1t
is goling to be the small polintes of generality that must declde.

ziven ig that the addition of

o

& third answer thst can De

¥l

several new kinds of rules may actually enable us to reduce the
class of possible grammsrs., Thls wlll be the case if we turn out
to be aeble to put much heavier constraints on the power of trans-
formstions. For example, Emonds (1969) vproroses {(roughly) that,
with & certalin specificable class of excevtlons, the output of a

Sy

transformatlion must be a gtructure that could have been produced
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by a base rule. The exceptlonal transformations, which only

operate In a speclsl class of clauses (primarily mein clauses),

each perforn one of a very small class of possible operations,
Clearly this hypothesls puts very strong constraints on the
notion "possible transformation." It seems much more likely to
be true of the transformations nesded by the theory proposed here
then 1t 1s of those needed by a theory incorvorasting the Katz-
Tosgtal hyvothesis.

fnother constraint on transformations that appears to be

rermitted by the Interpretive theory and excluded by the Katz-
Postal hypothesis has to do with the interrity of lexical items.
Chomsky (1969) proposes the Lexicel Hypothesis, roughly, that

trensformations do not perform derivationsl mo rphology. This is

consistent with the Iinterpretive theory proposed here. In fact,
gomething stronger appears to be possidle: we can also prohibit

¥

deletion under ldentlity, deletion under positive absolute ex-
ception (ef., Lakoff (1965)), and perhasvs all deletion (and all
positivg absolute exceptions). This méans that perhaps the only
changes transformations can make to lexicsl items ig to add in-

Tlectional affixes such as number, gender, case, person, and

tense. We will refer to this set of constralnts cccasionally
under the name Externded Lexical Hypothesis.

Of course, these restrictions must be concomitant with

equal restrictions on possible semantic rules, i1f the number of

posslible grammars is to be reduced. Before such restrictions can
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-be even guesged zbout, 1t 1s necessgry to have enough proposed
gemantic rules to be able to say something general about them.
In thisg light Lekoff's accusation (in Lakoff (1969)) that no
congtraints have been proposed seemg to me a trifle premature.
It is interesting, however, that the semantic rules to be dis-
cugsed befe fall into several well-deflined and restricted types;

1,
¥

g0 perhaps some tentative constiralnts are just over the horlzon.

i

Q, A remark on the lexlcon

Under the Extended Lexlical Hyvotheslsg, tronsformations

2]
oy
LA

ot do derivatlonal morphology. How then can we capture the

gseml-productivity of morphologlecal processes? L1t the time of

The Grammzr of Faglish Nominslizatlons (1960), there was no
progsibility but a transformzstlional solution, since the concept

of lexicon had not yet beed proposed. But even after the theoret
cal framework was avallasble, research tended to follow along the
lineg laid down by Lees. Thus at present most well-known pro-
posals zbout derivational morphology are couched in transformatio
formalisms, for example, Lakoff (1965) and Chapin (1967). One
notable exception ls Gruber (19670).

Such solutiong are not avallable to us. Rather, it 1is

- s

necesgsary to list, for exanple, both a verb and its nominallzation

in the lexicon. We could exvnress regularities by making the
evaluation measure for the lexicon guch that it ls cheaper to list
a noun 1f it 1is related to a verb by a regular process.

Suprose, then, that part of the lexlcon 1s a set of deri-

rr‘J
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vatlon rules. For example, the nominalizatlion system would
contain the following morphological rules for -tlon and -ment,
along with more for other productive affixes such as -al, -1isn,
-er, ete,

Mi: V 4+ tilon -— XN
M2: V + gment — N

fo s

Agsocliate

5]

with these would e at least the followlng semantic
derivation rules, which give the range of possible interpretations
of nominalizations (underlined words are to be taken to stand for

thelr semantic intercretations):

8l: act of Ving—1
82: thlng Ved — N
33t thing transferred in act of Ving — W

Under the usual asgumptions about the lexicon, = lexical
entry will have the general form

rLooation number
PHONOCLOGICAL REFPRESENTATION
syntactlc features

L semantlec renresentation

The locatlon number is sinply a way of identifying the item in
the lexicon.
To show how the derivatlon rules are used in the lexicon,

take the verbs gompensate and gonslgn, which will have lexical

entries as follows (using arbltrary locstion numbers):
- — r b
73 » 57 .
COMPENSATE ' CONSIGH
+V +V
+[NP_ WP for N +{ir WP to mwy
compengate consign
. .J} — -




N

The cost of these lexiczl items would bhe (more or less) the
number of features 1t tekes to build up the lexlecal entry. Now
for their nominalizatlons compensation and conslgnment, 1t l1s
not neceésary to svell everything out. All we need is the

following:

-
540' 7650
derived from 73 derived from 67
uging M1, {%}} using M2, {3}}
32 Sz

The crogssreferences to the verbs supply the basic phono-
logieal, syntactlc, snd cemantic information. Then the crogs-
references to the derivationsl rules tell how to alter the verb's
entry to produce the noun. The cost of these items will gimply
be the cost of the crossreferences, which will presumably be low.

For a verd with no nominalization, there will simply be
no related entry contalining a crossreference. For a nominall-
zation such as agression, where there 1s no parallel verb aggress
we want the lexical entry to cost more than 1f there were such
2 verb, but less than if it did not contain the regular affix
and regular semantic interpretation associsted wlth that affix,

Agcordingly, 1ts lexical entry will be as follows:

——

o
4 2 »
- -
derived from AGGRESS
+V
+[iF against NH
aggress
;”E‘a’"m"‘ -
using M1, Sl
— ’ J
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The cost of this entry will be the cost of the sub-entry aggress
plus the cost of the crossreferences to the derivatlion rules.
Hence its cost 18 Dbetween the costs of totally regular eniries

1ike compensation and totally irregular ones of approximately

equal complexity such as gtory. Thils 1s exactly the result we

want .

'“i

It is fairly easy to see how this general approach can
be extended to handle 21l sorts cf word-derivation., It wlll Dbe
explored in more detall 1ln Jack eqd off (forthcoming). What 1is
important for the present purpeses ls thet 1t 1s possglible to

"

capture the notlion "separate but related lexlcal items," using

an evalustion measure on the lexicon rather than transformations.

10, A remark on motivetlng rules

T a theory of grammar which includes the Katz-Fostal
hypothesis, psrticularly In the stronger form KFP2, thers ls only
one way in which similarity in wmeanling or co-occurrence restric-

<

tiong between two consiructionsg ¢

)

~

In a theory permltting a wide varlety of

rules, such as the theory to be explored here, there are many

s

(

waye of capturing generalizations., In additlon to trangfermatlion
there are all the differeﬁt kinds of semantic rules, operating

st different levels of the derivsa tiouk. Gener=liirations can zlso
be captured within the lexicon, by means of the redundancy rules

~

discussed in §0, which express the notlon of separate but re-

-

3
o]
o

{
[

1

P

lated lexical items. Furthermore, certain geners ong can be

be captured: o transformation.




exvregsed by tresting the nodes for lexical categories as Ffeaturs
complexes, then statlng base rules, transformations, and semantic

rules so as to refer to more than one major category =t a tims.

f

Thls is the essence of the position arrived st in Chomsky (1969).

With all these different kinds of rules at our disposal,

several very different anelyses will often come to mind for the
same phenomenocn, each of which seems equally cavable of expressin

the proper generallization, How do we decide which account is to
be preferred? There can be no sort of principle that says, "Al-

waye choose an X if you have a chance'": 1t is not difficult to

. §

b

construct algorithms to reduce all rules to any chosen type, given

=

exception machinery of sufficlent vower, such zsg Lakoff's (19065).

the decision will be made oun the basis of how the rules
interact wlith each other most nsesturslly end how appropriate the

-

power already proposed for a particulsr type of rule is for

-

thing new, Simllar vprocesses should be handled by
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gimilar kinds of rulesg,

Also of prime Importance 1n motivating a particular itrest-
&

o
L

O
o
&
—

ment of a phenomenon is how it i1s reflected in the lexic
a process only tekes place for certein lexlical items, or varles.
over several classes of lexlcsl ltems, we should choose the way
of handlling the process that least incresses the cost of the
lexicon, The use of excevntion features 1s the worst possible
golution, in that it revresents an arbltrary blfurcation of the

lexlcon, and so every marked feature counts, If the difference

g
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CHAPTER 2
PRONOUNS AND REFLEXIVES

Generatlve grammarians have always assumed that pronouns
and reflexlves are the product of a transTormation which substi-
tutes them for a more fully specified noun phrase under certain

conditions, In the early framework oI Syniactic Structures,

this approach was the only way oI expressing tne relaﬁions be-
tween pronouns and their coreferents. But with the advent of
the.semantic component, anocther possibility opened up, namely
tnat the properties of coreference are due to a rule of semantic
interpretation. This possibility 1is strongly suggested by tne
exanpleg in Dougherty (1968a, b ) on referential terms other than

pronouns and reflexives, such as each other and covorker,

1. The usual treatment of reflexives

The standard transformational account of reflexives is
that giﬁen by Lees and Klima in "Rules for English Pronominalil-
zation." This analysis gave the following rule:

(1) (Lees and Klima Reflexive Rule)

x wpl y wp2 g

1 2 3 4 5—‘—‘:3’123[4}5
+refl

Conditions: 1. NPl and NP° are referentially
and morphologlically identical

2. NPl gng NP2 are in the same
simplex S.

OBLIGATORY




This rule accounts for the simple reflexive sentences
such as (2).

(2) John shaved himself.
In addition, with the mechanisms of the complement system and
the transformational cycle, thls rule can account for the re-
flexives in (3) and (4).

(3) Mary forced Bill to shoot himself.

(4) John expected himself to be able to abstain from

eating.

In (3), reflexivization takes pléce in the first eyele; then, on
the second cycle, Bill is deleted from the complement by FTqul-NP
deletion, leaving himself sti1l standing. In (4), reflexivization
takes place in the second cycle, after John has been moved up

intc the maln clause by IT-replacement. The restriction to

simplex S prevents sentences like (5) and (6).

(5) =*=John forced Mary to shoot himgelf,
(6) =John saw the girl who hated himself.

The first doubts about the rule (1) began to arise upon
Investigation of the so-called plcture-nouns, first discussed in
a transformational framework in Wershawsky (1965). Sentences
like (7) and (8) are handled by rule (1) without difficuity; Lwo
different NPs can fulfill the structural condition of NPI, and go
there are two pogsible reflexivizations.

(7) I told Bill a story about myself.
(8) I told Bill a story about himself.

Thus we correctly predict an ambigulty in (9).
- (9) John told Bill a story about himself,

Following this line of analysils, we would expect three readings
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for (10), but'unfortunateiy there is only che, with himself
referring to Harry.

(10) Tom told Dick Herry's story sbout himself.
This fact becomes clearer when we substltute for Harry a noun
that cannot be coreferential with himself.

(11) #Tom told Dick %%gyégwgpaper’s} story aboutb

himself,

These examples show that even within the same simplex sentence
there are times when reflexlvization does not work,

Any number of people have suggested lIntroducing anocther

g node into the underlying form of (10) and (11), using the

justificatlon that story can be related to an underlylng abstract

H 1

verb "to story." This extra S, 1t 1s zlleged, would preveunl re-
flexivizatlion because of the gsimplex 8 condltlon., Then sone
pruning argument must be resorted to in order to handle (o),
where reflexive does take place.

The immediate trouble with this appraacé is that 1t re-
guires all kinds of abstract verbs for which there is no justifi-

eatlon. To be gure, description and ploture and photograph have

corresponding verbs, but what about story, poem, novel, blography,

and many others which take part 1n the same construction?

As 1t turns out, even such a drastlc approasch to the piec-
ture nouns cannot save the reflexive rule (1). The following
sentences iilustrate gsome violations of the rule which are in
fact perfectly accepntable,

(12) Tom believes that there 1is a plecture of nimself
henging in the post office,
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(13) Tom made the claim that the pleture of himself
hanging in the post office 1s a fraud.
(14) That the picture of himself in the newspaper is
ugly enrages John,
(15) The fact that there is a picture of himself hangine
in the post offlice frightens Tom,
(16) The picture of himself that John saw hanging in the
post office was ugly.
(17) The description of himself that John gave the police
over the phone was a pack of lies,
(18) The king was hit over the head by = massive portrait
of himself wnich had fallen off the wall.
(19) Unflattering descriptions of himself have been
banned by LBJ.
A1l of these sentences except for the last two demonstraste re-
flexives in a different simplex sentence from corresponding'co-
referentlsl NFs. 1In (12) and (13), the reflexive is to the right,
as 1n normal gimplex S cases. However, in (14) and (15) the re-
flexive 1s to the left, violating even the baslc structural descrip-
tion of (1). 1In these first four examples the reflexive is in a
lower S than lts coreferentlal NP, However, in (16) and (17),
the reflexlve 1ls not only to the left of the coreferential NP,
but also in a higher simplex sentence.
(1%) and (15) also viclate the Complex NP Constraint,
which has been proposed by Ross to explain the impossibility of
questloning or relativizing NPs that are within 2 relative

clause or s the fact that S construction. This constraint in

its most recent form (Ross 1967a) says that except for pronomi-
nallizatlon, no transformation may change features within such s
construction; Ross glves numerous exanples to illustrate this
voint. However, (13} and (15) seem toc show that reflexivization

lg not subjeet to this constraint either,
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(18) and (19) illustrate reflexives in passive sentences,
although passive reflexives without picture nouns are ungrammaticsl:

(20) +Himself was shaved by John,
(21) +*John was shaved by himself,

In (19) the reflexive is on the left, which is generally also a

violation,

2. Aun interpretive approach

One could try to account for these problems by Just
patcehing up the standard theory of reflexives., For example,
Postal (1968a) alludes to a rule of Late Reflexivization (Chapter
17)‘to take csre of the sentences with reflexives on the left.

It would be more interesting, though, if all the cases could be
handled under a single rule of reflexivization. To thls end, I
will start afresh with a new approach.

The difference between my approach and the standard gen-
erative grammar approach 1s fundamental: 1nstead of accounting
for the properties of pronouﬁs and reflexives by deriving thenm
from underlying more fully specified noun phrases, I will agsume
that they are generated as lexlcal items, Inserted into base
structures., I will then try to show that 211 their properties
can be explained in terms of rules of semantle interpretation,

In this approach, which I will call the interpretive
theory, noun phrages in general will be unmarked for a reference
in the base. Rules of sementic interpretztion éstablish relatlions
between pairs of noun phrases, marking them as coreferential or

~noncoreferential with each other.l
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Pronouns and reflexiﬁes will be generated by the base as
lexical items contalning features +pro and +refl, but, like other
noun phrases, unmarked for reference, Since pronoung such as
someone must be generated 1n the base anyway, the use of the
feature pro in the lexicon cannot be objectlionable. The only
ianovation 1n the lexicon 1s the feature refl.

. An important prediction arises already at this stage of
definition., If we have interpretlive rules which mark coreference,
it should be as easy to mark a palr of noun phrases n@zﬁcorefer—

ential as to mark them coreferential. And 1n fact thils provides

a ready way to handle such phrases as someone else and another,

where the reference 1s unspecified but different from previous
references. A transformationsl approach to pronouns provides no
easy way to take care of ltems like these,

Angtber immediate advantage of this approach is that the
infinite recursion of deep structures in sentences such az (22)
(first pointed out by Emmon Bach and Stanley Peters) does not

‘arise.. V

(22) The man who deserves 1t will get the prize he
wants.

If the underlying structure of pronouns 1s a fully specifled NP
identical with 1ts coreferent, both 1t and he in (22) must have
infinite deep structures:
(23) The man [who degserves the prize [which the man
[who...] wants]] will get the prize [which the man
(who deserves the prize [which...] wants]]

The drastic way out in the transformational approach to reference
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lg to generate only indices in NP positions, then bring in
lexlcal material from outside clauses (ecf. McCawley (1969),
Postal (1967), Bach (1968)). But such a solution obviously
violates the Extended Lexical Hypothesis, since it requlres
proforms which congist of just an index. (In foct the standard
transformational treatment of pronominalization violates the
Extended Lexlical Hypothesls too. 4 fully interpretive theory
of reference will enable us to further restrict the kinds of
chenges transformations can make,)

If the reference of pronouns is determined by a rule of
seméﬂﬁae iInterpretation, the deep structure of (22) contains the
pronouns themselves, so there is no recursion, Furthermore, in
the process of semantic interpretation, s pronoun need not be
replaced with a duplicate of the noun phrase with which it is
coreferential (which would again bring up the problem of recur-

slon), but rather it may Just be marked coreferential with another

2. __The structural change of the pronominalization and reflexi-

vization rules,

It is very important to see what it means to aprly a
semantlc rule of coréference. There are three relevant voints
that must be made clear. First, coreference is an exclusively
semantlc property that cannot be referred to by transformstions.
Second, as I mentloned in Chapter 1, coréfevence is an aspect of

gemantic Interpretation that has nothing to do with the struc-
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ture of the sentence (although the structure does play an im-

portant part ln establishing it). Third, coreferentiality is
to be concelved of as a binary relation holding between two

NPs (or their semantic readings). Three or more NPs can be

understood as mutually coreferential only if they have been
marked palrwise coreferential,

In order to emphasize these three points, we will aban-
don the falrly standard device of indices of coreference.
Instead, we will think of the rules of coreference ag congtructing
entries In a table of coreferents and noncoreferents, off to
the-side of the paft of the reading that expresses the functional

structure. This table is probably only a notational variant of

indices, but 1t expresses more directly the three important points
above,

Leaving aslde the environments for pronominslizstion and
reflexlvization for the moment, let us see what kinds of entries
the Interpretlve rules will make in the table of coreference.

Firgt consider the simple cases'of reflexivization.

(24) John washed himself.
(25) John washed him.
(26) John washed John,
(27) John washed Bill.

According to the interpretive theory, (24)-(27) are all possible
deep structures, and the noun phrases are not marked for refer-
ence 1n the deep structure, The rule for interpretation of

reflexiVes must enter 1in the table that the object of (24) is co-

referential with the subject, and it must mark all the other
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objJects noncoreferentlial with the subject. 4 plausible way

to expréss this is (28).

P2 S T
(28) [o(reflexive] ls &£ coreferential with NP* in the

environment....
OBLIGATORY
(28) says that NP2 can be coreferential with NPY if and only if
it 1s reflexive.

One conventlon of application mugt be that if two possible
environmentsg for Interpretation of a reflexive crop up at once,
elther reading is pogsible., This convention‘is necessary in
order to permit the ambiguity of (29), treating either Bill or
John as NTL,

(29) Bill told John about himself.

Note that (28) does not say anything about agreement in
verson or number., At Tirst glance, this would seem to lead to
trouble in sentences such as (30).

(20) #John shot yourself,

However; clogser examination shows that this seﬁtence can be
blocked. The reflexive rule does indeed mark John and yourself
coreferentlal, But then the blocking can be accomplished by the
obvious general convention that coreferentisl noun phrases must
be able to have the same reference and thus must agree in number,
person, and gender as well as anlmacy, humanness, abstractness,

and myriad other semantic propertiea.2
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In addition to (28), we need a vrinciple which says that
a sentence blocks 1f 1t contains a reflexive that has not been
azsigned coreference with anything else. This principle bleocks
sentences like (31).

(31) +Himself was sick.

Turning to pronominalization, we have the following basile
data.to consider,

(32) John looked at him. noncoreferential

{33) John said that he was sick. ambilguous

(34) John saild that John was sick noncoreferentizl

(25) John gald that Bill was slck. noncoreferential
Proﬁauns are at.the most optlonally coreferentizl with another
NP. Any two nonpronominal noun phrases In the same gentence,

morphologically 1dentical or not, are always noncoreferential.

We can therefore state the pronominalization rule ag follows:

N
(36) |NF is coreferentizl with NPY in the
+ Tronoun

environment....
OFTIONAL |
We will also need the following rule, which will apply at the
end of the rules of reference: |
(37) (Noncoreferentiality of unmarked NFs)
NP2 is noncorsferential with NP1 if it has not
been marked coreferentisl with NP+,
OBLIGATORY
To 1llustrate how these rules interact with the reflexive
rule and with each other, consider (32)-(35). 1In (32), the re-

flexive rule obligatorily applies, entering in the table of

.coreference thet John and him are distinet. If the pronoun rule




47

were then to apply, 1t would enter in the table that dohmn and
him are coreferential, But then the reading of the sentence
would be anomalous, since the table of coreference would say
that John &nd him do and do not refer to the same individusl.
Therefore the only conslstent reading is produced by refralning
from applying pronominalization; In (33), reflexivization does
not apply, but pronominelization may, marking John and he co-
referential., If we choose not to aprly pronominglization, (37)
will apply, marking them as distinet. In (34) and (35), only
(37) is applicable, so the two NPs are marked distineh.

. Next let us conslider a more complicated example, (38).

(38) John ssid thst Bill had shot him

The reflexive rule first applies to Bill snd him, msrking them
noun coreferentlal., As lu (32), the proaoun rule cannot avply to
Bill and him, but 1t mey apply between John and him, merking them
coreferential, Finslly (37) applies, marking J4ohn and B111l

distinct

4, The environment for pronominalization

In the transformationzl sccount of pronominelization, the
transformstion can be stated roughly as follows, fellowing Ross
(1967b)

(39) NP°=>4pro if NPl 1s identicel gith vyc end 1if
 either NPT is to the left of NP® or NP2 ig domin-

ated by a sgbordinate clause which does not
dominate NP

CBLIGATORY
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Since the environment for this rule seems to be essentislly
correct, 1t would be nice to preserve 1t as the environment in
an Interpretlve theory of pronominalization, However, in the
transformational theory, it has been argued (Ross 1967b) that
the pronominalizatlion rule 1s cruclally ordered with respect to
many other rules, and that 1t takes part in the cycle. To keep
the énvironment intzct, therefore, we will hasve to give up any
hope of having the interpvpretive rule for pronominalization
cperate on deep structures.

We can preéerve the environment of (39) if wé rlace the
intérpretive rule for pronominalization at exazctly the pSint in
the grammar where (39) takes plsce in the transformationszl theory
of pronouns., The complete form of the rule (36) will then look

like this:

» )
(41) (up© 1 1s coreferential with NPL if either
_+ pronoun ’

Npl is to the left of NP2 or EPZ ig dominated bi
a subordinate clause which does not dominate NP+,

OCPTIONAL
Fach time (41) 1s reached in the cycle, new pairs of noun phraces
will be 2vailable for 1n£erpretation, and the rule will determine
the coreferentiality of each pailr as 1t avpears. In =8dition,

(37), the noncoreferentiality rule, will teke place after (41),

5. The ordéring of pronominalization

Lakoff has shown ("Pronouns and Reference'") that it is

plausible that pronominalization 1s ordered after all the trans-




- 49 -

formations. Thils would be convenlent if it were 8 semantic rule.
On the other hand, Ross's argument for the cyelical nature of
pronominalization, in which a compléx set of facts 1s handled

by the rule (39) and the principle of the transformationzl cycle,
is very appealing. How can these be reconciled?

Lakoff's arguments fall into two parts. First, 1t can be
sbown.that pronominalizatlion must tazke plece after 211 rules like
Adverb Preposing and Wh-Freposing, which move NFs in a particular
cycle, Thils shows that pronominalization must be the last rule
in the cycle. Second, he purports to show that pronominslizatlon
mus£ be 1ast-éyclic,bsince i% must always take place after Wh-
preposing, which, it 1s clzimed, 1g last-cycllc. (This ergument
aleo appears in Postal (1968&).) |

The resson pronominzlizaetion must follow Wh-preposing in
a particular cycle 1s shown by examples like these (she and Mary
to be read coreferential):

(42) Who that Mary knows did she visit?

(42) Who that she knows dilé Mary visit?

(44) wMary visited a guy she knows.

(45) *She visited a guy Mary knows.

Both diréetions of pronominalizatlion are possible only when the
subordinate clause 1s on the left, l.e., after Wh-prevosing,.

If Wh-prepcelng 1s last-cyclic, pronominalization must be
also, asg shown by the following example, discovered by Fostal.

(46) Who that Meary knew 4o you think she visited?

(47) is the underlylng structure of this, and (48) 1s the surface

structure.
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| ~—
{Mary} v/ NE?

gne |
Vieited (\

wh-someone S 5
\
Np VP
| s
Mary \'% \Np
she ; ]
knew  wh-sometne

(48) sl
0p2 // \\

m/ \53 Q{Q | | /\

that Mary knew t

she visflted

Under the transformational theory, using Ross's rule and last-cyclic
Wh-vreposing, we must start with Mary in both 5% ang 53, Mary in
s7 must obligatorily become she on the g2 cycle., Thus when NPE

is fronted on the S+ cycle by the questlon transformation, we can

only get (49).

(49) Who that she knew do you think Mary visited?
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Since pronominalization is obligatory, there is no way to hold
it off until the st cycle'to produce (45),

With a cyellic rule of Wh-preposing, however, the Wh-phrase
is Tronted in the 52 cycle, giving an intermediate stage where
pronominalization can take pPlace 1In either direction (42)-(43).
Then the final form is reached by a further fronting on the 8l
cyele;

In the interpretive theory, we can generate she instead of
Mary ln 82 or 87, Then after fronting in the 82 cycle, pronomi-
nalizatlion cen mark them coreferential, and the further fronting
will give the right reading of (45).

What 1s the argument that Wh-preposing is last-cyclic?

The only argument Postal gives (Chzpter 10, €B) is that preposi-
tiong that move up with Wh-words cannot be Stren&ed at sone
Intermediate polint, as In (52)-(53), although the movement of

rrepositions with Wh-words 1s generally optional (50)-(51),

(50) Who do you believe Bill saw Mary talk to?
(51) To whom do you believe Bill saw Mary talk?
(52) #ho do you belleve Bill saw to Mary talk?
(53) #Who do you believe to Bill saw Mary talk?

Chomsky has suggested (class 1éctures, winter 1969) that option-
allity of preposition movement 1s due to the optional attachment
of the feature wh to the PP instead of thermP. Then Wh-preposing
applles to whatever node is marked wh, and there is no way for

a step-by-step process of Wh-preposing to make a mistake like
(52) or (53). Postal himself (Chapter 12, 8C) suggests that such

a feature (called by him [+?ied Pipe]) 1s necesgsary, so his earlier
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argument ls nullifled. Therefore 1t éan be malntsined that Wh-
preposing is cyelic, and hence that pronomlinalization is also.3
There are two other rules that should be mentioned in
connection with the cyclic nature of pronomineslizatlon: extra-
position, and extraposition from NP. Lilke Wh-preposing, they
muet bUﬂQprecede pronominalization, and furthermore, they have
all béen c¢laimed to be last-cyelic, which would force pronomlinall-
zation also to be last-cyclilc.
Extraposition is the rule that produces, for example,
(54) from (55).

(54) It bothers John that Bill - ls silck,
(55) That Bill is sick bothers John,

This rule cheanges pronominalization possibilities, as in (56)-(57),

so 1t must precede pronominalization.

(56) It bothers him that John is sick. noncoreferential
(57) That John is sick bothers him coreferential

In Ross (1967a), chapter 5, two argumente are glven to show that
this rule must be last-cyelic., The first argument (pp. 271-276)
is based on the necessity of producing correct derlved cénstitu—
ent structure and hence correct lantonation breaks In sentences
where extravogition takes place cn lower cycles, such as

(58) It appears to be true that Harry likes girls.
But, as Ross admlts, the intonation contours may be produced by
late adjustment rules of the sort that give the derived structure
the correct form in sentences such as

(59) This is the dog that chased the cat that caught
the rat that ate the cheese.
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Ross's second argument (pp. 276-281) ls based on the fact

that extraposition must follow Particle Movement . Particle

movement, he argues, must be last-cyelic in order for the deri-
vation of action nominalizations to come ocut right. This however
sgsumes that action nominals are produced by a transformation
from sentenées, which cannot be the case in the version of grammar
presehted here. Suéh a transformation would viclate the Extended
Lexical Hypothesis, since for example, 1t would require changing

sdverbs into adjectives in examples like (60). aetio

tion
nominalization
(60) She rapidly looked up the information

Her rapid looking up of the informatlion
If sction nominals are generated as NPs In the base (perhaps as
VP dominated Dby ﬁ), particle movement can be put back in the
cycle, and hence s0 can extraposition.

Extraposition from NF is the rule that produces, for ex-

ample, (61) from (62).

(61) A man came into the room who was ten feet tall,
(62) A man who was ten feet tall came into the room,

This rule also changes pronominallzation possibilities, ag in
(63)-(64), so 1t precedes pronominalization.4

(63) A man spoke to him who hated John. noncoreferential
(64) A men who hated John spoke to hilm. coreferential

Ross argues (pp. 281-285) that extraﬁositiem from NP 1s
last-cyclic, again on the grounds that 1t nmust follow partilcle
movement, which he claims must be last-cyclic in order to handle

nominalization, Since we are glving up the transformational deri-

vation of action nominzlizations, 1t is still possible to maintain
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Partlecle Movement and hence Extraposition from NP as cyclie rules,
Thils allows pronbminalization to gtill be in the eycle too,

There are several rules, however, which move phrases
forward over a varlable, but which do not appear to reduce to a
step-by-step movement as easily as does Wh-prevosing. Four con-

structions produced by such rules are

(65) How brave Bill is!

(66) Beans I'll never eat. (Topicalization)

(67) Handsome though Melvin is,... (Though-movement )
(68) They said Bill would pay up, and pay up he 4id.

hs Ross shows (Chapter 6), these rules all involve corucisal use of
a varlable; the phrases can be moved up from indefinitely deep
embéddings, within Ross's constraints. For example,

(69) How brave John thinks Mary sald Bill was'

(70) Beans you'll never persuade me to force my kids
to eat.

(71) Handsome though 1t is said by meny people that
Melvin is, ...

(72) They said Bill would pay up, and pay up everyone
knows Bill claims he did, ,

These rules all increase pronominalization possibilities. 1In
the untransformed versions (73)-(76), he and John are distinct,
but 1in the transformed versions (77)-(8C), he and John may be
coreferential,

(73) Mary thinks he is fond of the girl John kicked
yesterday.

(74) Mary thinks he secretly loves the girl who kicked
John,

(75) Though Mary thinks he is fond of the girl John
kicked yesterdey, ...

(76) ??We all bet that Mrs. Provolone would kick someone,
and Mary thinks hls mother did kick the girl John
hates,

(77) How fond of the girl whom John kicked yesterday Mary
thinks he is!

(78) The girl who kicked John Mary thinks he secretly loves,
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(79) Fond of the girl John kicked yesterday though
Mary thinks he 1s, ...
(80) We 2ll bet that Mrs. Provolone would kick someone,
and kiek the girl John hates Mary thinks his mother
did. (whege John 1s understood 2s Mrs, Frovolone's
son

"
o

With an obligatory pronominallzatlon transformation, (77)-(30)
cannot be produced unlsss pronominalization takes place after
the fronting. But in thnese sentences, 1if pronominslization is
ic, it will take place'in a cycle before fronting, because

cye

R

1
the intervening ceycle with Mary thinks that... as 1

]

0

-

clause. It 1s difficult to see how all these frontlng rules
gould be step-by-step processes like Wh-fronting, so that way
out is not avalilable,

As we have stated it so far, the intervretive theory ruus

into exsotly the same problems as the transformetional theory.
However, & fairly simple modification enables 1t to handle these

nmaes. Recall that the interpretive rule of pronominallzation

e

s optional, and that if pronominslization does not apply between
two NPa, then the non-coreferentlallty rule (37) obligatorily

marks them distinet. We assumed that (37) was in the cycle., In-
stead, 1et‘us make (37) operszte only on the last cycle., Then,

even 1f pronominslization does not operste between two NFs on one
eycle, it has 2 second chance oun a subsequent cvele, Only when

it hze not operéted by the end of the derivatlon does (37) mark

the NPs distinct. With this modification we can hold off pro-
nominélization in (77)-(80) untlil after the cycle in which fronting
has taken place, even though the pronominalizatlon rule 1s cyclic.

With this modificatlon it is conceivable thet (37) is not
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even an actual rule, but rather & convention on intervretation
of the table of coreference. It can be then stated as follows:
(81) (Noncoreferentiality Convgntlon
- If a pair of NPs (NP1, NP) does not appear in the
table of corsference, they are noncorefsrentiasl,
Our conclusion 1s then that we can malntaln pronominali~

zatlon in the cycle 1f we make it optlonal and 1f the Noncorefer-

entlality Rule or Conventilon is last-cyclic,

6. Two further cases of pronominslization

The first cage is related to the one discussed in Ross
(1967D) .°

(82) The faet that he reallzed John waes silck bothered
him.

1

‘Det/N/ T 5 A
) ‘ / \ .
the Tzet that he realized NP bothered hin

g

3

that John was sick

On the 53 cycle, nothing of interest happens. On the SQ cycle,

pronominalization cannot apply to mark he and John coreferentlal,
gince the conditlons for backward pponominalizatiom are not met.
On the Sl cycle, 1t 1s theoretilcally possibie that him 1s marked

coreferentisl with both he and John. However, since no rule has

entered the pair (he, John) in the table of coreference, (81)
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marks them distinct., Therefore the table of coreference finally
looks 1like (82).

(82) he coref him

John coref him
he  noncoref John

But this table 1s an anomalous reading, since him 1s coreferential
with two distinet individuals, This leaves open only the possi-
bility of marking him corefereantial with one or the other of the
other two noun phrases. In fact the predominant reading is the
one in which him 1s coreferentlal with he and distinct from John.

The other reading ls difficult to get unless contrastive stiress

is placed on he. This suggests that the ususl reduced stress on

he plays a part in making one reading predominate cver the other.
The set of readings predicted by the iInterpretive rule in thils
cage 1s exactly the same as that predicted by Ross's pronominalil-
zatlon transformation,

The secoﬁd cage I will discuss in this section is one that
is canceptually impossible within a transformational framnework,
but very natural in an Interpretive system, Conglder sentences
like the following: .

(82) I wanted Charlle tc help me, but the bastard wouldn't

(84) Iigig;.was besieged by a horde of bills that the

poor guy couldn't pay.

(85) Althouzh the bum tried to hit me, I can't really
get too mad at George.

There are many noun phrases such as the bum, the bastard, and the

poor guy, which can be used coreferentlially with another noun

phrase if they are reduced in stress. These "pronominal epithets”
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can occur Iin all the configurations that a normal pronouns can:

(83), (84), and (85) illustrate pronominasl epithets 1in subordi-

nate clauses on both the left and the right. (86) shows one in

a maln clause, with the coreferential NP in a subordinate clause

on the left. (87) shows that the other NP cannot be on the right

and in a subordinate clause.

| (86) The faet that Charlie 1s unpopular lrritates the

bastard. _

(87) It irritates that bum that Charlie 1lg unpopular.

Since the pronorninal epithets obey similar structural conditlons
ags pronoung (probably a subset of those conditions), we would
obviously be missing a generalizstlion i we did not handle “them
by the same rule.

In a transformational framework, however, the generallzatlion
gcannot be captured. The pronominalization rule changes NTs Into
pronoung, We will have to add the condition that 1t can optionally
change an VP into a pronominal eplthet instead, But then which
pronominal epithet should the NP be changed into? The meaning
is obviously changed 1f we substlitute an epithet for a proncun or
one eplthet for another, |

In an interpretive framework, we can mark eplthets as
epeéial 1exi¢al items which may function as pronouns, adding thelr
lexical meaning to the intended attributes of the person they refer
to.l Then the pronominalizatlion rule requirss no chenges at all,
since the optional feature pro on the eplthets automstically

e

brings them under the domain of the rule,
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7. The environment for reflexivization

Since most of my examples contain plilcture nouns, I must
first teke a stand on thelr structure. I wlll assume the type
of structure glven in Chomsky (1969), putting the'possessive
phfase In the determiner and the head noun and the of-phrase
under a node N. Thus (88) will have the structure (89).

(88) Mary's picture of Bill

(89) NP
D t/ \ﬁ
(]
I T
NP N NP

| | I
Mary pilecture Bill

The possessive ending ls put on Mary by a late rule which applies
to any NP in the determlner; another late rule inserts of between
N and NP,

| This structure 1s very close to the structure of a simple

gsentence such as Mary saw Bill, with the highest NP in (89)

corresponding to the 3 node of the sentence, the ¥ corresponding
to the NP, and the N corresponding to the V, Chomsky shows that
this analysls leads to various desirable conclusilons, including
a generallzatlon of the passlve transformation tc include wlthin
its domain UPs such as (89) as well as Ss,

Given the fazet that derived nominals like (88) behave like
sentences‘with respect to certaln transformstions, 1t 1s not un-
reasonable to assume that the transformstional cycle has as its

domain not only Ss, but also NPs containing derived nominals.
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This assumption enables us to account for a number of hitherto
unexplained reflexives, using the rule (90),.

NP2

(90) [:Creflexive].is « coreferential with NP

if

2) NP? has not been marked for coreferentislity gith
any other NP (l.e. hss not yet served as NP% in
a goreference rule); and

b) NP2 ig immediately dominated (except for a
rogsible preposition) by VP or N; and

¢) NPY ig not in a subordinate clause relative %o
the prese&t ¢ycle; and . 5

d) either NPL 1s' to the left of NP2 or NP° is

‘ dominated by a clause subirdinate to the c¢lause
immedlately dominating NP+,

OBLIGATCRY

Condition (2) and the obligatoriness of the rule insure that a
reflexive will be assigned coreference with the first UP encountered
“that stands 1n the proper structural relation with the reflexive.
Note the asymmetry of the use of "marked for coreferentiality
with" in conditlion (a). We will make use of this asymmetry in
Chapter 3, €4, The structural relation, condition (d), is iden-
ticzl to the structural relation for pronominalization, If this
environmnent 1ls correct, 1t 1is & signifilcant genéralizati@n.

All the standard cases of reflexiveg not inveiving victure-
noung wlll undergo the reflexive rule on the first cycle they are

1

encountered, slnce th

6]

subject of & sentence will always fulfill
the conditlons for internretation as coreferential with a reflex-
ive 1n the predlcate, However, in sentences containing derived

# £

nominals there are two cycles to be consldered,
(91) John showed Bill a p
r

icture of himself,
{(92) +#John showed Bill Mary's

¥ picture of himself,
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In (91), the first cycle deals with the phrase a plciure

of himself. Himeelf obeys conditions (a) and (b) of the reflexive

rule, but there 1s no NPl in the domain of this cycle, so nothing
happens., The second cycle lncludes thée whole sentence, On this
cycle, John and Blll are ellgible to be NF' in the reflexiv e rule,
and so one or the other of them must be assigned ag coreferentiszl
with himself, producing the two possible readings,

On the other hand, the first cycle in (92) deals with

Vary's pileture of himgelf., Mary l1s eliglble to be NP

reflexive coreferentlal with Mary. Of course, the reading ls

then anomalous becsuse of gender disag reement and so the sentence
is ungrammatlcal., Because of the presence of Mary on the first
cyecle, the reflexive rule doeé not get & chance to pailr

with John or Bill on the second cycle.

It 1s Interesting to note that there 1s no natural way to
state a2 transformation which 1ls cognate to this eyclic reflexive
rule. To see thisg, assume & transformational theory of reflexives,
and coﬁsi der the un@arlyi g structure (93).

03) Johnsy showed Billj waryk 8 p

Cn the Ffirst cyele, Mary's picture of John, nothing can happen

gsince there are nc two identical noun phrases. On the second
cycle, the whole sentence, we face the 0ld problem of how %o Pro-
hibit reflexivization, The only way to do 1t is to mark on the
first eycle thet John cannot be subject to reflexivizatlon because

it and Mary fulfill all of the conditions for reflexlvizatlon
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except identity. The reflexive transformatlon will thus have
to lock like (94).

Bmeflexive] if NP2 s

identlcal with NP in the environ-
(94) wp?=> [—reflexévizat ion rule] ment ...

if NP- is nit 1denti-
cal with NP
The second half of this rule, which Introduces a rule feature
under conditions of non-1dentity, is very strange and constltutes
strong evidence against a transformational theory of reflexives,
Let us dlscuss some of the sentences mentioned earller
which blatantly violate the simplex sentence conditlion of Leeg
and Klima's reflexive rule. '
(12) Tom believes that there is a victure of himself
hanging in the post office,.
{15) The fact that there 1ls a pilecture of himself honging
in the post office frightens Ton.

Cn the first cycle, only a plcture of himself is involved, and

there 1s no way for the reflexive rule to apply. The second cycle

involves there i1s a plcture of himself hanging in the post office.

There 1s a dummy noun phrase, totally non-referentlal; thls seems
gufficient reason not to conslider 1t as a possible coreferent of

‘himself. Post office is excluded for ressons I don't understand,

I will show gome relevant examples 1In a moment. Since there is

no palr of noun phrases meeting the conditions for reflexivization
on the second cycle, we go on to the third cycle, where Tom is
encountered, providing the correct reading.

Returning to the question of excluding post office in tnese

examples, we notice the following contrasts,
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(95) The newspaper printed a story about itself.

(96) *A story about itself appeared in the newspaper.

(97) A portrait of himself hangs in the president's
bedroom,

(98) #A picture of 1tself hangs in the Pru's main lobby.

Apparently the conditions for backward reflexivization differ

dependling on the animacy of the noun phrases in question, In
simllar contexts the game constraints hold for pronominalization:

%99) The newspapery printed Harry's story about i1ts.

100) wHwﬂg s story about ity appeared in the newspaper,

(101) Mary's portrailt of him; hange in the president,' et
bedroom.

(102 *Mary's painting of 1t; hangs in the Prus's main
1obby.

These examples show that the generallzation of pronominalization
and reflexivization does not break down; but I can offer no
suggestlons as to what the proper alteration in the rule might be.
The passive reflexive examples (18) and (19) are no
problem. |
(18) The king was hit over the head by a massive por-
tralt of himself which had fallen off the wall.
(19) Unflattering descriptions of himself have been
banned by LBJ.

Like the normal picture-noun sentences such as (91), the rule

orerates on the gecond cycle to produce coreferentiality. The

difficulty however liles in preventing passive reflexives from

working on the first cycle: how do we prevent (20) and (21)?

(20) #Himself was shaved by John.
(21) *John wes shaved by himself.

(20) doesn't work for two reasons: first, because the reflexive
g on the left in the main clause, and second, because the re-

flexive 1s in the subject, which 1s not allowed because of condition
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(b) of the reflexive rule (43). This condition 1s lndependently
needed to prevent (103),

(103) *John thought that himself was'sick.

(21) unfortunstely is not excluded by any of the conditlions

on the reflexive rule. A solution will be proposed in gl2,

8, The ordering of reflexivizatlon

Remembering that the environments of pronominzlization and
reflexivization are very similar, 1t would be an lmporitant regult
if they could be ordered together and hence partially collapsed.
However, Postal claims (1968a, chavter 10, §B) that reflexivi-
zation and pronominslization must be ordered very differently.
Let us examline his arguments. Postal cannot collapse the
rules at all for two reasons: reflexlvization 1s cyclle, whereas
pronominalizaﬁion is non-cyclic; and Wh-preposing intervenes be ~
tween the two rules. The fTirst argument we have already dlsposed
of: by making Wh-preposing cyclic, pronominalizatién can be
made cycllc as well,

The argument that reflexlvization precedes Wh-preposing
1 based on the fact that in (104) the appliéation of Wh~preposing
on the st cycle czuses the 82 node to prune, since it dominates

only a VP ?
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(104) sl
rp’//// \\\\\\VP
you ¥ ﬁ?
saw g2
/ \
NF VP

e \\\\,
wh-someone A% NF

I !
stab you

The result is the derived structure (105).

(105) /////,/sl~\\\\\\\\\
NP NP VP
| | /// ~
wh-somectne you v NP

}
VP
N
A% NP

! |
stab you

s8aw

If the reflexivization transformation took place after the
formation of (105), the surface structure would be (106) rather
than the correct (107).

(106) *Who did you see stab yoursgelf?
(107) Who did you see stab you?

Therefore, Postal concludes, reflexivization must take placé before
32 1g pruned by the applicatlion of Wh-preposing.

In the interpretlive theory, however, this problem does
not arise. On the SQ cycle, you in the object of 82 will be

marked noncoreferential with wh-someone. Then, in the S© cycle,
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even 1T the node'S2 hags been pruned, thils you does not meet the
structural description for reflexivization, since 1t violates
condition (a) of the rule, having been marked once already for
coreferentiallty, Thus 1t can undergo normal pronominalization
and be marked coreferentlal with the other you, even though it

~1s now in the same simplex sentence., On the other hand, if

coreferential with wh-someone on the S° cycle, so (106) cannot
oceour. |

Thus, eveﬂ‘witp the pruning of the 52 node, the intervre-
tive theory of reflexives permits reflexlvization to be ordered
after Wh-preposing and hence to be c¢ollapsed with pronominallza-
tion, a glgnificant generalization; Condition (a) of the
interpretive reflexivization rule now explaing two diffePeﬁt
phenomena: the pleture-noun cases and the Wh-preposing cases,
We wlll see yet one more application 1n Chapter 3, in connection
with the rule that ralses complement subjlectes. On the other
hand, ﬁhe'transformational theory, in order to collapse reflexi-

1

vizatlon and pronominelization, must elther give up the generallty

of the pruning convention or put the very strsnge condition (94)

on the reflexivization transformation.

O, The relative clause csses of reflexivization

This section will tend to throw a certsin zmount of doubt

on the analysis I have presented. However, the evidence wilill show

that, 1T anythling, reflexlvizatlion 1s more devendent on semantics
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than I have c¢laimed so far., Thus the transformstional theory of
reflexives willl be made to seem even less plausible.

One palr of gentences which I gave at the beginning is
stil1l unaccounted for by the reflexivization rule (90): +the

gentences involving relative clauses,

(16) The picture of himself that John saw hanging in
the post offlce was ugly.
(17) The description of himself that John gave the
' police over the phone was a pack of lies,
The structure of thege sentences at the time of reflexivization
looks like (108), (I assume, with Chomsky, that restrictive
relative clauses are daughter-adjuncts to the NF at thls stage

of the derivatlon, not Chomsky-ad juncts.)

ol -N‘\\\\‘\\‘*h‘s\““‘VP
De't /?‘\“ ~_ /S ~_ Mas ugly
NP

the N that Jonn Feve Lhe police

N

picture (of) himself

The difficulty is that on the NPT cycle, when himself is first
encountered, John 1s in the subordinate clause 52, viélating gon-
ditlon (e¢) of the reflexive rule.
' Condition (c¢) was motivaeted by the nonexistence of sentences
like (109)-(111).
(109) #It bothered himself that John was sick.

(110) +#The book which I showed John Iimpressed himself.
(111) =I g=ve a book about John to himself.
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(In (111), a book about John counts as a subordinate clause be-

csuse 1t merits a ceycle of its own.) The relevant case to
compare with (16) is (109), which has the structure (112).

(112) st \
NP / A 2

s

| : V/VP\NP T~

IT that John was sick

| |
bothered hlmself

Comparing the whole of (112) to NPL in (108), we notice a total
parallelism of structure. Any chenge in coandition (¢) that
allows (108), then, will also allow (112), which must be excluded.

‘One difference between (1C8) and (112) 1s that there is
2 possibility of a possessive NP in the determiner of (108),
but the subject of (112) admits of no such additlion. In other
words, (113) is possible, but (114) 1is hash.

(113) John's picture of himself, which he gave the

police, was ugly.

(114) =John bothered himself that he was sick.

John in the determiner would be sufficient to produce the re-

flexive. Therefore one's lmmedliate reaction is to try to say
that all relative clause reflexivizations siart out 1like (113),

with an NF in the determiner which gets deleted later, Unfor-

tunately, this won't work, as there are sentences where putting
the necessary NP in the determiner destroys the correct Inter-
pretation:

(115) The unflattering descriptions of himself which

LBJ has banned from the public press still
circulate underground.
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(116) 1BJ's unflettering descriptions of himself which
he has banned from the public press still circu-
late underground.

Thus we see that in general a possessive NP cannot be added to
the underlying form without preducing drastic results.

Another possible suggestion 1s that the relstive clause

transformation actually moves the relativized noun and 1lts com-

plements from the relative clause 1lnto the main sentence, Thus

(108) would be explained by saying that John gave the police a

picture of himself 1s produced on the 82 cyele, then plecture

of himself 1s moved up by the relative clsuse formation., This

expianation failes, too, because reflexivization does not invari-
ably happen in these clauses, particularly with indefinlte
articles.

(117) #I psinted a pleture of himself thet John saw
yesterday. ‘

Since we probably don't want to have two separate relatlve clause

transformations, one moving the noun up from the relatlive clause

and one not doing so, we have to rejlect this solution too.
vﬁxploring more data, we notice the startling fact that

the choice of verbs in the main clause and the relatlive clause

affects the acceptability of reflexives in the relatlvized noun

phrase., We get paradigms like these:

(118) Chtm

himsell \ +that John
me
myself

I hate the story =about

always tells.
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~ #him
(119) I told the story about igzmself that John likes
myself

to hear.
(118) and (119) look the same as far as noun phrase relatlionships
are concerned:

(120) 5

hate Det N s
bold ‘ / / \
the X TF thet John ?%yaysLteils
! / ™~ L ikeg ©O nearn

Assume that there is an ovtional semantic rule that dupll-
cates the subject of a sentence in the determlner of the objJect,
2nd thet this rule is ordered before reflexivization., If this

L in (120), we will get

rule puts John in the determiner of NP
the varadigm of (118): himsgelf would be coreferentlal with John,
me would be noncoreferential, and myself would be eareferential
and thus aromalous, If the rule puts I 1n the determiner of HF,
we will get the paradigm (119): him cannot refer to Joha because
the condiiions for backward pronominalization are not met, him-
self 1s anomalously marked coreferential with I, me ig ancmalously
marked distinct from I, and myself is correctly morked corefer-
ential with I. If the rule does not overste, leaving only

1

in the determiner of NP+, we also get (119): sgaln backwards
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pronominalization cannot operate to make him coreferential with
2

ohn; end on the % cyecle, NP relates to I just as it did in

<y
-
“ws

the Npl cycle in the previous case. Thus the postulation of
this rule glves exactly the right results,

The conditioning of this rule, as we have notliced, ssems
to depend on some semantic proverty of the verb., I suggest tt at
the property in question 1s related to the sublect's verforming
some sort of dlrect actlon on the object. Tell certainly lmpllesg

more direct sction than hate or lixe to hesr, and so in (118)

ot

p

and (119) the sentence contalning tell override e other gen-
tence 1n connecting its subjlect with story. The correct notlon
" may be Agent (see §11).
The only evidence I have for such a semantic pri;eiple
aside from these reflexives ls coantrasts of the following type:
ay I shot my Tirst lion

(121) Tod
#*Today I was scared of my flrst lion.,
(122) Vesferday I told my firet Polish joke.

;f sterday I heard my first FPollsh Joke,
(123) Today I verformed my first Mozart symphony.
¥Today I hated my first Mozart symphony.

In none of these sentences 1s my connected l1n any way with

oun is extremely

s

posgession; 1ts semantlic relation to the head v

[¢

unclear to me, However, the acceptability of the my seems to be

correlated again to whether the verb expresses some sort of direct
tion performed on the object. The same rule that makes the re-

flexives work could allow the genitive only when connectlon can

be established through the verb.
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10. Some unexvpectedly bad casgses of reflexivization

We s8tlll have not accounted for the fact that reflexives
are not allowed as the WP in the by-phrase of passives:

(21) +*John was shaved by himself.
This cannot be accounted for by ordering reflexiﬁe before passivs,
since (20), the then predicted result, 1s much, much worse.

(20) = *#Himself was shaved by John.
Pogtal (1968a) cltes four more sets of cases of unexpectedly bad
reflexivization like (21).

Tough Movement:
(Postal, chapter 3)

3
(124) Fouzh

It is a breeze for Jack to hit Tony.

(125) Tony 1s tough for Jack to hit,

(126) It is tough for Tony to shave himgelf,
(127) *Tony is tough Tor himself to shave,.
(128) +Himself 1s tough for Tony to shave,

It Replacement
(Postal, chapter 4)
" (129) It seems to me that Schwarz 1ls clever.
(130) Schwarz seems to me to be clever.
(131) It seems to me that I am clever,
(122) <9I seem to myself to be clever,
(133) +#Myself seems to me to be clever,

About Movenment
(Fostal, chavter 5)
(134) I talked to Mary about Loulse,
(135) I talked about Loulse to Mary.
(126) I talked to Thmug about himself,

(1%37) #I talked about Thmug to himself,
(138) +I talked about himself to Thmug.

FPgychologlcal FPredicates
(Postal, chaspter 0)
(139) I regard myself as pompous.
(140) 9?1 strike myself as pompous.

(141) I like myself.
(142) 21 please myself.
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(143) I smelled myself.

(144) 2I smelled funny to myself.
(145) I am amused with myself,
(146) ?I am amusing to myself.

...and a host of similar contrasts: 1look at/ ?look
funny to, disgusted with/ ?disgustling to, horrified
at/ %horrifying te, irritated at/ ?irritating to,
loathe/ ?be loathsome to, accept/ ?be accevtable
to, famillar with/ ?familiar to, be impressed with/
?impregs, annoy/ ?be annoying to, frighten/
?be frightening to, be pleased with/ %be pleasing to
Fostal proposes accounting for these facts by means of a
constraint on movement transformations, called the Crossover
Principle, which says roughly thet a transformation may not move
an NP over another NP with which it is coreferential. (20) is
then ruled out because the paszive moves the deep subject over
the object into the by-pvhrase; since the two NPs are coreferential,
the Crossover Principle rules out the result., Likewise, (127)
and (128) are ruled out by the movement of the objlect of the
subordinate clause over the subject of the subordinate clause:
(132) and (133) are out because of the movement of the complement
subject over the to-phrase (assuming the account of It-Replace-
ment in Rogenbaum (1967)); (137) and (138) =2re out because of
(142), (144), and (146) are out because of an alleged rule of
Pgych Movement which derives themn from underlying forms in which
the positlions of the sublect and object are the opposite of their
surface forms.

In an interpretive theory of reference, the Crossover
o 3

Principle cannct be stated, since coreferentiality, a purel;
1




T4

semantic concept, cannot be referred to in transformations, and
conversely, semantic rules cannot depend on what transformatlon
nave taken place, but only on the resulting structural conflgu-
rations. Furthermore, if we want to maintain the Extended
Lexleal Hypothesis, we caanoct simultaneously maintain the Cross-
over Principle, since the tpansformation Psych Movement 1s Just
the wind of rule the Eitendéd Lexical Hypothesis seeks to ex-
clude: if (140), (142), (144), and (146) are not the output of
a movement rule, then they cannct be ruled out by a cpnstraint
on movement,

Therefore these czses of pad reflexivization must be

=
',h

taken care O n some way other than a constraint on movement

3

of coreferential NPs. As there does seem 1o be a generalization

merely naming the particular cases is not enough., Accordingly,

T will propose a2 constraint, invelving the semantlic functions

of preflexives and their sntecedents with respect to the verb of
the clause. This constrazint will handle not only the casges
cited above, but a couple of cases which Postal cannot handle

gonveniently.

11. Thema

ct
[y

c reletions --a brief discussion

Jaf

)

%

Grub

D

rey r's dissertstion (Gruber 1965) dlscusses =
gystem of semantlc functlous that NFs and PPs wmay perform in a
clauge., These functions, which I will refer to here as thematlc

relations, are lindependent of the notions of subject, object,
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Indirect object, and so forth. They correspond more closely to
some traditional intuitions about agent arnd patlent, whlch have
not been taken into acbount in generative grammar excepnt by
golng to a case grammar-formulations, as in Fillmore (1968).
Gruber's fornmulation provides a rossible way of describing the
intultlions of cose grammar while retalning stendard grammstical
relations in the bsse, The case-llke thematic relationg are
treated as properties of semantic intervre atlons, related to
the grammetical relations (subject, object, etec.) by projectlon

rules or (in Grubver's formalization) the process of lexical

The fundamental semmatic funcﬁion in Gruber's analysis
ls the theme. 1In every sentence there is an NP functioning as
theme. Gruber does not glve explicit criteria for determining
which NF 1s the theme, but some oversll considerations emerge
from the dlssertztlion and some subsecuent work (Gruber 1967 .

With verbs of motiocn the thene is defined as the NP understood

ag undergoing the motion.

(147) The rock moved away,

(148) John rolled the rock from the dump to the house.
(149) B111l forced the rock into the hole.

(150) Harry gave the book away.

(151) Will inherited a million dollars.

(152) Charlle bought the lamp from Max.

(153) Dave explained the proof to his students.

In the first three examples, involving physical motlon, the rock
1s obviously theme. ©Note th=2t depending on the msin verb and

the presence of other NFg, theme can be either gubject or direct
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object. The other four examples 1llustrate non-concrete types
of motion, to which the definition of theme 1s extended by

anzlogy. The book, a million dollars, and the lamp zre themes.

undergoing change 1in possession rather than physical position,
The proof, or rather informatlion about 1t, 1s undergoing change
in some sort of abstract position. This lsst kind of motion is
the least conceptually trsnsparent, but 1t is lmportant because
1t will be of greatest Interest 1n subseguent dlscussion here,
With verbs of 1ocatipn, the theme 13 defined as the NP
whoge locztlon is belng asserted.
(154) The rock stood in the corner,
(155) - John clung to the window sill,
(156) Herman kept the book on the shelf,
(157) Hermszn kept the book (instesd of selling it).
{158) The book belongs to Herman,
(158) WMax owns the book.
(160) Max knows the answer.

T the Tirst three exsmples, we are dealing with physical location
3 N B ?

and the rock, John, and the book are theme, The next three in-

7

volve vpossessional location, and the book 1ls theme in each case.
The lagt example 1lg an abstract analogue of possession, so the
answer ls theme,

Ln 1nportant vprinciple to notlice sbout the extension of

the notion theme to abstract verbs 1s thst when a verb cazn be
ugsed to express motion or location in different domains, the
theme occuples the same syntactle position. For example, keep
in (156) expressesg physical location, and in (157) possessional

location, but the book 1s theme in both cases. Thils principle
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follows from the belief that a verb 1s fundamentally the same
in its different uses. A large number of such correspondences
are discussed in Gruber's thesls.

A further principle that emerges from Gruber's work is
that the themes of morphologically relsted words are in semanti-
cally parallel positlons. Fdr exanple, ooﬁsider the folléwimg
two séntences,

(161) The circle contains the dot.
(162) The dot is contsined in the circle.

In (161) 1t is not clear which NP 1s the theme and which is the
loecation. But (162) has the préposition in, an unmistakable mark

of a locstion phrese, so the dot must be the theme, Therefore,

according to the above clalm, the dot must 2leo De the theme in
(161). Argumeats similsr to thls are used throughout Gruber's

work,

Begides the theme, Gruber works with geveral other thematic
relations. I will discuss only four more here. The first three
of these are the expression of Locatlon, Source, and Goal,
nggﬁgég 1s defined as the thematic relation assoclated with tie
NP exnressing the location, 1n a sentence with a verb of location.
é.i Tt 1s often, but not always, 1n a PP: (154), (155), (1%6), and
| (158) heve a prevosition, and (157) (Herman), (159), and (160}
(Max) have none, AdjJectlves can function as abstract locations,
a5 1f they meont "in the abstract domain (of 'guallty space')
containing those thilngs which are 4d)." For example, stay can

express elther a physical or an abstract locatlon:
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(163) John stayed in the room.
(164) John steyed angry.
Coresponding to Location with verbs of location, we have
the thematlc relations Sgurce and Goal with verbs of motion.
Like Locatlon, these are often exvressed with a PP, but not
always. The dump in (148) and Max in (152) are clear expressions

of source. The house in (148}, the hole in (149), and his stu

dents in (153) are expressions of goal marked by a PP, Away
in (147) and (150) is snalyzed by Gruber (§5.3) to mean some thing

like "to another place" so it is also an expression of goal,

Will in (151) and Charlie in (152) are exprescions of goal in
the subject. As with abstract Location, sbstrzct Source and Gosal

may be also Tilled by sn adjective: cownpare the following ex-

amples,

(165) George got to Thiladelovhis,

(166) CGeorge got angry.

(167) Harry went from Bloomnington to Boston,

(168) Herry went from eleted to derressed,

The lsst thematic relstlon I will discuss is Agent, The
Agent WP 1g to be 1ldentifled by a senantic resding which asttri-

buteg to the NF will or volition towerds the azction expressed

3
by the sentence., Hence only animate NPs can function as agents.
The agent 1s generally in the subject, but the subject

can simultaneously take part in other thematic relations. Fop

example, in {(147) there 1s no theme, but if we chiznge the rock

to John, there 1 whilch John deliverstely moved

@2

a reading 1

i

[}

away, so0 John 1s functioning as both agent and theme. In (148)
2 [ - ?

fto
)
k]
€8]
M
[

St

John is only the sgent, and in (149), Bill, since in both
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i

. G . .
hat moves, 1l.e, 1s theme.,” In (150) (&nd possibly
(15%2)) %the sublect is funetioning as both source and agent, where-

- 10
ag 1n (152) the subject 1s goal and agent. In (151), however,

there 1s no a2gent: an =zct of volition 1s not being attributed

[
jaf
[
o5
[¢1)

to Will since one cannot say, for exemple Will iaherlt

}..

money intentlonally.

eg with the possibility of using

ct

%
The Agent subject correls

purposive constructlions llke in order tc and so that, and pur-

{1

vose adverbisls such as intentlionally, accidentally, on purpose.

(169 #The prock deliberstely rolled down the hill,

(17C John deliberstely rolled down the hill.,

{: #John received the book from Bill in order to
rezd 1t,

—~

—1
V]

John took the book from Bill in order to read it.
t

?John logt the 2
John ga=ve the money away g0 t
his Triend's adnirstion,

ot
-3

A it

N Nt S e S S

e
~1-3

o

(175) 9John intentionslly struck Bill as fuanny.
(176) John intentionally made B1ill think of hiwn as funny.

The first two of ithese examples show the difference between an

inanimate subject scting as theme only asnd an animate aubject

}_.J

functioning both as theme zad agent, (171) 1s sn exanple of an

nnimste sublect which is not an agent. Contresst this with (172),

P

which ee the same semantic content but with the added

@D

Xores

9]

provisc that the sublect 1s agent, permlttiing the in order to

orm a eilmilar pailr. Finally, (175) is.

)

phrase., (173) and (174)
a2 type of example we will return to in the next sectlon; the In-

approprisnteness of the =zdverb indlcates that the subject 1s not

an agent. In (176), however, the volition on John's part 1s




- 80 -

expressed expllcitly, and g0 the adverb ls permlissible.
Likewise, imperstives are permissible only for agent
gubjects:
(177) *Receive the book from Bill.
?l.ose the money.
?8trike B111 as funny.
Thais follows naturally from the fact that successfully carrying
out an order reqguires that the order allow for volition (i.e.
sgenthood) on the part of the hearer.
The lack of an agent subject in a sentence generélly cor-
relates with the possibllity of embédding it ss a gerund under

guch verbs as reseant and accept:

inheriting the money.
Chitting Bill
having to hit Bill.

(178) John reseunted

As usual, I am oanly giving a skeleton of Gruber's lengthy analysis,

12. 1Intersction of thematlc relations and reflexivization
et up the following hlerarchy of thematic relatlons:
(179) 1. Agent
2, Location, Source, Gozl
3. Themne
I provpose the followlng restriction on reflexives:
(180) (The Thematic Hlerarchy Condition)
A reflexive may not be higher on the hlersrcnoy
(179) than its sntecedent (l.e. NPl in (90)).
Violation of this condition will result in sentences whilch are
not fully grammatical, yet not nearly as bad as sentences which
violate the structural conditlions of the reflexive rule.

The Thematic Hierarchy Conditlon 1s a rather curious con-

‘dition, in that 1t simultaneously refers to properties of the
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semantic reading (the thematic relation and coreference) and
the feature reflexive, which i1s presumably not a part of the
reading. Therefore elither 1t must be a conditlion involving
two levels of structure, or else 1t must be taken as 2 gtatemnent
gbout some linherent semantlic content of the feature reflexilve,
heretofore undiscovered. I do not know how to decide between
thege alternatives., Whatever the meaning of the condition, it
ig consistent with an interpretlve theory cf proncuns, whereas
the Crosscover Principle 1a not, ITf second alternative lnterpre-
tatlon of the Themztlec Hlerarchy Conditlon should turn out to
be correct, this would srgue sgeinst malrtalining both a trans-
formational theory of reflexives and the Katz-Fostal Hypothesis,
glnce the reflexlvizatlion transformation would add meaning., I
don't know whether or not the first interpretaticn of the con-
dition is conslstent with & transformationazl theory of reflexives,
I will a2ttempt to show the plausibility of using the

Thematlec Hlersrchy Condition to zccount for the focts given in

$ts

8§10, Doubtless a full discussion would be at lezst as long as

FPostal's 2%5-pege monograph on the Crossover Princliple; obviously

o

T must defer such a2 werk to a later daste, However I hope the
outlines of zn argument will be clear from the present brief

exposition,

Fy
jax)
[45]
165
Po

a, ve

look 2t (20) and (21), the passive reflexives.

t-;_j
}ode
3
[
ot

#Himself was snaved by John,.
#John wag sheved by himselfl.,

———
AR
O

e
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John 1s the deep structure object and the theme of the sentence.

Himse ig the deep structure subject and the zgent. Therefore

th
himgelf 1s higher on the hiersrchy (179) than John, and so (180)

is violated. (21) obeys (180) but violates the structural con-
dition for the reflexivization rule, so 1s much more crashingly
ungrammatical, In the actlve sentence, the agent 1ls to the

left of the theme, so both the structural condition of the re-
flexivization rule and (180) can be met, permitting good sentences,

What

oy

about the actives and pzssives of sentences that do
not necesggarily have an agent subject? Take for example sentences

with touch or hit, which hsve theme I1n the subject and location

or goal in the object, but only ovtleonally =an agent Iin the
subject,
(181) The tree was touchlng the wire.
{182) The falling rock hit the car with a crash,
(18%) John was touchling the bookcase.
(184) John hit the car with a crash,
{183) and (184) are smblguous between an agent and non-agent

readlng of John. However, the parallel reflexive sentences geen

only to have the agent reading,

(185) John was touching himself,
(186) John hit himself (%?with a crash).

This is predicted Dby (180). For if John were ouly the thene,
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olated., Therefore the only acceptable
reading hes John es fgent as well.

We would exvect then that the pasceives of (185) and (186)

would be acceniable, in the intervretation that the deen subject

is only the theme, Unfortunsitely this 1s not the cose,
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#John was belng touched by himself,
o

(187)
(188) +#John was hit by himself.

However, there 1s a fact about the passive by-phrase we have not

taken into sccount. If the WP in the Dby-phrase is animate,

ok

l.e. a potentlsl zgent, 1t seems to be invarisbly understood as
an agent (or at least as non-theme). For example, the passives

of (183) and (184) are unambiguous, having only the agent

The bookecase was (belng) touched by John.

90) The car was hit by John (%with a crash).

Since the passive forces an agent reading on the by-phrase of
(TQT} and (188), the reflexives violate (180), and the sentences

sound funny as usual. We will have more evidence for thig special

effect of the pasgsive In a moment.
What wouléd disprove this alleged explsnation of the re-
flexive pascsive? If there were a gentence with an inanimazte (and

therefore non-zgent) sublect, but with a gemzntica
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reflexive object, and with a verb like touch, which puts thenme
in the subject, such a sentence would violste (180), since the
‘reflexive would heve to be higher on the hiersrchy than its

)

ence 1s the tree was touchlng itself,

ot

antecedent, Such z sen

whigh sounds to me somewhat worse than (185). According to the
analysis so Tar, thils feeling should be due to either a violation
of (180) or & dubious attribution of volition to trees. A%t +this

voint I would rather not speculate any further, though; I lesve

this llne of questlonlng for subseguent resezrch,
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b. Psycholopic 21 predicates

Aectuslly, there are some verbs which potentlally yield

violations of (180), for example, impress NP as, strike, and

[4+]
ot

please. To see thils, notice thet in (191) the adjective,
functionlng as an absirsct location, 1e¢ attributed to the subject,

whereas in (192) the adjective 1s attributed to the object.

. atrikes
(19 11 Harry a ompous .,
191) Bil impresses} J &8s pompou
(192) Bill regards Harry =2s vompous.,

Thils means that the subject ls theme with gtrike and lmpress

but the ob Ject 1s theme with regard. With s

we h 2ve t%e alternative forms (193).

oo striking | n
(193) Harry is {impressive} to Bill,

The presence of 1o here shows that the object of strike znd la-

e

press 1s some scort of goal., Fresumably the sublect of regard

ig @lso a goal and posgsibly an agent, although we cannot verify
this quite so directly
w notice what (180) predicts about reflexives with

these verbs. Since wlth girlke and lmpress the theme ig on the

;

bty

left, but the reflexivization rule only permits reflexives on

[
fe}

the rieht, the conditlion should be violated and we vredict
(correctly) the ungrammstlcality of (140). Regard, with the
theme on the right, should function normelly with respect to re-

flexivization, and as exvected, (148) le all right, The ]

[
o

ve

Pl

2881l

s

of (139) then is out for violation of (180). We would expect

the passive of (140) tc be acceptable, but it doesn't exist:
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b, Fsychologicael predicates

Actuslly, there are some verbs which potentlally yileld

violations of (180), for example, impress NP as, strike, and

rlezse. To see this, notice that in (191) the adjective,
functioning as an abstract locstion, 1e attributed to the subject,

whereas in (192) the adjective is attributed to the object.

gtrikes
10 ] Harry as pompous,
(191) Bill {impresses} larry as pompou

(192) Bill regards Harry as pompous.

This means that the subject 1s theme with gtrike and impress,

but the cbjlect is theme with regsrd. With strlke and lmpress,

we hove the alternative forms (163).

' Ur striking a4
(193) noarry is {impreSSive to Bill,

The presence of 1o here shows that the object of girike znd 1lm-
tress is some sort of goal. Presumably the sublect of regard
ig slso a2 goal and poseibly an agent, althcugh we cannot verify

pies

this guite so directly.

Now notice what (180) vpredicts about reflexives with

=

these verbs., Since with girike and lmvress the theme ig on

‘*3
6]
(53]
o
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left, but the ref 1ex*xi ation rule only

Ced
3

ermits reflexives on
the richt, the conditlion should be violated and we predict
(correctly) the ungrammsticality of (140). 5§§§g§; with the
theme on the right, should functlon norm=1ly with respect to re-
flexivization, and as expected, (148) i1s all right. The passsive
of (139) then is out for violstion of (180). We would exvect

the pessive of (140) tc be acceptable, but 1t doesn't exist:
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8trike and impress do not passiviie. But we have accounted for

hils already, in noting that the passive by-phrase must be read

as agent or non-theme if the NP 1s anlmate. Since the subjlects
str

ike and lznpress can only be thenm
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passive 1s anomzlous, Repard cazn passivized, since the by-

the direct object, 2s 1s pointed out by the varlant 1s pleasing Lo
Thug 1t a&lso cannot h reflexive objects without violating

r
fr“ s performance.

2]
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Te £111 the semantic gap, there ls the alterns

pleaged with,

(195) Bill was plessed with Harry.

I am not sure whet the thematic relstions of pleased wlth are.

By the ugusl arguments from parallellissm, the subject ould be
goal and the with-phrase theme. This correctly predicts the

good reflexives with plessed with, anused with (145), disgusgted

szoh other., Bubt Gruber doeg not discuss thenatic relastionsg in-

ith~-phrase, o we are off
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: ‘ 1
familiar, annoying, and frighteaing), we remember that the to-

(W]

e

phrase marks an expression of goesl., Thils means that the theme
is in the subject, which is what we predlct 17 the adjsctive
attributes an abstract locatlon to the theme. I the subject 1s
purely theme, then a reflexive ln the ifo-phrsse will violate
(180).

 Con the subject of these 2djectives be agent as well?
f so, reflexives 1n the to-phrese should be permissible. The

u

[

e of progressive aspect with these adjectlves, where at all

Telicitous, seems 1o glve & reading of volition to the subjlect:

disgusting
amusing
Tfrightening
impressive

(196) John is being

But in this usage the expression of goal seems to be ruled outl:

adding to Bill in (196) makes the sentence sound funny. We

vredict from (180) that the addition of to himself in (196)

should not mske it any worse than to Bill does. But ny Jjudgments
fail me at this point,

‘The last of the psychological predicates are the ones

that occour in patterns 1like (144) (8P V Ad) to NP): look, sound,

tagte, and smell. But these fall iInto a by now familiar patterun:

the to-phrese is a mark of the expression of zoal, the adjectlve

is an abstract locatlon attribvuted to the dubject, and so thue
gubject 1s the theme. The subject 1s not an agent: %I gmelled

13

funny to Bill in order to get rid of him, Therefore these verbs

cannot take part in reflexive sentences either, without violating
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(180). On the other hand, the usage of smell in (143) allows

an agent subject (I smelled myself in order to see if I uneeded

2 ghower) so (180) c2n be met, permitting reflexivizatlon,

¢c. About Movement

(134) I talked to Mary about Loulse.
(135) talked about Loulse to Mary,
(1%6) I talked to Thmug about himself,
(137) *I talked about Thmug to hilmself,
(138) I talked about himself to Thmug,

Talk, tell, speak, etc. can be znalyzed as verbs of motiocn, where

the thing undergoling the motion is the information being conveyed
by the speech-act (see Gruber, Chapter 7, §2), This means that
thelsubject is aé;nt and source, and the to-phrase ls the goal,
Then the about-phrase must be the theme., Gruber does not mentlon
any instances of themes in PPs, but an extenslon of his arguments
about the theme of look and see (in Gruber (1967)) might lead
one to conclude that, for example, in (134), the theme is some
abstract instantiaﬁion of Louise. If the about-phrase ls theme,
then we can explain (137) as follows. In (136) the gosl is to
~the left of the theme, so condltion (180) and the structural
‘descrintion of the reflexive rule cazn be met simultaneocusly.
But in (137), the theme is to the left of the goal, so (180) must
e violated., (138) of course violstes fhe reflexivization rule.

Consider also the feollowing sentences.,

(197) I talked to Thmug about myself,

(198) I t=lked sbout myself to Thmug.

(199) I talked to myself about myself.

(200) 1 talked about myself to myself.

(197) and (198) are both all right, since I, the agent and source,
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1g to the left of the theme whether or not about movement takeé

1ace. (199), which has the to and about-phrases in underlylng

o]

order, has reflexives in both goal and theme, with the agent as
antecedent. (200), which for Postal should be a viclation of
the Crossover Princivle, is unexpectedly good, and he goes t0

a lot of trouble to explain it away. The present account here

takes care of (200) e=sily, though. Since both reflexives have
the agent as antecedent, no violatlion of (180) oceurs and so

the sentence 1s scceptable.

d, It-replacement

(129) It seems to me that Schwarz ls clever,
(130) Schwarz seems to me to be clever.
(131) It seems to me that I am clever,

(132) %I seem to myself to be clever,

(133) #Myself seems to me to be clever.

(133) 1s of course out because 1t violates the reflexive rule.
But (1%2) is more difficult. Let us make the usual assumptlon

that Schwarz in (130) and I in (132) arise from a rule moving

them from the complement gubject into the position of the 1t in
(129) and (131) respectively. The Themstic Hlererchy Conditlon
as stzted will not sccount for all cases of this sort, since it
ig eacy to find a seatence in which the subject 1s an agent, yet
the reflexive‘§g~phrase (a goal) is stilll bad.

(201) %John appesrs to himself to hsve hilt BI1ll.

Since there lg nothing we can do about the thematlc relstiong
in (201), we will have to modify the Thematle Hierarchy Condltlon.

One possibility that suggests itself is to say that the conditlion




only applies to themstic relations induced by the verb of the

claugse that the reflexive and its antecedent are in when reflexi-

vization takes plzce. It 1s reasonable that a raised NP such

eV

g the derived sublect of geem hss no thematlc relation at all
witﬁ respect to 1lts new clsuse, since thematlc relations are re-
1sted to deep structure grammatical relations; Johm in (201) is
an agent only with respect to the complement. Then, to prevent
(132) and (201), we need only assume that lack of thematic
relation counts as the lowest position on the thematle hlerarchy
(179). ‘Under thils sgsumption, the derived subject, having no
thematic relation, is lower on the hierarchy than the reflexive,
which i1s in an expression cof goal.

e, Tough Movement

) It is tough for Jack to hit Touny.

) Tony is tough for Jack to hit.

} It is tough for Tony to shave himself.
y #Tony is tcugh for himgelf to shave,

) Himself 1s tough for Tony to shave,

Tostal eloims that there 1s a rule Tough Movement that takes the

object out of the complement sentence 1in (124) and vputs it in the

subject of the mcin clsuse to produce (125). This, he says,
csuses o crogssover violstion in cases like (127). In 2 prefatory

note to the monograph, Fostal remarks that he no longer belleves

that 8 movemend rule is involvad in producling (125), but rather

]

a deletion rule under coreference. The reason is probably (he
does not say) that a movement rule would change the meaunlng, pro-

ducing a semantic contrast la examples llke those rolinted out by
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Klima:
(202) Sounatas are eszsy to play on this violin.
(20%3) This vioclin is easy to play sonatas on.

Tostal reallzesg that giving up Tough Movement throws the whole

Crossover Princlple into doubt, but In his brief note he glves

~

no hint cof what he thinks might be a possible alternative. 1In
Chapter 3, # g, ho%ever, we Will show that the difference ir
meaning between these two 1s a natural conseguence of the derived
structure lnterpretation rules for Focus, meking 1t possible to
retaln Tough Movement In the theory of grammer developed here.

The cruclal factor in these sentences, I o¢laim, is that
the for-phrase 1s a deep structure constituent of the msin clause,
but the sublect 1s & desp structure congtituent of the complement,
If this is the case, the subject has no thematlc relation in the
maln clause, whereas the for-phrase does, Applying the modifi-

-

cation of the Thematlc Hierarchy Condition we

1

have
to hasadle It-Replocement, we see that whatever the thematlc re-
letlon of the for-phrase, 1t will be higher on the hierarchy

than the subject. Hence a reflexlive In the for-phrs will violste

-

the condltlon and the sentence will be unscceptable,
To establish the clslm that the for-phrasse in (127) is a
constituent of the msln clause, consider the following sentences.
(204) The problem 1s easy (for John).
(205) Shaving Bill is ezsy (for Johon).
(206) For John, shaving Bill is esesy.

(204)-(20€) show thet there 1s an independently motivated for-
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phrase in the complement of easy. Now we must show that when
Tough Movement takes place, the for-phrsse that appears 1s thig
main clause for-phrase snd not the for-phrase of the for-to
complement .

(207) =«John's shaving Bill is easy.

(208) ?To shave Bill ig easy (for John).

(209) It is easy (for John% to shave Bill.

(210) *For John to shave Bill 1s easy.
These examples show that usually a subjlect must be deleted from
the complement of easy. (207) shows theat a gerund subject cannol
1tself have & subject. With an infinitive subject (208), extra-
position is preferred, as in (209), but sn Infinitive In subject

 position is much worse if 1t has an overt subject (210).

There are a few csges where both for-phrases show up on

than for me to do 1t myself.
It 1s a waste of time for me for John to try to
help with this Job.

211) It would be easlier for me for John to do the Job
212)

However, these sentences do not have the corresvponding form with
the object fronted from the subordinate clause,
(213) #This job would be easler for me for John to do
(than for me to do myself),
(214) #Thie Job 1s a waste of time for me for John to
try to help with,
For further evidence that the for-vhrase 1g part of the
msin clause, notice that 1in the cases where the complement object

ig fronted, the for-phrase can still prepose as in (206).

(215) For John, Bill is easy to shave,
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These examples argue thét Tough Movement can take place
only 1f the complement subject has been deleted, since every
time there is an acceptable for-phrase in such sentences, 1t
turns out to be the ma2in clause for-phrase, If the for-phrase
is in the mein clsuse, the Thematlc Hierarchy Conditlion can

account for the violation (127) in the manner shown above.

f. Dative Shifts

In addition to the ceses given so far, there are two
cases which Postal cites (in Chapter 15) as "non-counterevidencs"
to the Crossover Princlipnle, These actuslly turn out to be evi-
denée agalnst the Crossover Principle and for the Thematle

Hierarchy Conditien, The rules are To-Dative Shift and For-Datlve

3hift, the effects of which we now i1llustrate.

216) Dave sold a book to Fete, To-Dative
217) Dave sold Fete a book. } ( )

(
(
(218) Dave bought a book for Fete.
(219) Dave bought Pete a book,

} (For-Dative)

Fach of these rules permutes the two objects and deletes or in-
serté a prepositlion, depending on one's assumptions about the
underlying order,

Which member of the palrs above has the underlying order
of objlects? I malntain that the upper member is more primitive,
gsince the order of complementsg NP-PP 1s widespresd in English
ahd hence a plausible base rule, whereas the order PP-NF or NP-NF

ig unknown except In these two constructions. Hence for economy

in the base 1t seems wiser to assume that the dative rules pro-
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duce (171) from (170), and (173) from (172).

Furthermore, in the nominalized form, the direct object
2lways directly follows the head and ls followed by the to or
for-object.

(220) Dave's ssle of a book to Pete
(221) 7?Dave's sale to Pete of a book
(222) +*Deve's sale Pete of a Dbook

(223) Dave's painting of a picture for Mary
(224) #pave's palnting for Mary of a pleture
(225) #Dave's palnting Mary of a plcture

Under our usual assumptions about the base rule schema, as in

Chomsky {1969 ), these facts can best Dbe captured by supposing

(216) and (218) to have the underlying order of objects in sen-
tences, corresponding to (220) and (223). The two datlve rules,

however, 4o not generalize to NP constructlons, but occur only

in sentences; thus they only produce (217) and (218), not (221),
(p22), (224), or (225).

Postzl points out thet the direct and indirect objects
cannot be coreferentisl, no metter what thelr order.

(226) 91 sold the slave to himself,

(227) *I so0ld the sleve hilmselfl.

(228) 9*I bought the slave for hilmself,

(229)  #I bought the slave himself.
since only (227) and (229) can be instances of crossover violatilons,
Postal alludes to "some mysterious, 1lndependent constralnt which
prevents the direct and indlrect objects from being coreferentlal
in such casea™ (p. 114),

totually, these examples are a great deal more transparent

in light of the present treatment of reflexivization. Consider
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the thematic relations of these sentences. With gell, the subject
ig agent amd source, the direct object is theme, and the indirect
objeet 1s goal. With buy, the subject 1s agent, the direct ob-

ject is theme, and the for-phrage 1s goal. The from-phrase, if

o

=
9]

1t pcecurs, is source, In (226), then, the reflexive is in the
goal, but its antecedent is theme, so (180) is violated. Like-
wise, in (228), the reflexive $g in the goal, but 1ts antecedent
1g theme, so (180) rules the sentence out.

what then of (227) and (229}, where the reflexive 1s theme

£

and its sntecedent

ry

r

:pal, so that (180) 1s met? We cen account
for these by appeal to the well-known constraint that Datlve

o

ghifts may not move pronouns out of

(220} I gave 1t to Jobhn,
(221) +#I gave Johln 1t.

(2%2) I bought it for John,
(223) #I bought John 1t.

Thus we see that the comblnetion of (18C) and this condltlon on
Dative Shift rules out both possible orders, accounting nlcely
for (226)-(229). Notlce also that the relative force of the two
conditions we have invoked accounts for the difference in accept-
abillty, correctly predlcting (227) and (229) to be worse than
(226) and (228).

The Crogsgover Principle, on the other hand, can only rule
out (227) and (229), slnce no novement takes vlace in (226) and

(228). (226) and (228) csunot be ruled out by a condition on

b

pronouns like that which rules ut (231) and (233), since pronouns
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are scceptable In to and for-phrases:

(234) 1 geve the book to him,
(235) I bvought the book for him.

£, FEmphasls

The only reflexive czses Postal explaing that I haven't
yet are emphatic reflexives, which are often acceptable even when
they violate the Crossover Princivle:

(226) John was shaved by himself.

Postal explaing these by gettling them from Pseudo-~-Cleft sentences

by & derivation that somehow mansges not to vioclste the Crossover

Principle., Golng to such great lengths seems to me unnecessary.

L

iy

Notlce that (236) can only be used as an z2uswer to some guesiion

(237) Who was John shsved by?
Thus in this partlicular case, there ig no way to answer which is
more approprizte than (236), Also, for me at leasi, (238) sounds
better than (236),

(238) John was shaved by Bill.
This suggests that (236) in fact 1s a violation of the Crossover
Principle or the Thematic Hlerarchy Conditlcn, but that the exi-
gencles of the discourse permlit one to override the relatively
weax force of the violatilon.

What evidence 1s there to decide whether the Crossover
Principle or Themetic Hierarchy Condition is the better way of
accounting Tor all these facts of reflexivization? It is of

course Imposeible to compare them in relatlve complexity. But we
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can compare them with respect to the number of phenomena they

ean explain, and the Thematic Hiersrchy Condlitlon seems Lo ex-

plain more, 1f the arguments presented here can be tightened up.

}..J'

Tt explaing the Datlve ahift csse, which the Crossover Principle
canhot. Tt exrlains the Tough Movement case, which the Cross-
over Principle cannot, silnce under the Katz-Postal Hypothesls,
Tough Movement czunot e a movement rule. It explsins the double
reflexive cases of About Movement, which the Crossover Frinclrle
cannot explain wilthout resort to a more complex deep structure.
The other cases Postal dlscusses in connection with the

Crossover FPrinciple have to do with pronouns." We will turn 1o

these cages nNow,

13, Sone unexpectedly bad cases of vpronominalization

Postal (Chapter 10) brings up & class of sentences in
which understoocd coreference apparently should be possible, but
is not. Contrast the following pasirs of questions, 1n which he
or himself and who are 10 ve understood es coreferential.

(229) Who shaved himgelf?

(540) Who did nimgelf ghave?
(241) Who does Mary think hurt himself?
(242) o does Mary think he hurt?

(243) Who did the police accuse of trying to enrilch

himgelf?
(244) #lno did the police accuse him of trying to enrich?
S ) he hated 5 .
(245) s@ho did the girl {who hotes him} describe?

he likes

(246) +ho did you talk %o the girl {who 1Tikes him

} about?

Txactly the same jJudgments obtain for parallel relatlve clause COu-
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structions. Postal suggests that the Crossover Principle can
take care of these bad sentences, since in each case, Wh~preposing
has moved who over ithe pronoun. Then, to account for the fact
that (247) is good,

(247) Who that Charley knows did he critlcize?

Postal lncorporates Ross's suggestion that the Crossover Princlple

be operative only when that one of the coreferent NFPsg that moves

ig the NP "mentioned" in the structural descriptlon of the rule
that moves it. Then, to account for the fact that (248) 1s bad,
aven though the wh-word 1s only a subpart of the NP belng moved,

(248) *Fvidence for whose cleim did he deduce?

. (contrast with
P . Who deduced evidence for his claim?)

Postal goes through a long discussion of the Pied Piping Conventlon,
first proposed in Ross (1967a), whlch enables the wh-fronting
rule to "mention" only the wh-word but still carry along larger
NFfs.

T won't discuss Postal's analysis in detall because it
gseemg tb me to be unable to handle the whole range of relevant
facts. Consider the following seutences. (Who and he to be

coreferential, as usual.)

(

no

49)  *Whose mother did you talk to the girl who llkes
him about? '

50) #Whose mother did you talk about to the girl who
likes him?

(251) #Whose mother did you talk about the girl who likes
him t07% :

(252) xWhoese mother dld you talk to about the girl who

likes him?

i\)
g

5,

The Crossover Principle con handle (249) and (251), since whose




98

is "mentioned" by the fronting rule and it crosses over him,

But (250) and (252) cannot be covered, since whose mother has

been moved away Trom the left of him. It mlight be argued that

the violation in these sentences 1s produced by the creossging in

iy

About Movement, but this proposal can only handle one of the

two: whichever one has the underlylng order of tc and about-
vhrases stlll has no crossover violation, Furthermore, an appezl
E 2 5

to About Movement would be speclous anyway, since About Movement

would have to "mention" the whole NP whose mother in moving the
PP,

Another counterexample concerﬁing About Movement ls th
fact that (253) seems good, to me at lesst, in fact better than
the non-questlon version (254).

(253) Whom did you talk about himself to0?
(254) 91 tslked about himself to John,

It is only by virtue of the fact that whom haes crossed over that
(25%) is good. These examples also argue for ordering reflexi-
vization after wh-prepvosing, ss we clalued in 88, since only if
this ls the csse can the twe sentences be distingulshed in acceptl-
bility.

In a search for asnother way to deal wlth thess examples
note firet thst in the theory given here, tiue anomalies of (242)
and (244) can be reduced to that of (240): with a cyelic rule
of wh-fronting, there will be sn lntermedlate stage in thelr deri-

vation where they will look just like (240). Therefore we hav
{J' -

N

at least two ceses: (8) no coreference between wh- and the subject
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(2h0, 242, 244), and (b) no coreference between who and pronouns
;o

which are certain in relative clauses (245, 246, 248-252),

Golng to a wider raunge of dsta, we find some other con-

53
fad
]
<
[
ot
e
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o

have paradigms at least partlally lke guestlons

In M %y g apartment, a thlef
@3?3 g apartument, she was
was Joﬂn g dog that Dbit b
%It was John's dog that he i
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Note thot in none of these examples has 2 movement rule 'mentioned
one of the coreferential NPs., In (255)~(256) this ig obvious,
since the adverb preposing rule moves adverbials. In the cleft

geutences, there ls a rslative glause movement involved, but the
by the relative clause rule 1s Jobn's dog, not
John. But notlee thaet if the crossover condltlion were altered
to cover (256), it would also cover (255), since the adverbilal
moves Ffrom the extreme right-hand end of the sentence. Further-
more, Lakoff shows (19€8b) that nelther the adverbial ceses nor

-

the oleft cases can be handled Dy ordering a rule of adverbial

fronting or cleft formatlon after pronominalization, slnce pro-
nouns within relative clauses contained in the adverblal or
glefted NF exhibit'the possibilities one would ect if the
rule wers ordered before vronominslizatlion. Since nelther the
Crossover Principle nor ordering of rules can explain these ex-
smples, we conclude that there must be some additional specifica-
tions in the environment for pronominalization, or else some
other prineiple not yet digcovered. I won't try to discuss here

what modifications must be made, But whatever the principnle 1s

- 3




- 100 -

it can be seen to easily geerallize to cover case (a) of the wh-
anomaliles, since the relevant digtinetion is gub ject versus
non-subject.

Thus we have found an independently needed constralnt that
hendles cage (a) of pronominalization violatlons allegedly due
to the Crossover Principle. Waat about case (b)? There seems
to be a variety of factors inﬁer&cting in these gentences, For
one thing , some sentences of thig form souand bad even without

an anaphoric vronoun: (259) doesn't seem apprecliably worse than

59) Who did the man who hated hlm see?
60) Who did the man who hated John see?

-

This seems %o be only a stylistic violatlen of some sort, bui it
does serve to confuse the issue of coreferentislity In (2597 .

Second, there seems to be a great deal less freedom in
the way pronouns can relate to whose than there is in thelr use
with definite or even some indefinite (generic) NPs.

(261) John's mother hit him in the mnose.
(262) %Whose mother hit him In the nose?
. ' . .
(263) 1In {ioagdfnt S} mind, no possible argument agalnat
SO0l 8
him can ever be Justifled.
(264) ?In whose mind csn no possible argument aginst him
ever be justlfled?

e

The difference is not just a result of the "mention" clause in the
Crossover Principle, since there isn't even any movement taking
place in (262). This factor plays a part in the anomalles of

(249) -(252) .
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A third factor iz whetever 1t is that distingulshes (265)
from (266), and (267) from (268).

(265) 7During what movie do you cry every time you see 117
(266} During what movie do you cry every time you geb

drunk? ‘

(267) %Mo do you talk about to people that respect his
work?

(268) Who do you talk about to people that respect Bill's
work? :

(265) and (267) seem to me to be good only as echo questions.
This corresponds preclisely to my feelings about the anomalles of
(245), (246), (248), and perhaps (249Y-(252), (259), (262), and
(263). Yet agaln there 1s no possibility for the guestioned
phrase to c¢cross over the anaphoric pronoun,. Impressionistically
gpeaking, 1t seems as though in understanding these as guestionsg,
one "gets into a Toop": the reference of the pronoun must De
nown before the gquestion can be asked. But if the reference of
" the pronoun is known, what 1s the sense of asklog the question?
T have no ldea how to characterize this set of guestions, but it
should be clear by now that the generallzation has nothing to do
with the Crossover Principle.

Thus 1t seems that virtuslly all the pronomlnalization

sges adduced as evidence for the Crossover Principle should

[e]

actuslly be handled by other processes that will capture a wlder

range of phenomena, Since these other processes are not known

to conflict with the interpretive theory of prohouns, whereas

the Crossover Princlple does, the dilscusslon in this sectlon can

be tsken as a vindicatlon of the interpretive theory, even though

- no positive proposals have been made.



NOTES

'y

1. In the cesse of plural noun vhrasges, additional
specificatlon will have %o be made of gset coreference versus
1ndividual-by-individual coreference, in order to explain, for

example, the difference between themselves and each other., Also,

i)

a distinection has to be made between type and token coreference
in order to explain the difference between one and it., These
distinctions, which must be made by any theory of reference lu
langusge, have been discussed somewhat by Dougherty (1968a).

2. There may be a conflict here between grammatilcal
and natural gender and number. The problem lsg complex, and I
do not provose to resolve 1t here.
%3, For the intermediate stage of derlvation in sentences

1ike What do you know how to 4o, where two wh-phrases are fronted

in the lower clause, we must appezl to J. Fmonds's highly moti-

vated notion of doubly filled node, discussed in his digsertation.

4. (63) is merginal for many speskers, but the pronominali-
zation facts themselves seem secure.

5, We will discuss Rogs's actual example and Takoff's
putative disproof of his golution in Chapter 3, §6.

6. The pruning of S nodes 1is discussed ln Ross (1967a),

Chapter 3.




- 103 -

7. There is not time in the present dlscussiocn to motil-
vate the analogy of possessional location to physlcal location
in these examples. Gruber goes through a great deal of dis~
cugsion (Chapter 4) to establish such an analysis, based on
correspondenceaes in prepositlional patterns.

‘8, Or vperhaps 1t 1s the other way around, l.,e. that the
semantic notion "potential agent" 1s a defining criterion for

he feature [+animate].

9, Cruber notes that "causative" sentences are sentences
like (148), where the subject is onlg theragent.

| 10, Notice that thematié relatiéns can express the re-
lationship holding iIn palirs like buy and sell. The two verbs
express the same transition belng made by the theme (object).

For both verbs, the subject 1s agent, but with buy the subject

is go=l snd the from-phrase lg source, whereas with sell the
to-phrase 1s goal and the subject 1s source,

11. Tor zn account of gentences like Bill tried to strike

Herry a&g pompous, ian which volitlion is stiributed to the subject,

see Chapter 3, 811,

12, There 1s an lateresting correlatlion here: the adjectlivss
ending in -ed take with, and those ending in -ing take 1o, with
céncomitant correlation In induced thematlic relations. I have no
explanation to offer Tfor this fact.

13. For the gense of volltion in sentenées like John tried

, §11. Uote 2lso the strangeness of

ch
O
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John trled to seem sick to B1ll. As with the adjective construc-

tiong Just dlscussed, the agent subject and the expression of
goal seem to be mutually exclusivs,
14, These are mentioned in Akmajlan and Jackendoff (1969)

and in Lakoff (1968bL),



CHAPTER 3
THE COMPLEMENT SYSTEM

1. The problem

One of the more thoroughly explored problems in English
gyntax ig the system of sententlal complements of verbs, The
work in Rosenbaum (1967) gives an extensive range of dats and
proposes rules to account for mogt of it. The rules have aub-
sequently been refined by, among others, Ross (1967), Lakoff
(1966), Kiparsky and Kiparsky (1969), and Perlmutter (1968).
However, there has been general agreement that there are three
basic transformational processes whleh take place in the comple-
ment éystem: extrapogition of the complement, pogsibly leaving

of

[t

an 1t behind; deletion of complement subject; and ralsing

%3

'

gomplement subject, probably connected with extraposition of
the complement verb phrasge.
The current accounts of the complement gyetem all are

incompatible with the interpretive theory of reference presgented

in the last chanier, The fundamental problem is that the rule

statement. The interpretive theory, however, clalims that coO-

referentiallt

e

iz not a syntactic property and hence that no

B

ayntactic rule can be contlngent on it. In order to malntain

~ |09 -
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the interpretive theory 1t will therefore be necessary to treat
complement subject deletlon in such & way that the referential
1dentity 1s handled as part of the semantic component.

Tt should be noted, by the way, as Justification for even
wanting to handle subject deletion intervretively, thet the lden-
tity reguirement in the Equi-NP transformation has led to &
certain amount of difficulty.iﬁ syntactic theory. In particular,
it was pointedout by Lakoff (1965) that for a verdb such as iry,
Equi-NP is not only obllgatory, but the structural descriptlion

of FTqui-NP must be met in order for a sentence t0 be accentable.

to goO.
(1) I tried {;forgBill t0 go.

This kind of exception, called by ekoff 2 positive absolute ex-

&Y

geption, is a very strong additlion to the theory; Lekoff can ouly

cite four kinds of examples. Perlmutter (196E) attempts to elimi-

{ D
]
(0]
Q
[0
1]
6]
[N
ok

nate the for poeitive absolute exceptlons by arguling
that there 1s a deep structure constraint of referential l1ldentity
on the subject and complement subject of try. It will be argued
below thﬁt this claim, too, entalls some falrly dublous syntactic

moves. We will investigste the like-subject regulrement from a

mors semantlc orisntation.

~

2. An Intervretive Rule for the complement sublect

Ag in the case of the nronominalization transformatlon,

the kind of identity required for Equl-NP Deletion is referential

1dentity. Morvhologlcal identlty need not play a role, since

the morvhological form of the deleted NP seens to be irrelevant,
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provided the reference ls correct. Thus the move to an inter-
pretive theory of pronominaslizatlion suggests a parallel move in
the analysis of the deleted complement subject.

Let us try to stzte an interpretive rule for the comple-
ment subject. TFor the sake of avolding complicatlions due %o
complement subject ralsing, we will work with verbs which take
subjéct complemenis in which subject ralsing does not take placge,
for example, bother and dlsturb. |

(2) TFor Harold to eat his peas with a knife would

bother his mother.
(3) (extrdeﬂeﬁ}

It %ou’@ bother his mother for Harold to est his
peas with a knife.

™ eat | nig peas with a knife would bother Harold.
Fat ing

o~
o~
g

(5) (extranocsed)
It would bother Harcld to eat hls vess with a knife.
(6) (subject ralsed)
#Harold would bother bis mother to eat his peas with
g knife. '
T.et ug look at the coreference reletlions 1ln gentences

.

with these complements. We observe that only when the complement

subject is absent on the surface ((7)-(8)) is it interpreted as
coreferential with the matrix object. In particular, if the

complement sublect 1g wmorvhologically identlcal to the matrix

-

obiect ((10)-(11)), or if the complement subject 1s an appropriate
d

= k)

10
pronoun {(12), it is sti1l1l distinct from the matrix object.

{(7) To have to leave =0 socon would tother Bill.

(e To have to leave so soon would bother some of the
men.

(9) For Sam to have to leave so soon would bother Bill,

(10) For Bill to have to leave so goon would bother Bill.

(11) For some of the men to have to leave so scon would

bether some of the men,
{(12) For him to have to leazve so soon would bother Bill.
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The rule here will have to 100k rather like reflexivization,
In reflexivization, we recall, there 1s glven 2 perticular siruc-
tural relation between two NFs, say url and NPQ. Ltgsuning the
structural relations hold, the NPs are coreferential if and only
if NP2 ig a reflexive. In the c=se of complements the structural
relation is that obtalning between the complement subject and
some NP in the clause above it the effect of the rule ig then
similar. The problem of which NFe 1n the upper clause are per-
missible as coreferents of the complement subject has been termed

the control problem; the NP selected as coreferent is called the

controller (these terms are introduced in Postal (1968b)). We
will dlscuss the control problem later; but for tone moment, we
will merely $say that the complement subject 1s goreferential with
some NF in the upper clause. |

What is the nature of the NP in the complement subject
when it 1s interpreted as coreferential witﬁ the controller NFP?
1+ clearly cannot De any normsl pronoun DrVNP, as we can see from
(7)-(12). The worst solutlon we might have to accept would in-
volve o special pro-NP (call it DEL) which has no phonologlcal
interpretation and serves the sole semantlc fynction of function-
ing as 2 coreferential subject complement. Then the interpretive
rule for complement subject would like something llke (iB}.

(13) (Complement Subject Coreferencg Rule)

NPL is o coreferential with NP® if NPZ is the subject

of = for-to or poss-ing complement, and NP+ ig in
the main clause, and NF is kequal to DEL.

OBLIGATORY



In sddition to this rule, we willl need a rule at the end of the
semantlics, rejecting any sentence 1iIn which there remzlins an
uninterpreted DEL. This svsten of rules 1s formally Just like
the syetem of rules for reflexivizatlon pro ed in Chapter 2.

If we agssume thet the kind of coreferentiality specifled

zatlion

!m!-

by this rule 1lg the same as that specifled by pronominal

and reflexivization, we c¢an account for the behavior of plural

and quantified HPs as controllers. In (11), the two occcurrences

of some of the men are understood as unrelated; in (8) each ln-

is understood as belng bothered by having to leave. These

]
ot
6]

jaid
3
)]
6]
>
<
(o]
ot
bk
ot
o
B
o

nterpretetions in the cese where pronominalization

(14) and reflexivization (15) are the appropriste ruleg of co-

ome of the men knew that gome of the men had lost.
Some of the men knew that they had lost.
(15) Some of the men hit some of the men,

Some of the men hit themselves.

'.

1067, 1068) as evidence for treating guantifiers zg higher verbs.
b % 2

T have argued in det

3

11 agalnst thils provosal in Jsckendoff

(1968a, )., It 1s interesting to note, however, that the examples

with quantifiers work exactly llke the examples with simple NTs

The fact that Carden is forced to accoun

c‘!“

for this parsllelism
in the surfece by a blzarre non-parzllelism in the deen gtructure
argues againet the standard account of complement subjlsct deletion,

based on morphological

e

:nd referentlal identity.

Cne oblection that might be made to (13) is that 1t recuires
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a specl

1 pro-NP which 1s reculwed nowheare else in the gramnar,

s}

and never shows up on the surfsce. Thils proform would of course
violzte the Extended Lexical Hyvothesls., Perhaps a deeber ob-
jection to the use of DEL 1s posgible as weli. Suppose that it
were degiraeble to exte the interpretive theory to ot“er gyetens

of rules vresently handled with transformations of deletion under

+3
le]
’_.J'
<3
D
[3]
9
o]
@O
11]
Q
3
ct

identity. of consistent approach, one would

want to use the same sort of formalism for all of the interpretlve

(l) .

rules. The postulation of a special proform such as DEL presupposes
that the missing elements in the surface structure form a constlitu-
ent. This is not always the cace; a comparatilve cénstruction guch
as (16) has a missing subject and verb.

(16) Stsnley ate more beans than cabbage.

T do not intend to propose an interpretive anslysis of comparatives

at this point, but it would Dbe nice to have an iIntervretive theory
4

jeets that leaves open the possibllity of dolng
comparatives with similer mechanlsms,

Chomsky has suggested (personal communication) a more
general way of handling rules of this sort. Suppose that the

rhrase structure rules at d lexical insertion are optlonal, so that
poteatial deep structures can be generated containing non-terminal
nodes at the end of one or more branches, It was assumed in

&tsmects that such structures would block at the end of the trans-

Tormations. Observe, however, thet thege structures would be

semantlcally ill-formed since no semantic informastion would be
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vailable for branches ending in a non-terminal symbol. I pro-
vose that the semantic blocking rether then surface structure
blocking be taken as the criterion for rejecting unexpanded non-

terminal nodeg., Suppose then thet rules of semantlc interpretation

=0

give readings to unexpanded non-ternm inal nodes (or combinations
of tbem) under certsin conditions. Then the sem1vtic blocking

of & non-terminsl node can be prevented, just in cazse it ls Iinter-
preted.,

Unexpended nodes con undergo transformstlons like any otner
ﬁode. If such a node is her deleted or else interpreted Dby
conventlon as phonolggicélly null, wit bout bleocking, & legal sur-
face structure will result., If, however, an unexpanded non-taminal

node is not given a semantlic interpretation, the sentence 1t 1

in will be blocked semanticslly.
In this theory, the senm Ptlc rules which interpret un-
expanded non-terminal symbols will corresvound to the transformations

of the standard theory which delete

}.Ja
O
43}
H
o
<3
',...I-
~
O
Pl
=
o]
o
D
>
Fri
O
m
mn
(o)
0y

exanples of thils kind of rule are the comparative rules, the
gaoping rule (cf. Ross (1967¢)), perhaps the deleted passlve Dy-
phrase, the rule for deletlion of a noun phrase in the complements

Al

of the degres PD ifiers too and enough, and of course the rulse
for the sublect of for-to and poss-ing complements.
The revised version of (13) will simply substitute 4Q for

DEL, where A is the symbol (used

$ote

n Aspects) for an unexpanded

non-terminal node. £11 interpretive rules of thls type likewise
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mention A rather than some gpecialized proform.

%, Postal's generalization

Postal (1968b) gilves seversl arguments to show that the
coreference relatlouns induced by deleted complement gubjects
share several very interesting aspects with pronominalizatlon.
The ﬁost interesting examples are cases in which an indefinite

NP and a ccmplement subject on 1its left cannot be core ferenta.

(811 following examples from Postal (1968b), ©b. 35-37)

(17) +#Finding out Greta was a vampire worried somebody.
(18) =«Discovering that their daughters were pregnant

worried gome o0ld ladles.
(19) +#Kissging was fun for some kids.

(unstressed some in 211 these sentences)

Gontract these with the accentable sentences below, where th

complement subject 1g distinct from the cbject of the main clause.

(20) 3ill's finding out that Greta was a vampire
worried somebody.
(21) My discovery that their dzughters were pregnant
worried some o0ld ladles. ‘
(22) Tony and Betty's klssing was fun for some kids.
The same paradigms seen %o hold for bhackwards pronominalization

to indefinites: contrast (23)-(24), with anaphoric pronouns, 4o

(25)-(26), without them.

(23) *The man who losi ity needs 1o find somethingy.
(24) %It was theiry strength that made some gorlllasjy

famous. (unstressed gome again)

(25) The man who lost the camel needs to 1l
(28) 1t was my streagth that made some gorl

)

nd
11la

I

somethring.
g famous.

That the conditions are the same jg further borne out By

derived nominal constructions, in which complement subject deletion
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is optional (at least in FPostal's dislect--I'm not sure about

mine).

(27)

turbed Tony
(28)

Hlsy reallzation that you knew Greta dis
sturbed Tony.

The reallization that you knew CGreta dis

In neither case can the object of the mailn clause be indefinite.

(29) #His.: realization that the
worried somebody;y.

#*The realization that the F¥arth was expleding
worried somebody. '

Farin was exploding

(30)

Some more similar examples:

(31) My discovery that Johnson was a puppet scared some
congressmen,
(32) sSchwerz's realization thet God was dead didn't worry
anybody .
- T 5o ! NI
(23) {;&Eglr} lizscovery that Johnson was a puppet gggpnd
. some congressmen. [(where the congressmen discovered it)
P o i
#His . . . .
(34) {;§§:1} realization that God was dead didn't worry
ELY -L N —
anybody:.

Although I don't agree entirely with FPostal's date, of wh 1on (17) -

ltute only a smell sample, 1t 1s evident that there

(34) const is

falr correlation between complement subject deletion and pronomi-
nalizatlion constralnte on indefinite NFs,

There is not space here to go into the rest of Tostal's
examples., ESufflce it to'say that he has shown that a theory
which combines complement subject deletion and vronominalization
in some interestlag way i1s to be preferrsd to a theory whilch deesg
net do so.,

In FPostal's theory, since prounominalizetion is non-cyclic
but complement subject deletlion is cyclic, it 1s necessary o
lotmduce 2 speclal device called the Doom Marker, which iz placed
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An interesting observatlon emerges from conslderlng the
possibility of collapsing the complement subject rule with re-
flexivization and pronominalization. The complement subjlect
rule and the reflexive rule, it will Dbe recalled, look formally
very similar, both being oblligatory « rules of coreference, DBul
reflexive pronouns and A, which govern the two rules, have
mutually exclusive distributions: reflexlves are allowed only
under VB or N, and O is sllowed only in subjects. Thus the two
mogt lmportant rules of coreference aside from pronec slization

iteelf are ln some seunse complementary.

4, Interaction of the Complement Sublect Rule with other rules

We want to show that the complement subject rule (13)
can teke pléce at the end of the cycle., Its trausformational
equivalent, Fqul-NP Delstion, in fact 1s usually assumed to be
ordered at the beginning of the cycle. The reason for this
ordering has to do with selection of the controller, In the

asccounts I know of, e.g., Rosenbaum (1967), Perlmutiter (1968) it

ig assumed thet the selection of the controller NP in the higher

ot
s
[8

iz Db

4]

G

aug

jos3
]

8¢ on structural principles--eithsr the grsmmatlcal
relations of subject and object, or something egually devendent
on the gtructure, llke Rosenbaum's distaznce princlple (see B9

for more discussion of ithis). It is lmportant that these struc-

tural relations be cavntured before trans

f
the main clause, because of palrs like (35)-(36).
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%) Bill forced John to wash the dishes.
56)  John was forced by Bill to wash the dishes.

If the controller 1s selected on the besls of grammatical rels-
tions, 1l,e. object in this case, 1t must be the deep object in
(36), zince there 1s no surface object, and the controller is

the surface sublect. If the controller is selected on the basis
of a distance principle, then 1t must be the underlying structure
distance, since in (36) Bill is in the VP and hence nearsr to the
complement thsn John,

We will show, however, in 810, that probably a better
principle for selecting the controller NP can be based on the
thematlc relations we dilecussed 1n Chavter 2, Thematlc relations
are not altered by tfansformations, since they are propertles of
the semantlc Peadl“& which correlete to the deep structure
grammatical relations. FHence it doesn't matter for selection of
controller whether or not transformations heve distorted the main

clause, and so exemples like (35)-(36) do not argue agel inst order-

pt

ing the complement subject rule at the end of the e¢ycle, along
with pronominelization.
The one distortion we will etl1l1l have to worry about is

-

the one that moves the complement subject 1ltself, the Complement
Subjeet Raising transformation (often called It-Replacement).

This traneformatlon breaks upr a for-to complement, moving the VF
of the complement to the end of the VP of the main clause, and
ralsing the complement sublect to the position originally occupled

by the complement. Thus, for example, (37) becomes (38) by the
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complement subject ralsing rule.

(37) 3

b //yE\\\
|
Steve v NF
|
believes i \\\\\
for NP R
‘ .
Tom gﬁiiilx
to be sick
(38) 3

Verious ways of accomplishing thils change have been proposed

(Rosenbaum, Kiparsky and Kilparsky, Lakoff), but for thils discu

m

aion all that ig relevant 1ls the difference in structure due t

O

the disappearance of the § node,

How will raising affect the interpretation of A% The

-

complement Subject Reference Rule only applles to A Lf it ls in

complement subject rosi ion. But inzdvertently, Ralsing may be

2

souplled to a complement containin

Y

&\, Contrast the two deriv

n

structures (39) and (40).

9) John exvects (5 A to gol
0) John expects ALy, to go)

\.r

Tn (39) Railsing has not app

ed

lied, and the reference rule can coerate



properly. In (40) Ralsing has applied, and now the reference

i

ule 1s not applicable., Therefore, if this ig the end of the
derlvation, the sentence must be thrown out, since there is =an
unlinterpreted node present.

- However, 1if (40) is embedded in another clause, as in (41),

on can be saved.

P
o
ot
N
)_J&
m~

g1Sam hoped [égfor John to expect:ﬁ[vﬁto ﬂe]]]

-
hAgsume (41) is o stage in the 8° cycle, afier Raising. Then
2

the Passive can take place in 8% to form (42),
(42) [Slﬁam hoved [

<

oforfl to be exvected by John [v?tD go]]]

w

3
(=5

Now cn the 8- cycle, the reference rule csn nark A coreferent

fort

i

with Sam, glving the correct reading of (43),
(42} Soam hoved to be expected by John to go.

Although A has moved arcund in the tree gulte a bit by the time

its antecedent 1s established, 1t czan still be identifiled in the
sementle readlag as the subject of go, since this isg a property

of the reading which 1s 1ldentified in the deep struciure.

,.,
0]
]
m
=
)
D

This time, the complement subject rule cperetes in the
S

"
© eycle, making John the antecedent of O . Then in the s+ gycle,

the rule marks Sam aad John distinct. Thus we get the correct




(45)  Sam hoved for John to exvect to go.
The difference in mesnilung between (43) and (45) is purely one
of coreference, and hence not revresented in the desp structure,
which only sajs that O 1s the subjlect of £0. The difference in

corefersnce 1is produced by the aprlication of the opiional rulesg

2N

Raiging and Passive; 1f only Raisg

{in
;..!-
m
@
]
(o]
}..‘J
A Py
[6]
0]
R
}J
b

for example
(41) ie the final derived structure), then still another variant
ls produced, this one without a valid semantic reading.
One other thing should be mentioned about this kind of
éer;v tlon. We mentlorned that since the selection of controller

¢ relations, 1t does not matter where the con-

e

bagsed on themzt

jN
2]

e

troller ends up in its clause. But since the Complement Sub

Rule mentions an NPl”ia the main clause," it is important that

z
o
u

the controller actually be in the main clsuse at the time of the
rule, and not moved into another clause by, say, Ralsing., For
example, how lg the reference of A established in (46), where
its antecedent has been ralsed?

(46) [1B111 exvected John [ ipto try (.34 to g0]]]

‘Thls 1s 1In fect very simple. The Combdlement Subject Rule takes

place at the end of the 8 cycle, before John hss besen raised

How does the Reflexivization rule intersct with the rules

we have Just discussed? First of all, there is the falrly trivisl

on that a reflexive can be marked corefersntial with Zl
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(47) Frank tried [ A to scratch himself ]

']

More interesting things bappen 1f we put s reflexlive in

I~
o)

place of & in exaﬂnlas like (29)-(46). Take the analogues of
(30)~(40), which differ by the application of Reaising.

(48) John exvects [Shimself to like Bill]

(49) John expects himself [ypto Like B111]

What happens to these on the lower c¢ycle? The Reflexlvi-

zation rule does apply in this cycle, with hiwqe f s NPL (the

no

1 as NF

oot 3

o

5]
L‘S
CD
[}
6}
jan
B
3
ol
s
QJ
pto

ar

w

marikl hem dilstinet. However
» ?

himself hus not been used as NP® in the rule, so 1t 1s still with-
0ut~an sntecedent: recall the exect statement of condition (a)
of the reflexive rule, which we use here cruclally.

Teow what happens on the upper cvecle? If himself is not

reised (4&), the Complement Subject Rule applies, marking 1t non-

coreferential with John. But thls leaves himself without an

antecedent, and so the sentence 1s thrown out. On the other hand,

if himself 1s raised (49), the reflexive rule applies, merkin

g

himself coreferentlal with John to glve a good reading.
If, however, the passive talkes place on the uprer cycle
of (49), himself will be moved into subject position and the re-

flexivizaetlon rule ageln cannot find 1t an antecedent., But 1f

(50) [.1%em believed L go for John to expect himself [VPtO
like B1 ]]

then passive is applied in SQ

({51) [Slﬁan believed [ o for himself to be expected by John

[ pto like B&WI]]]
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reflexive is generated as a deep subject, as in (48), where ve
14 to be interpreted on the following cycle, by which time

t
it has become an object, as in (49).

o

the Thematlec Hier-

ol
v

o
k)

Tncidentally, it should be notlced

apchy Condition (Chapter 2, §12) causes no difficulties with

3

these roised reflexives. Recall that 1n the finel form of the
condition (Chavpter 2, §12.e), 1t applies to the thematic re-
lations defined by the verb of the clause in which reflexivizatiom
takes pl%ce. A raised reflexive, haviang no thematlc status in

1ts new alause, ls considered lowest on the hi:rarchy} Hence

whatever the thems
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rted. Furthermore, passives such as (583) are pro-
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1
hibited by the conditlon,
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iz belleved by hiﬂself to have hit Normznu.
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from the lower clasuse and therefore 1z lowsr on
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han himself.

5, Reflexives, raising, and pruniog

the transformetional zccount of reflexlvizatlon, the
derived structure after Complenent Subject Relsglng poses an in-
teresting problem. Because ralslng leaves only the VF dominated
by the subordinzte 3 neode, the pruning conveation proposed 1in
Roge (1967a) dictates that the derived structure contzsin only
the VF of the complement sentence sttached a2t the right-hand end

of the matrix VP, the S node having been pruned.



Jobm @V NT VP

axrechts 5311l to go

A
Since now VPS i1s in the same simplex sentence as the subjlect,

we would exnect reflexivization to take place, producing, for

D
b
o)
=
&
1
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P
W1
N
QN
Hy
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3
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1
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g

[for Bill to examine me)
811l to exanine myselfl.

The omly’wav to gtop this in the transformstional theory 1s to
somehow retain the 3 node above V?E, by restricting pruning in
gome way that will throw the genera2lity of pruniang into doubt,
However, in the intervretive theory of reflexives, this
Bbel@ﬁ»ﬁOQS'ﬁOt arise. W

we deanlt with sentences 1lixe (57) and (58).

(57) #dJohn showed Bill Mary's picture ol himselfl,
(Chapter 2, §7)
(58)  *Who did you think stabbed yourseif?
(Chapter 2, §8)

(56) will have the underlying structure (59).
(50) I exnect [for Bill to examine myself]

On the inner cycle, before the complement is broken up, nysell

and Bill are marked ccreferentlal by the reflexive rule; since
the reflexive rule ig obligatory, the sentence is anomalous.
The problem really arises for the interpretive theory 1in

handling the interpretation of whet starts out as (55) and ends
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up as {(60).

{(60) I expect Bill to examine me.
Why, once the complement S node has pruned, cannoﬁ the reflexive
ruls apply to merk I and me aes noancoreferentlal, ruining the lu-

t

fte

terpretation? The key lies in the first cycle., 1In the T

kel
e

w

cycle, the reflexive rule marks Bill and me unoncoreferentlal,
hich is correct, However, thils marking on the first cycle pre-
vents the structural description of reflexlvizatlion from belng
met on the second cycie, after the S8 node has pruned: condltion
(a) of the rule 1s not met since me has elready served once as
NPC in the reflexive rule. ThefefOWé’the reflexive rule cannot

aonly in the second cycle between I an and go pronominali-

[
=]

zation is free to apply, marking them coreferential even though
st thlsg point they are in the same simplex sgentence,

The interdependence of provosals on reflexivization and
proposals on complement subject raising is thus azs follows: the
interpretive theory of reflexives 1s counslstent with the standard
complement subject raising transformation whether or not pruniag
takes place. The transformatlonal theory of reflexives, on the

-

other hand, 1is conslstent only with a derived structure for sub-
ject raising that reteins an 3 node above the postposed complen et
VP, Such a derived structure 1s possible only 1f the pruning
counvention lg modified in some ad hoc fashlon so as to prevent

the 8 from dlaa pearing; the intervretive theory requlres no such

modification.
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On the S~ cycle, nothir

spplies between A and John, marking them dls-

{1‘1

pronominelization
1
dinet. On the 8~ cycle, the Complement Subject Rule applleg,

marking & coreferential with him. Now 1f pronomlnzlization also

apolies, between John and him, a paradoxicel reading willl result,
gince we wlll b formed a table of coreferencs

(63) John  coref  him
him coref

A noncorefl

Thus the only alternative lg unot to 2pply pronominelizatlon be-

tween John and him, so thst they will be marked distinct by the
Gil g UM 140, J )

Noncoreferentiality rule (Chapter 2, § 2). This gives the correct

Cn the other hand, John and him can bhe the sane verson in
? L Pobelioutine s

(64) B111l's realizing that John was sick vothered him.

the St cvele results in hin and Bill being marked noncoreferentlal
because the rule is an « rule., Therefore him and John can be
- marked coreferentlsl Dby pronominalization without-producing a
strange reading 1
Lakoff (1968b) gives examples which purport to show that

&

the principle of the cvele csnnot handle all cases like (61) and

that it therefore must be replaced by an ad hoc constiraint on a
last-c¢yclic pronominalizatlon rule, The Tlrst two examples are

based on the last-cyelic nature of the rules Extraposlition from
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NP and Wh-preposing; we disposed of these in Chapter 2, §5

His third argument 1s besed on the assumption that in
(65), Mary is understood as the subject of realizing; he is trylng
o construct an example which behaves like Ross's but for which
Ross's srgument will not work,

(65) #*Realizing that John had cancer seemed to
heve been bothering Mary,

m to

s
Sa

But Lakoff's agssumption sbout the subject of reallizling seems false

to me; I can't f£ind any subject for realizing, whether or

o
ok

John and him are coreferential, This cen be more readily seen
from the simpler example (€6), which involves no prounouns at 211,
(6) +*Realizing that John had cencer was bothering Wary.

Note that 1f the reslizetion 1ls substituted for reslizing In

these sentences, they are acceptable, and in (65) John aand him

cen he coreferentizl. Or, the gentences can be fixed up by sub-

Y

stituting bother for have been bothering. Thus the violation in

(65) hes to do with something like seguence of tenses, and not at
a1l with pronominalization. This redeems Ross's argument, at

leasgth fo“ the interpretive theor

‘-«4
.

7. Three zspects of the control problem

b

There are two vroblems about the selection of a controller

that immedistely strike the eye: Tfinding which NF 1In the maln

o

clauge is A coreferential with, and deci whether coreferent-

’,. Is
C,}-l
[N

ng

<7)

iality 1s obligatory or optional. These two factors interwezve

in interesting waye, varylng more or less lndependently from one




i
-
N

0

t

o

ngs of verbs to another., here are some exanples of different

VP domlnates only complement, subject controller,
oprtional control: walt, pray, hove, decide
John prayed to leave,
John prayed for Bill to leave.

VP domilnates only complement, sublect controller,
obligatory control: try, learn, condescend, be lucky
be wise

Jonn tried to leave.
#John tried (for) Bill to leave.

VP deminates only complement, ralging obligstory, o
ne control: bhelleve, lmagine
*John belleved to be golng,
ohn believed himselfl to be goling.
John belleved B1ll to be golng.

VP dominates oaly complement, ralsing cptional; if no
raleing, subject controller, obligatory: expect,

want (in some dialects):
Jonn expects to lesve,
#*John expects for BL11l to leave,
John expects himsglf to leave.
Jonn expects Blll to leave,

VP dominates NP and complement, object controller,
obligatory control: permit, persuade, force
#John permitted to leavsa,
Jonn permitied B1l1ll to leave,
#John permitted Bill (for) Herry to leave,

VP domlnates complement and optional NP or PP, subjlect
controller, obligatory control: rpromise, vow {to NP),
spree (with NP), lezrn (from NP)

John agreed to leave,
John agreed with Bill to le=sve,

G. VP dominates couplement and optlonal NP; object con-
troller obligatory 1f present, otherwlise sublect
controller obligs tory get, keep
John got Bill to leave.
John got to leave,
#John got there to be an exwvlosio




H, VP dominstes complement and ovtional NF, object con-
troller optional if present: shout, gcream
John shouted for Bill to leave,
John shouted to Bill to leave.
‘John shouted to Bill for Harry to leave,
#John shouted to leave,

I. Subdeﬁt complement, VP dominates NP, object controller,
optional control: Dother, beneflt
(For John) to leave so early would bother Bill.

Lakoff (1965) and Perlmutter (1968) attempt to account

for the ovtilonal-oblipgatory dilstinction in different ways. Lea-

woff uses the device of positive absolute exceptlons: verbs can

he marked as positive absoclute exceptions to Equl-NF Deletion
¥
f

which meang that the structural descrintion o

of exception is 1llustrated in Lakoflf (196%) with three other

kinds of examples., The first involves verbs that must have re-

L}
ot

exive objects, such as beheve and perjure. The second is the

sd jective gala, which must undergo wh-be deletion to get galsa

affair bub not *the affair wag gala. This may be atrue excepiion

(but see Chapter 5, 83). The third example involves "verbs"

which must nominalize (in his theory of nominalizations), such

[a T

as aggress and king; thils kind of case will unot arise under the
theory of nominzlizations agssumed here, 1.e. that of Chomsky

(1969). Thus the need for a device as powerful as the poslitlve
absolute exception rests on only three csses. It would be nice

to find a more constrained wav to ta]& about them, particularly,

in view of the fact that the verbs with obligatory ccatrol hardly
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seem "exceptional" among the types listed ebove., We will deal
here only with the examples Involving coreference,

Terlmutter tries to do away with the need for positive
absolute exceptions for Equi-NF Deletlon by showing that obliga-
toriness of complament subject deletlon can be expressed asg a
contraint on coreference of deep structure wmatrix and complement
subjécts. To maintzin this, he must show that all cases of
deleted derived structure subjects of complements are deep struc-~
ture subjects as well., An apparent counterexample that comes
immediately to mind 1s a sentence with a passive complement
14.:;.6 (67) s

(67) John tried to be examined by the doctor,

Perlmutter argues that thls really hasg a deep gtructure lilke (68),
hed ¥ Q ] -
(68) Jeohn tried g John {13%} % the doctor examine JohaL;]

which satisfies his provosed deep structure consiraint, Then a

transformation deletesg the get or let. The argument ls besed on

)

} A4 = . 3
bhie sctual meaning

-

¢laim that the extra sentence in (68) reflects

L

the deev etructure of (67) works, there sre plenty of verbs and
t itself, which, like try, have oblligatory
control but which permit passive complements freely. Furthermore,

these poseive complements are not parapnrasable wlih an extra

sentence contalnling gel or let,
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subject to be able to bring about the event exvressed by the
complement., For verbs which don't have thle restriction, Perl-
mutter's analysis faile., ¥We wlll return to how to speclfy this

restriction in §11. First let us find & way of hand

o
[

ling the

other two asnectg of the aonurol rroblen

&, etworks of obligatory coreference

smong Lakoff's four examples of absolute exceptlons, two

heve 1o do with coreference., Thils suggests the use of a much

a7

less gsuer ful device than absolut

D
D
» e
o
[0
V]
ot
O
jout
m
Q
=
o)
(&1
©
3
-
)..Jo
s
Ty
@)
ja?
Jonad
2

deletion, we have the reflexive cases mentloned by Lakoff,

P
! 1 3 » Jhlmself
1 Herry behaved i_ .
(71) ’ *B11l,
P e
Teddy per jured {;{?ﬁiei*'
o Wj {3 -

»

one with both oblect and complement subject recgulred to be co-
Rk J :

referential to the sublect,

_ . himself o \ . -
(72} Frank prides é;Jnck } on (#Bob's) beinz intelligent.
and many expressions with obligatory pronouns or possesssive pPro-
noung.
(7%) Bill took Mary &t {*h word .
L hig
1,11~ s il Y kY
Gerald blew “Tom! e

Ron knowe Sue for what <% is: a liar.




In & sense the second ¥UF 1s redundant semanticallwy

o

-
o
o
o
}_h
3
!.J.
{n

present because of the gyntszetlc vagarles of the expressions,
If the two NPs are referentially dlstinct, the semantic reading
comes out wrong, in thst there are two individuals in evidence

where tne verd presupposes only one.

My proposal, then, 1s this: an optlonal part of the

lexical (hopefully semantic) remresentation of a verd will be

o

network of obligatory Dfo@T@“Cﬁ relations among 1its arguments

) 1

(and perhaps noncoreference relations as well), A metwork of

rq

coreference relations 1s violated if two NPeg, independently de-
termined noncoreferential by the rules of coreference, T111

gemantic plsz

e
3
o
D

es %ich are regulred by the network to be corefer-
ntlal, A violation of 2 network results in rejection of the

offendjng entence,

o

m

2

This vropogal obviously c¢»n handle csges 1ikze (71)-{73).
Its extension to obligatory complement subject ideatlty depends
on the valldity of one sssumption, namely that "surface complenent
subject" 1s an identifiable position 1a the rerresentation of the
complement at the polint In the grammar where the network of co-

reference 1s applied, ““esuugolv semantlc representation., If

this were mot 8o, there would be no way for a verb such as Lry

o
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to speecify that the surfsce complement subject ls identical to
the matrix subject. Thils does not seem too extravagant an
assumption: we will show in 811 that the surface subject of

a clsuse is sewmantically a privileged pogiticn In other reaspects.
Tn connection with networks of coreference, let usg look

at two other rules which operate on HPsg in complement clauses

.

The rule of Touzh Movement (which produces John 1s tough 10

nlesse), discussed briefly in Chapter 2, g2 could operate in

two possible ways. It elther moves the object out of the com-
vlement clause, in which case 1t 1s a transformatlon like Comple-

. 3 4 A Yo o
else 1t deletes the ©

ment Subject Ralsilng

T
O
=3

=

obligetory coreferen with the matrix subject, in which case
it is (in our theory) an interpretive rule like Complement Sub-

ject Reference, If 1t is the latter, we would be forced to say

i
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erence can zlso extend to complement
rfzce oMchTs, which, as far as I know, have no particularly
nrivileg status in the semantic revresentation. This would

argue that the transformatlonsl derivatlon 1& the correct one.

tranaformed into eilther (75) or (76) by Tough Movement
(74) It is easy to play sonatas on this violin,
(75) Sonstas are easy to play on this violin.,
(76) This violin is easy to vlay sonatas on.
But this unent can be answered. Simlilar differences
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ticns the sentences a
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a level of derived structure
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interpretation

to play sonstas
to play

have to differ in deep st

have to do with

tence have been assigned--ce

Since the meaningsg

nothing to do with
for Tough Movement 1s
present lovestigation

ence, S0 we

The other rule

for the complements of degree modifilers like % and

(79) h pig
(80) The pig
(81) Thue pig

conglstent with the

gt
6]

fute
53]

is

of the sen

deen structure,

will assume the transforma

hat affects NPs in comple

{old
too
{cld

too

{fat
o0

that are determined on toe

on th
sonatas on t

-(78), the und tood gram
2l, Therefocre the sesnitencez do
ructure, The semubuic differences
focus and presupposltion--what guss-
answers to, Chomeky (Lo appear)
focus and presuprosition are elemenhs

in which stress levels of the sen-
)

rtainly not the bhase gtructure.

tences differ in z way thzt has

the transformetional soclution

ions of the

sgumpt
version of the rule would

on networks of corefer-
tional version to be c¢co

mente ls

enough . .

voun? } for Harry to kill.

d - (object migsing)
acueh

fgggg} to climb the fen

Joung ("ubﬁeo+ niss ing)
enough} to eat

fat (ambiguous)
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For thils rule, a coreference asslgnment is obviously called

for, since there is no sentence like »It_1s too fat to eat the

plg, which could then undergo something like Tough Movement,
Sometlmes pronouns are needed instead of QA in the rosi-
tion of coreference:k
(82) The pig is fet enough that we can eat i+,

Saskatchewan 1s too far away Tor you even to start
to concelve of getting there in one day by unicycle.

IT there are networks of coreference in the representstions
of too and enough, they will have to refer to an NP 1n the comple;
ment which_need not be the Sﬁbject. But 1n fact, the restiriction
on fbe complement is weaker than coreference, Tor we have gen-
tences like

(832) Tnis room ig too chlillly to turn on %he glr-conditioning.
"o

T

The weather 1s warm enough for us to go swimning.
From these sentences we see that the restriction le something
more like "the complement sentence must be directly relevant to

the matrix," where "directly relevant" is of course & euvhemism
H

ot

Tor a semantic relation I don't understand.3 What 1s important

here 1s thet no network of coreference need be esti2blished forp
too and enough, so the generalization still stands that the sub-
Ject 1s the only position 1n the comvlement to which & network of

coreference can appl

R

8, When there is a unigue controller

Rosenbaum (1S67) propoges a general principle for the

gelection of the controller NF. He says that the cholce of con-
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troller can be made purely on the basls of structural considera-

i

tions, by means of a "minimal distance principle.” According

2

to this principle, the controller l1s always the noun phrase
"nearest" to the complement subject, where distance ls measured
ing nodes along the path in the tree Jjoining the comple-

)

4
ment subject to the noun phrase. Thils principle successfully

vredicts the controller in all ceses listed in § 7 except the

nfOﬂlee clsgs, and furthermore 1t correctly predicts that the

controller of sentence adverblsl clauses (in order to and by -ing
clauses) 1s always the sublect.

This principle, if correct, would bs =2 very surpriging
fothing like 1t has been found elsewhere in tne grammar;

ne device of node-counting somehow seems foreign to our formellsums

C

he glaring exception prounise throws doubt on 1ts

Furthermore, t

{

correctness; 1t seems no accldent that the mesuning of promise

correlates with its formsl behavior under complement subject

An underlylngz assumpiion ol Rossenbaum prianciple 1g that
there 1 never more than one NP 1n a seuntence tnat can serve as

con 1ler,
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gsubject controller is also possible, as Perlmutter (1968) pointed

out in hils discussion of thesge verbs:

guity in the complement subject. What we have established however,

o~
.

ls that the controller is not always the same NP in the matrix
and that the varliation depends on the content of the

clause., We willl show in 811 why these sentences zre

naerely tional coreference between the comblement subject and
gsomethlne 1n the main clause:
(87) Herry talked to Bill about Sam's kissing Gretea.
Farry wrote to Bill about Walt's not voting forp

Humphrey .

Harriet argued with Betty about Jerry's visiting
"TDL}
J .

Thus, assuming thet we can accoumt for the lack of ambigulty

in sentences with scream and ghout, the generalization

10, The oogition of the obligatory controller

=

H<ving declded when we must specify a controller, we must

now declde how to snecify where it is.
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Compare get aﬁd promise.

(28)  Jonun {8285150q] GO Leave.
(89) John 490% ﬁ} Bill to leave,
promieed

We ceunnot say that the controller for a particulsr verb isg always
ite sublect or alweye 1ts object, because of get. Nor can we
t

usge the distance vprinciple, restricting 1lts apvplication to con-

ditions of obligatory coatrol, because of promise.

It would not be very nice to have to say that for promise,

whether or not thers 1z a direct object, the sublect ls controller;
but with get, the object is controller 1f present and otherwise

Jo g elr .

Frank got Joe to Phlladelphia.
(¢1) Joe got furious st Henry.

Frank got Joe furlous at Henry,
(02) Joe got to wash the dishes.

Frank got Joe to wash tue dlghes.
(93) 7.0e kept { nis room.

Frank kept Tom in his room,

(o4) ?Joe kept angry
Frank kept Joe mqgrv

(o5) Joe kept at the job.
¥rank kept Joe at the Joi

O
‘d

(¢6) Joe kept working on the problem,
Frank kept Joe worklag on tne pro

D
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The interesilng thing about these examples ls that the swlitching
of understood complement subjects in (92) and (96) is exactly

parallel 4o the switching of attribution of the adjectives and

“3
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locatives in the rest of ti
ttrn 1s exactly paral
in (97).

(97) The rock rolled away,
Bill rolled the rock away.
n

lel to the switching of attribution of motion

In other words, we appear to be dealing with a manifestatlion of

3l 3 2 - ] g
the syotmm of thematic relastions discussed In Chapter 2, E11,

The theratic reletlions in (20) and (93) are traasparent,

In each cose, Jos . is the theme; with gel he 1s asserted to have

undergone a motlon resulting in achlevement of the goal Thiladelnt

with keep hils locetion over a certain period of time is asserted

to be his 1

2 2 e
is acting

in the other examples to be abstract goals and locatlons,

We could explain the varieble coutroller vosition for ge
by clailming that networks o
relations rather than grammaticel relations. Then control with
get could always be aseociated with the theme, no matier what 1ts
he fact that the theme of get cccurs in various
positlionsg must be expressed 1la the grannar aayway, theré will be

nothing specizl about the way get behaves under the Complement

e

Subject Rule,
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It gtill mu

82

t be shown, however, thet thematic reletions

can distlingulsh get from promige. Tromise unfort unately cennot

describe concrete events, so we have no direct analogy as we 4o

re promige with sell,

(98) John sold 2 bathiub.
John gold Bill a bathtub,
(29)
In both valrs, from John--in (98},

a bathtub 1s
go gtright) is
theme 1in both he source

in these

mede clearer by the variant with to

Q_-
Cf
ct
Jolo
o
(e
o

{
D
e
@
ot
=y
9]
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D
[
wn

placed next to the verb; thig 1g of course impoeczible

Fl 23
'—J)
ot
o
®

theme 1s 2 clausg

(100) John sold a bathtub to Bill.
John would promise nothing to 2z scoundrel like Bill,

If thls analysls of pronise 1s correct, we see that control can

always be assoclated wlth the geurce, whether or not the goal

o e ten

g present. Thus the difference between get and promise is thet

promise belongs to & clsss of verbs in whicn the thematic relstion

map lsomorphically idto grammsticel relstions, whereas zet belongs

(101) Sylvia gave Joe a tricycle.
(1ce) ylvia permitted Joe to cross the stireet.
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In (101) a tricycle is being transferred; in (102) the information

that Joe may cross the street 1s being transferred. These are
the themes of thelr resvective sentences. In both case es, Svlvia
le the source and agent, and Joe ls the goal., As with sell and

rromise, the goal can be marked 1n certain constructions with to

il

identifying 1t more clearly:
(103) sSylvia gave a tricycle to Joe.
sylviea's vermission to Joe to eross the street

The interpretatlon of the complement subject in (102) indicotes

b‘)—'
D

that the controller must be the goal of the matrix sentence. Thus

vermit differs from promise in ti

e

O
&
'}.‘J

e

that goal rather than source

is controller; the correspondence of thematic relazticns to gram-

matleal reletions i1s identicsl,

1

Another example: the positionsl and a%ct ract forms of,

force have the same syntax, and by the ususl assumptions, the
gsame thematlc relations.

(104) George forced the ball into the hole,
2105) Fearge forced Bob into selling his car,
106) George forced Bob to sell his car,

T

Here Gsorge 1s egent, the ball and Bob sre themes, and the hole

= .

and gell hig car are goals, as shown by the directional repcgi-

tion into, which deletes 1un (106) by the well-known rule dele

o
Fnad

i)
ng

vrepogsltions before that and for-to complemeats.
E??mples could be multiplied, but the point is clear. I%
1a poesible, using thematic relations, to explain the position

de

of controller NP by means of a single marking, and to differentiste

the varlious clesses of verbs wlthout any special excertion appar-
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atug., The cruclal cases to show that thematic relations are the
correct device ere get and promige, which have an optionzl ele-

S esinn

ment in the VP, If all verbs with an optional NP behoved like

o

romise, malntaining a fixed control position when the optional

X

O

bject lg added, thls would argue that grammsticsl relstions
determine control., If all such verbs behaved like get, switching
the control vosition when the object is added, this would argue

that gome restrict

D

d variant of the distance principle determines
control, But the fact that both types cccur, correlated exactly
with differences 1n thematic relations, argues that themstlc
relatlions are the factors determining control.

The linkling of controller positlon to thematic relstions
offers some inslight into a well-known sspect of the control prob-
lem, (107) and (108) differ in interpretation of complement

subject, but there 1s no difference elther in distance or in

7) Wary gave Alex permission to go,
£) Mary received permission to go Trom Alex,

Ag we showed earlier, the goal of permit controls complement

gubject coreference, However, in the noninsl form permigsion the

goal 1s optlonal, and not present in these examples.
However, examlne the thematic relations in the main sentences.
In (107), Mary is source and Alex gosl; in (108) it ig the other

way around. In each sentence, 1t turns out that the posl of the

main clause is interpreted as complement subject. If some semantic

rule could establlsh an understood identity between the source-goszl
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patterns 1n the sentence and the NP, it could be inferred that

in (107), Alex is the goal of -permission and in (108), Mary.

Then the network of coreference asgociated with permlission would

give the correct Pesult.4

Such an anélysis would also predict correctly the comple-
ment subject 1n (109) and (110), since control with promise goes
with the source instead of the goel.

ve Alex a promise to g0,
ceived from Alex a promlse to g0,

of such & rule glves heautiful vredictions in these heretoflore
refractory examples.

17 control is established, tnen, by networks of coreference

problen brought ub in 83 . The Complement Subject Rule can now

o
]

e ordered at the end of the cycle, since it is free to asslgn

coreference between the complement subject and aany NP 2t 211 in
the main clause, subject to pronominzlization cons |
+»e is = restrleted choilce cof coreferents for the complement

woge

s

]

O

Wl 2 3 -~ 1 3 L A o i oy o o} 1
subject, the restriction 1s ir indenendently by a networg

of coreference scting ag a filter. Like the Thematlc Hisrarchy

A o L2 e - - 4 s by e
condition, a network of coreferen
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11. Agentsg not conditlioned by the verb of thelr clause

pa
s
o]
pas}
)
D
o
ot
()
=N

In 87 we dilscovered that a third independen

the control problem 1ls whebther or not tue complement gub

required to be "in control of the situation." In general, if

J.

the sublect 1s marked asg an agent by the verb of the coumplement
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towards the acconmplishment of the event described by the sentencs.
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1) Tom intentionally struck Bill as rude,
2) Willy weas ex2m*“ad by the doctor *a order %o
prove to his mother thaet he didn't have TB.

gtrike (as Adl) does not normally mark its subject as an agent,

<o

vet in_(lll} the adverd intentionzally impliss that Tom went out

of his way to cause Bill to conslder him rude., Likewice, glnce
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been marked by the verb, Vet the 1n order to cleuse implies

that Willy went out of his way to make sure he underwent exaulna-
tion,
Variocus factors other thsn the verb can merk NFs as agents

in a sentence. (111) 2ad (112) illustrate the ability of adverbl
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to mark the surface subject of thelr clause as an agent. As we
noted in 87, try requires the subject of its complement to be
an agent., Some interpretatlons of modals mark thelr subjects

(113) Billy won't (i.e. refuses to) be examined by Dr.
Gronk, :

) < m + N N N o "
(114) Yoy ¢TH8L (i,e. are obliged to) be examined by
should -

Dr. Schlep.
As remarked in Chavter 2, the imperetive regquires volitilon on the
part of the deleted subjlect, suggesting that it, too, introduces
the marking agent on the gublect. Also, the regulrement that
the passive by-phrase be interpreted (usually) as an agent may
be exprescsible as an agent marking on the object of by (assuming

an Agpects account of the passive with an underlying by Q).

ote, by the way, that all these devices that mark agents

one of these) mark the surface sublect. This 1s evidence that

the surface sublect does indeed play some special role in semantic
interpretation, as wes Intimated in 88, It is unclear to ne,
however, what this special role 1s.-

Of course, there are many csses where the Introduction of
an asgent mariing by something other than the verb causes & sen-
tence Lo become unaccevptable,

(115) %2John intentionally knew the snswer,

(116) f%Harold itried to be small,
(117) 92You must be Judged inadeguate,

"3

Thus the question ariseg, What sentences can have agents and which

[
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NPg in those sentences can be agents?
Fischer and Marshall (1969), in the course of discussing

Perlmutter's (1967, 1968) theory of begin, give a grs%ising start

towards an answer to thls question. They show that the ability of

a sublect to be an agent is a complex &nd subtle property, tied
o 7

o

very closely to the meanlng of the sentence, Of course, 1f the
- 3

verb marks the subject as an agent, there can be no conflict 1If

gomething else marks the subject as agent, too. €©o the Interesting

cases are sentences 1n which the verdb does not mark the surface
subjlect as an agent.
There anpnears to be & rough critericn for dlstingulshling

verb from agents marked by other than the

is by the verb, there

will be a vlausible paravhrase with NP brought 1t

about that...,

wheress with ageants marked by the verb such a psraphrese seems
odd or redundant. Compare (118), which have agents merked by
B ) () o

the verb, with (119), where the subject 1is marked agent by some-

thing else. Thelr paravhrases &re (120) and (121) respectively.
(118} John (intentionally) moved away from the wall,
The doctor tried to examine John,
(119) John intentionally struck Bill as pompous.
John tried to be examined by the doctor.
(12¢) 2John (intentionally) brought it about that he moved
away from the wall,
?The doctor tried to bring it about that he would
xamine John.
(121) John intentionelly brought 1t about that he struck

Bill as pompous,

John tried to briang 1t about that

examined by the doctor,

he would be



Fischer and Marshall show that the’ability of a sentence
to take an agent subject cannot be identifled with the feature
(-stative] on the verb (recognizable by the ability to take

present progressive aspect), ag Ferlmutter clalams. TFor example,
know, & stative verb, may occur under try if sccompanied by en
appropriate adverb, but gwest, a non-stative verb, seems strangs,

(122) John tried to know the acswer by the next

(123) <2john tried to sweatb.
In faet, the abillity %to take a plausible zgent subject ls often
a metter of factual knowledge about the werld, as 1llustrated by
their discussion (8 4).

4s one might expect from the 1ldiogsync:

ocriented lexicon, there are wide differences

aa to what is selT controllabl, [1.e. can tal

subject (R. J.)] and what is not, and even 1

apeaker, one verb mey be self-c eﬂufcjlable,

semantic opposite or a close synonym may not.

one of the authors (S.

(109) =a.
b.

but not
(110) =a.

n

o, : enjoy surfing.
The reason for this ls that she knows of hormﬂﬁe@ that
“gan produce growth, but none (discounting hooksh-smoking
caterpillars and Tuchrooln\ thet produce shrinkag@, and
that one can start or guash rumors about oneselfl, but oue
cannot stop ‘QOﬂlm from gaying things....
1T the ability of a sentence is thils Ilntimstely bound up
with the meanling of the sentence aad with the real-world conse-
guences of the sentence, a formal criterlon for approvristeness
of agent subjeet 1ls obvicusly unstateble withln the scope of dis-
cussion Lo which we are limited nere. Indeed, 1t will probably
he unstatable in any framework of the near future. Thig does

D.F,) can say
Be taller by next year.
I let myself be rumored

day

*Be shorter by Fril
#1 let myself be said to

to enjoy surfing



not, however, prevent us as lingulsts from using our knowlsdge

iy

of the language to tell us when something i1s inten

D

ed to be the
agent of a sentence, If we can describe their behavior informally
we can discover lnteresting things about them even 1f we do not
know exactly how to represent them,

Begldes the class containing iry and condegcend, we know

enetuaty 54

of several classes of verbs that mark thelr complement sublects

"3

[6]

as agent. ggys vade and forge take direct objects a2s well zg the

s
!

com*lement the objlect and complement subject are coreferentisl
WJ 3

o

4

and the complement sublect must be an agent., Promise and vow

I
a”)

teke optlonzl indirect objects; the gubjlect end complement subject

are coreferentlel, and the complement subject must be an agent,

gublect 1ls always coreferential with some NP in the main clsuse
we could hzve the verb mark e
.t

1
hat ls the agent of the complement. However,

controller as the NP

5

gongideration another clags of verbs shows that 1t 1ls the NP

2

in the main clause which should be marked, noct the complement

v n s a 2
gubject., Reczll the digcugsion of §98, 1n which we concluded

that there ls no network of coreference lavoked by verbs like

3
I3

geream and ghout, For these verbs, we get the following paradigms:
(124) I screamed to go,
(125) I screamed to Bill %to go.
(126) I scresmed to0 Bill for Harry to go.
(127) I screaned to be allowed to go,
(128) I screamed to Bill to be allowed to go.
(129) I screamed to B1ll for Harry 1o be allowed to go.



Wote first of all that in (126) and (129) I am asking Bill %o
bring 1t about that Harry go or be allowed to go; it is only by
virtue of actlion on Bill's pert that anything will ha pren to
Harry. Blll thus meets our intultive criteria for being an
agent of the complement clause, suggesting that 1t 1s indeed the
NP in the main clauge that lg merked as agent, not the complement
subjéct.

Congideration of the wmeanlng of (126) reveals an interssting
thing about sentences with two agents. Notlce that Harry is the

agent marked by the verb In the complement clause. The relation

O

f Bill's action to Harry's action ilandicates that the hgent de-
fined in the higher clause hasg some kind of causgal or temvoral
rilority over the agent deflned by the verb: the former must

2

exert voliti aleo true in sentences like

[85)
(o]
ot

on first. This lsg in fa
(130), in whieh Bill, the agent marked by the adverb, must act

efore the doctor, the ag

o

f\q

nt marked by the verd an 4o so0,
P ¥

(130) Bill was intentlonally examined by the doctor.
Sentences like (126) alego show the dependence of the ability

o

to take an agent on the meaning of the sentence. Compare the

(131) #I shouted to Bill to be tall.
(1%2) #I shouted to Bill for Harry to be tall.
(133) I shouted to Bill for the next recruit to he tall.

Be tall does not normelly allow an agent in the gub ©
because 1t 1s l1mpogsible for scmeone to make someone else tall
(132) 1¢ out: Bill cannot be an agent of the complement. Why is

(133) good? The meaning of (133) is thet Bill should exercise

G‘(
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ublect in (125) ag Bill exclusively, and the inabllity for the

complenent sublect to refer to I in (124) beczuse of the luplicit

sgent ., Admittedly, there ils so far no other evidence Tfor this

u

o
(o N
et
1
et
gt

ion to the theory, but it seems to me to point lo the right

different class of verbs, including beg and ask. These have the
same varadigm as soream excent thet the counterpart of (124) is

sccentable,

(134 to go,

(135) Bill to go.

(136) Bi1l for Harry to go.

(137) to be allowed %o go.

(138) Bill tc be allowed to go,

(139) Bill for Harry to be allowed to go.

lote tt is synonymous with (137). They both para-
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