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ASSTRACT

- This study of the English modal system centers around
three problems for English and general syntactic theory:
1. Conditions on the form of grammar--surface structure-
interpretation. 2. Interpretation of modality in complement
constructions; e.g., as in John expects to know the answer
tomorrow {(future: John-will-know the angwer tomorrow).
3.  Conditions on the functioning of grammars--the contrel
problem and the By Phrase Constraint.

Evidence is first given for the postulation of.a

Mext it ig shown that rules of interpretation on
surface structures are needed to account for the correct
semantic interpretation of a number of constructiocns
involving modals.

We then demonstrate that for a variety of constructions
in English such as John expects to know thie answer tOmOrrow,
syntactic considerations show tnat a rule of future inter-—
pretation (will-interpretation) rather than a transformational
rule of deletion (will-deletion) is reguired.

Finally it is argued that modals play an essential role
in the statement of the "control problem."

Thesis Supervisor: Noam Chomsk
Title: Professor of Linguistics
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INTRADUCTION
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A. Modality--Explicit vs. Implicit Modality

Inhtraditional grammars, will, would, can, could, must,
'should, etc. have been referred to as modals. In this study

we will consider the syntactical and semantic properties of
8 .
B : .
constructions which contain such elements explicitly:.such as

i
'

1) John will come.
2) Can John play?
Furthermore, we will consider constructions such as

3) John expects to know the answer tomorrow.

which might be said to contain such elements {in this case

will) implicitly.

That is, the proposition 4) is recognized to be a well-

formed proposition of English
4) John will know the answer tomorrow.
while 5) is not

5) *John knows the answer tomorrowv.

. +
Furthermore, the infinitival complement in sentence 3) may

«Q

be said to be understood as "meaning" 4).
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such overt modal, put which are similar in interpretation to

-

constvuctlons containing modals, are subsumed under the term
modalitz. This is simply to leave open the guestion whether

at sonte deeper level of structure of

Vi e i - LT e N g s

3) John expects to know the answer tomorrow.

there is an explicit will present, later deleted by some trans-

formational operation.

B. Modals and Higher Levels of Adedquacy in
Grammatical Description

We have already been using the term modal, familiar
from traditionai studies of English grammar. The first
.qucstién that occurs to one to ask is whether there is some
.syntactic charactefiéation of this notion. Wé.will turn ﬁo
this important question in Chapter I. But there is anocther,
equally fundamental question which we will seek to provide
some answer to first--and that is what the justification‘is
for studying modals at all. The answer to this question is
not obvious and is ultimately kased orn the answer to the more
general.question——what is the study of grammars about? Let
us illustrate this problem with our study of modals

Consider the following set of facts which every speaker
of English knows, at least in éis unconscious use of the

1

langu “ge, and consciously, if we call his attention to them:



FACT I

Consider the superficially similar English sentences

*

6) John may sit down.

]

7) John tried to sit down.

W
Nt

v :} . *
The reqular interrogative and negqative forms for the sentence

containing the modal may are

8) May John sit down?

' 9) John may-not sit down.
but not

10) *Did John may sit down?

11) *John didn't may sit down.

For the sentence containing try, the

obtain. We have

12) Did John try to sit down?

13) John didn't try to sit down.
but not

14) *rried John to sit down?

.15) John tried not to sit down. {except in another sense)

opposite facts
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FACT II

£y

Consider the following expressions containina the modal

mnay

16) The doctor may examine John.
‘r‘...‘ o
8 _ _
and the corresponding passive

17) Sohn may be examined by the doctor.

These are cognitively synonymous expressions. However, there -
is an interpretation of each where the surface subject (under-

lined) is the topic; i.e., 16) has the following two interpre-

tations

§18a) I give permission for the doctor to examine John.

18b) I givé the doctor permission to examine John.
Similarly, 17) has the following two interpretations

19a) I give permission for John to be examined by the
doctor. '

19b) I give John permission to be examined by the doctor.

FACT III

Although 5) is ili—formed

4

© 5) *John knows the answer tomorrow.




whereas 4) is not
4) John will know the answer tomorrow.

¥

we get both in the complement of hope

s
3

H LY

o4 20) I hope that John ) knows the anéwer’tomorrow;
' will know

FACT IV

Observe that in

3 e
¥

21) I'm asking you if‘{I } could please open the door.
you

the complement subject may be identical to either the subject
or the indirect object of the main clause. However, when we
replace the choice of the mcodal could with either would or

may, we have

you

22) I'm asking vou if (*I 'kwould pléase open the docr.

23) I'm asking you if {7you}may please open the door.
1 I

FACT V

Consider the interpretation of

24) John might have lost his wallet.
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One.: interpretation is identiczl to the same centencz with the

present tense form of the modal
25) John may (ppssibly) have lost his wallet.

An adqitional interpretation, however, involves the presuppos-
ition that John did not lose his wallet; e.g., if continued

as,foilows

26) John might have lost his wallet, but
luckily he didn't.

Wé have listed here only five facts about English modals.
Indefinitely many more could be given and can be readily found
in various traditional and modern grammars of English. In
% : ~ fact many grammars do not attempt to go beyond this endless
| listiné of facts like I-V and seek only to give as compiete
a list as possible. The more complete the list the better
the grammar is judqea to be. But we wish to reiect mere exhaﬁst-
'ivé coverage of déta (in this case that dealing with modals)
~as a serious goal of linguistic inquiry in favor of a study
in depth of a small set of facts which bear on general
; hypotheses about language wﬁich enable us to reach still
higher levels of adequacy in grammétical description.

,Our approach to the set of facts I-V will thus be quite
different from one which seeks only to peride an exhaustivé
cataloé of such‘facts. For in;tance, we will discuss facts
I-1v iﬁ.detail whereas we will not even mention fact V again.

The reason for this is that ceftain of thé facts I-IV can

[ —— - o
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bcxrhowq to shed some 1igh on the proper formulation of
English grammar, i.e., are releyantAat the level of par-
ticular grammar, while certainvothérs are éeen to shed 1iqht
on universal principles of qraﬁmar, i.e., are relevant at
the more abstract level of universal grammar. On the nther
hand Eact V (and 1nnumerablp other facts available in trad-
1tlonai and mndern descrxntlve studies of modals) does not

t the present state nf research prnwvide any evidence for
6r‘agéinst a partitular forﬁulatibn of Enalish aqrammar or
add to our knowledce of mote abstractruniversal princinles
6f'lanquaqe (at 1eastvto my knowiedae no one has yet shown
fact V to be so relevant). We will thus: ?e making an "in
depth"” study of a restricted set of fact= abont modals which
provide such insichts about grammar. At the same time we
will disregard other facts ﬁhtilwsuch time as thev can be
demonstrated to bear oh the choice between alternative
'&rammafs of Enaglish or can be shown to be relevant to cer-
tain principles of universal grammar, (See also Chomsky,.
1964, for discussion.of "comprehensiveness of arammars.")

This decision to restrict our attention to cértaiﬁ

. facts to the eXclusionvof others may perhans be made clearer
from a parallel in Enalish phonnloay. A areat deal of at—‘
tention has been qiven to the detailed studv of the rules
which desctibe the dearees of stress and the reduction of
vowels in Enqglish words (Chomsky and Halle, 1968) while,
on the other hand, less attentlnn has been agiven to the
detalled study of the rules wh1ch account f£nr the different

dearees of aspiration on Enalish consenants. The reasan for



-t+his has bpeen that many of the facts

nvolving stress have

}as.

been shown4£o be explainable on the basis of underlyinag prin-
ciples éf universal grammar (e.&., conditions on rule order-
inag, the cyclical applicétion of rules and disiunctive
ordering of rules) which are so abstract that they can
reasonably be assumed to belona to the domain of universal
‘gﬁaﬁmar; i.e., they are principles available to the lear-s
ngrs'of any lanquage. However, the status of the rules
involving the distribution of aspiration on consonaﬁts in
English seems somewhat different. These rﬁles have not yet
revealéd any comparable level of insicht into universal gram-
mar or éven at the‘level of particular grammar, e.g., showing
that the formulation.of the rules of aspiration depends
heavily on the other rules of English phonology. This thus
accounis for the in depth research going on in the field of
English stress as opposed to an approach which insists on a
"cemplete" or "comprehensive" phonology of English, which,‘
howéver, is often no more tﬁan the superficial cataloging

of facts with complete neglect of explanatory universal

principles.

Having provided some justification for our decision to
study a certain set of facts about English in detail (see
I-1IV) while excluding others superficially similar (in so
far as they involve modals), let us comment on why we said

that certain of the facts I-IV shed light at the level of

particular grammar while still others do so at the level of

1

universal grammar. This distinction depends on the much

>
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discussed distinction betwéen'thé desbriptive'adequacy of a
grammar -and the explanatéry adequacy.of the theory underlying
it (Chomsky, 1965). - -

A grammar of a language is said to be "descriptively"”
adéquéte if itucorrectly describes the speaker'svknowledge
of hié‘language and expresses the significant generalizations
underlying the language. A linguistic theory associéted
with:a g:émmar is said to héve achieved "explanatory"”
adeqﬁacy if it provides a_general (language-independent)
basis for selecting from among all possible grammars com-
patible with the language data the one which is the desc-
ript;veiy adequéte one. | |

Consider Wéct III, viz., that every sveaker of Enaglish

knows that both sentences in 27) are well-formed

"27) I hove that .Tohn will know the answer tomnrrow.

Ivhopevthét John knows the answer tomorrow.
althouch 5) is not
5) *John knnwsvthe answer tomorrow.
A deécriptivélv adeaquate grammar of Eﬁqlish must éomehow
accQunt for this intuitinn of the speaker. Let us sketch two

possihle ways of doina this

Solution 1: We generate bath 28) and 29) in the svntax
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28) I hope that John knows the answer tomorrow.

29) I hope that Jchn will kncw the answer tomorrow.

'Semantic features on the verb hoEe account for the interpre-
tation of futurity and the occurrence of the future time

. .
adverbial tomorrow in the complement of 28). Sentence 5)

s &

S) *John knows the answer tomorrow.

iz filtered out (if unembedded as abcve) by interpretive

semantic rules.

Solution 2: 28) is derived froﬁ an underlylng 29) by means
of a transformational rule of will-deletion which applies to
the complement of 29) deleting the underlying will which is
responsible for accounting for the interpretatidn of futurity
‘in the complement and the occurrence of the future time
adverbial.

In Chapter III Qevwill consider a variety of construc-
tions ih English which call for a similar mechanism of fu-

ture interpretation; e.g.,

30) If John knows the answer tomorrow, he'll get an A.
It doesn't matter who knows the answer tomorrow.
. The first person to know the answer tomorrow
will get an A.
Assume that John knows the answer tomorrow.

We will give syntactic arguments which show that Solution 1,

which calls for a semantic rule of future interpretation best
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accords with the data in 29), 30). If Solution 2, on the

other hand, is incorporaﬁéd in tﬁe érémmar of English, then
certain complications of the grammar (see “future time
+adverbial argument," 3.B.II.a) are entailed and linguistic
generalizations‘are lost (see "two wills argument,"” 3.B.II.Db).
Thus f%f a grammar of English to attain the level of_descrip-

tive adequacy Solution 1 must be preferfed.-

Consider now Fact II, viz., that 16) and 17) each have
an interpretation where the surface subjeét is the topic

(the "permittee")

16) The doctor may examine John.

17) John may be examined by the doctor.

or similarly the fact that in'31) the surface subject may

not be second person

'31) May *you please(examine John?
I be examined by the doctor?
yours truly -

whereas in 32) the surface subject must be interpreted as

the addressee

-

32a) Will (*I please step this way.
' you
his Majesty

+

) 32b) Will someone please examine his Majesty.
. : o Will his Majesty please be examined by someone.
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- e

Facts like thése (taken together with other phenomena

in Enqllsh dealing w1th focus ana presupposition, the scope

of loglcal elements llhe negatlon, etc.) ofrer suppcrt to

the theory of grammar known as the "extended standard theory"
(Chomsky, 1970a, forthcoming).which argues that certain
aspects ‘of surface structure play a role in semantic inter-
'pretatlon (along with the grammatlcal relations and lexical

items of deep structure). Insofar as we can justify the

i
é
{
i
i
]

addition to linguistic theory of_certain semantic rules of

: intefpretation on suiface structure, we have taken a step
towards explanatory adequacy, having shown the necessity of
Certain conditions on thé form of grammar (viz., the assum-
?tions of the extended sﬁandard theoryl), which are avail-
able to the learner of every language, i.e., are part of
the innate schemata the langﬁage learner uses t5 acguire
‘'his native language. Thus in the case under consideration,
the learner knows that notions such as "surfaceé subject"
are available for‘aspects of éemantic interpreéation invol-
vin§ modals, whereas grammatical relations are deteimined
solely in deep structure.

| In order to see how the data on mddals gi&en above may
shed light on questions of explanatory adequacy in a still
different way, consider Fact IV; thus, in 21) the complement
subjebt may be identical to either the matrix subject or
indirect object

‘21) I'm asking you if {I }could please open the door.
you a
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However, with would or mav as the complement modal we have

22) I'm asking you if gfl would please open the door.
_ you . .

 ,23) I'm asking you if *you}may please open the door.

C3k
ki

5 4

These facts mirror the constraints considered above:; viz.;

33) will ( *I please open the door.
you

- May {*you} please open the door?
I ,

But the statement of the facts in 21)-23) clearly depends on

the solution to a more general problem known as the "control”

problem (Postal, 1970), i.e., why in 34) the complement

iz underctcod to be identical to the matrix indirect

34) I (asked John to opén the door.
o persuaded S

whereas in 35) it is understood to be identical to the matrix

subject

35) I promised John to open the door.

.

and similarly in many other cases with a missing understood



S 2
subject.

Thus since examples as 21)-23), 33) clearly show that

modals play a role in the statement of the control problem,

whatever set of conditions on the functioning of grammar is
correct will provide an explanation for superficially unrelated

facts such as

ity
b

54

you

i
i
i
!
i
[

33) wWill {*I } please open the dcor.

May {fyou} pleasé open'the door.
_ I _

L In this way, facts such as 33) are crucial evidence in any

. attempt to reach explanatory adequacy since presumably much

of the control problem involves universal principles avail-
able to the learner of ary language.

Having provided the motivation for the examination of
certain facts involving Enqlish modals, we turn to a discus-

sion of them in the following sequence

Chapter I-The Modal as a Syntactic Cateqory
Chapter II-Modals and Surface Structure Interpretation

Chapter III-(Implicit) Modality in English
.Complement Constructions

Chapter IV-Modals and Language Universals-- :
o The Control Problem and the By Phrase Constraint
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FOOTNOTES (to Introduction)

-

The extended standard theory thus differs from the

standard theory in that it permits certain aspects of surface

structure (and perhaps "shallow" structure) to play a role

in

of

in

of

of

semantic interpretation. Thus the class of possible rules
semantic interpretation is still more narrowly constrained
comparison with genefative semantics. Permitting rules
surface structure interpretation corresponds in the terms

generative semantics to adding only one type of "deriva-

tional constraint" to the grammar. But generative semantics

on

the other hand allows any number of other possible deri-

vational constraints which are in principle excluded by the

extended standard theory which, as noted above, restricts

semantic interpretation to a small well-defined subset of

.
xCa

2.

- the complete set of phrase markers generated in a grammat-

1 derivation.

Although the control problem still resists a final solu-

tion, aspects of a solution have been proposed, either in the

form of a condition on transformational rules of deletion

(Rosenbaum, 1967, 1970), or conditions on well—forhedness of

deep structure (Perlmutter, 1968), or on aspects of semantic

representation involving notions as theme, goal, etc. (Jacken-

‘doff, 1969).
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CHAPTER I--THE MODAL AS A SYNTACTIC CATEGORY

A. A Syntactic Analysié

Throughout this study we will adopt the hypothesis that
the modal is a syntactic‘category M(odal), i.e., is generated
exactly where it is in surface structure as in

q

n s

B ’- N/ﬁ;\vp

‘John will eat

Thus it is not generated by the set of rules by means of

which V(erb) is derived along with its various complements

.2) VP--> V (NP)

Vs

[ =]
[
b

There are a number of reasons for this decision. MNote

that there are many syntactic criteria which distinguish

M(odals) from V(erbs). Thus

5) M(odals) béhave differently than verbs under certain
transformations:

A. Interrocation

-May John sit down? vs.

“*Tried John to sit down?
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- B. DNegation

John may not sit down. vs.

Jchn tried not to sit down. (#...didn't try...)

1 ! - . 1
4) There are no sequences of modals :

s
2

*John will can come. Vs.

y John tried {to eat.

eating.

, . . : , 2
5) Modals don't occur in infinitives or poss-ing clauses :

*John tried to will eat.
*Willing eating is fun. vs.

John tried {( to eat.
eating.

6) Modals do not agree with the grammatical subject of
the containing sentence:

I can eat.
*John can's eat. vs.

I try to eat.
John tries to eat.
v '3
7) Modals do not have derived nominals :

*John's can-ness
*John's can-ity vs.

John's ability
John's attempt

‘B, A Semantic Analysié

One might propose that the particular syntactic behavior
| of the modals (see Part A.) can be predicted from the meaning

or semantic structure of the modals. That is, one might propose




that there is a set of semantic feattres (universal features;

e.g., possibility, necessity, permission, etc.) such that one

can eXhéustively characterize the modals by this set of featureé
>and then set about to explain the syntactic properties of the
modals on the basis of their semantic structure. Any such
demon§tration would, of course, lend support to one who argues

]

that "syntax is based bn semantics."

) But consider "modal verbs" from such a closely related
language as German--for example, nmissen- {must), x&nnen (éan),
ggsggg (be allo@ed). Presumablj the univefsal set of features
(possibility, necessity) thch characterizes the English modals
also characterizes the German modal Verbs. Yet the German
modal verb parallels the ordinary CGerman verb in the syntactic

criteria given above 3)-7). Compare versuchen (try) with the

modal vgrb diirfen (be allowed)

8) Interrocation

Versuchte Peter =zu essen?

"pid Peter try to eat?"”

Darf'Peter essen?

"May Peter eat?"

Negation

*  Peter versuchte nicht zu essen.

"Peter didn't try to eat."

Peter darf nicht essén.

"pPeter is not allowed to eat."
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.9)vSequencesvof Verbs and_Modals

. Peter versuchte zu essen. " : ' .

"Peter tried to eat."

, Der Mensch muss missen. (Lessing)

"Man must 'must’'."

.i  10) Infinitives

Peter versuchte zu gehen.

- "Peter tried to go."

Peter bat gehen zu ddrfen. o - . ' !

"Peter asked to be allowed to go."

11) Agreement

Du versuchst, er versucht

"you try, he tries"

Du darfst, er darf

"you are allowed, he is allowed"

12) Derived Nominals

Der Versuch

"the attempt"

Das K®nnen, das Sollen

"the ability, the obligation"

Such data suggests that the difference in syntactic behavior

*

between English modals and verbs is not ascribable to the

set of semantic features under discussion; to this extent this
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lessens the hepe that tﬁis‘range éf Syﬁtacfic phenomena has
any obv;pus sehantic baéis. |

| More precisely, suppose that someone arques that the
syntactic category M(odal) (or more genefaliy Aux(iliary))
can be defined universally across languages on the basis of
'univefgél properties such as (necessity), (possibiiity),
(ability), etc.4 Then some way must be found to distingquish,
-~ e.g., must, can, from the semantically cognate German modal

verbs mﬁséen, k8nnen, which will explain the assymetry between

3)-7) and 8)-12). Otherwise one leaves unexplained the puzz-
ling fact that, in English, M(odals) behave differently‘syn-
'tactically than V{(erbs) (compare 3)-7)) whereas in German the
»oﬁposite obtains—--the modal verbs pattern syntactically
parallel to "real" verbs (see 8)—12)). Zny forthcoming ex-
planation of the syntactic phenomena under consideration
_Tust face«probiems of this sort. Thus there is apparently
a syntactic category M(odal) in English (although presumably
not in German) . »

More precisely, we assume in this studyrthat therevis
a universal feature (or features) of M(odality) which is
‘realized in different ways in varioﬁs langquages.
- In English the feature of M(odality) is realized aé a
syntactic category M(odal) (or, equivalently, feéturé—-see
discu;sign above) which is referred to by syntactic ﬁrans~
formations such as Interrogation, Negation, etc.

There are a number of interesting guestions which oné

might pose with respect to this universal feature--such as
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" why certain English verbs like eat did not assume the syntac-

tié status of M(odal}, why permit likewise did not becqme
a M(odal) although the sémantically éognate may did, or
phrased’ in more‘general terms, could any English verb at all
' becone a M(odal)? | |
| ’In.German, on the other hand, this feature is realized

Loy : _ _
as a nlorphological feature: thus there is imperfect subject-

verb agreement for the modal verbs--du darfst/er darf ("you

aré/he is permitted") vs. du versuchst/er versucht ("vou-

try/he tries"). Furthermore, there is no infinitive marker
zu in the complemeht of modals and there is a special perfect
form of the modals when they occur with infinitives--er hat

gut arbeiten k&énnen ("he has been able to work well"”). In

the latter respect, modals share features in common with

verbs like sehen, lassen, etc.: er hat Peter kommen sehen

("he has seen (i.e., séw) Peter come").

Similarly, in other lanquages the feature M(odality)
may realize itself in these or still other ways.

The comments above are not meant to suggest that there
is no point to semantic investigations of the properties
of modals. On the contrary, suggestive studies have been

made (see Bech, 1949). Compare the two sentences

13) Ich bitte Sie, Peter eine Zigarette geben zu ddrfen.

"I am asking you to be allowed to give Peter
a cigarette."

. ' 5
Ich bitte Sie, Peter eine Zigarette geben zu wollen.

"I'm asking you to give Peter a cigarette."
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" where in the first case, the understood subject is identical

with the matrix subject and in the second with the matrix

"

indirect object "Sie" (yoﬁ). The differenee in interpre-
tatioﬁ;is apparently due to the modal choice. Bech has
investigated the semantic structure of the German medal

' verbs.in an effort to point the way towards an explanation
of such exampies as 14). Such semantic investigations may
shed light on certain claeses of cases as these (see dis-

cussion of control problem, Chapter IV, Part B). } N g

C. Alternative Analyses of the English M(odal)

A number of syntactic analyses of the M(odal) have been
made which make quite different empirical assumptions than in
" - the analysis above; e.g.,

1. The Modal as Main Verb Analysis (Ross, 1969)--It is argued

that M(odals) are derived from main verbs occurring in
~ both transitive and intransitive deep structures.

2. The Modal from Cognate Verb Analysis (Newmeyer, 1969)--

It is argued that modals are transformationally related to

their semantically cognate verbs, e.g., may to permit.

3. The Model as Semi-Modal 2Analvsis (Lanqendoen, 1970) --It
is argued that there is a syntactic relation between modals
and semi-modals, e.g.,‘can to be able.

These proposals are considered in detail in Chapter II.
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. : FOOTHOTES {(TO CIAPTER I)
1. Observe that this sequence cannot be ruled out on any

obvious semantic grounds. For corresponding to the syntac-

tically ill-formed *John will can come we have the syntact-

ically and semantically well-formed John will be able to come.

-
14

y 4

2. The‘fact that M(odals) and nominalization elements such
as for-te and POSS—ing'are mutually exclusive can be captured,
e.g., with the following expansion of the English auxiliary

. T (M)
AU.X"""> for"to ceensacees

POSS-ing

3. The fact that the modals do not have derived nominals
follows from the lexicalist hypothesis (Chomsky, 197¢ (b)),
if modals are not main verbs. Again the fact that can-ity
is ill-formed cannot be ascribed to any obvious semantic
constraint since we have ability.

On the other hand if modals were main verbs occurring

both in transitive and intransitive deep structures (see.

Chapter II, Part E) we might expect to find such 2lternatives

as John's eagerness to please vs. *John's easiness to please.

That is, assuming that the root interpretation of must (ne-

cessity, as in John must leave immediately) corresponded to

a transitive deep structure (like eager, try) whereas the

epistemic interpretation of must (logical entailment, as in

John must be crazy) corresponded to an intransitive deep

N




31

structure (like easy, seem) we might expect to get the non-

existent John's immediate must-itv to leave but not *Joan's

must-ness to be crazy. The fact that we get neither follows

from the introduction of M(odal) into the base as a syntactic
"catégory separate from V(erb) in conjunction with the lexical-
‘ist hypothesis.

v There are a few apparent exceptions as John has a strong

will and this dishwasher is a must for everv housewife. These

marginal constructions have little semantic corresrondence with

their modal cognates. Thus we do not have *John strongly will

leave nor *that John is crazy is a must (corresponding to

John must be crazy) nor *the missile's striking the target

is a must (compare the missile must strike the target).

4., 1In a recent paper ( 1972 ) Ross proposes that for
* English the auxiliary verbs, hence also the M(odals) are
marked with thé feature [+Aux], defined univer§ally across
1anguages whereas the non-auxiliary verbs such as like are
marked [-Aux]. Thus with respect to interrogétion only

[+Aux] items invert so that one gets may John sit down?

but *likes John Mary? Ross argues that the feature [Aux]

"must be given a universal definition, i.e., in terms of
“futurity, desire, ability,‘possibility, need, interest,
inception (and other aspects)."”

Note first that in this framework (see Ross, 1969, Chom-
sky; 1%969) thaﬁ English verbs ‘and auxiliaries are subclass-

ified according to the feollowing two features [v], [Aux]:
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A,

[(+V] : [-V]
[+Aux] [-Aux]
. 1~ .
71 N
“ay :" ' / ' \
5 -~ M, have, be read

The classification in A. can be seen to be equivalent to the

formulation in terms of categories given below (Chomsky, 1957):

B . . : o . S . . V = "

/N

‘NP vp

Verb NP

. Aux v
N
N
7 1 N
M, have, be read

where v=V,M,have,be (i.e., corresponds to +V)

It is important at this point to distingﬁish between the
notational reformulation of the pronosal in the'trée diagram
in B. by the feature notation in A. from the much different
propésai that M(odals) are main verbs in deep structure (see
Part C and Chapter II, Part E). Thus any explanation of the
assymetry between the behavior «of M(odals) in Engiish and the

behavior of the German modal verbs which might be based on




universal properties can be as easily stated in terms of either

>
tde

or B., which, as noted, are equivalent. However, this is

-

o4
&

present a purely‘notational coint since no explanaticn'based
on universal prOpéfties is vet available.

In Chapter II, Part E we consider a proposal—;ﬁiz.}
that mcdals are verbs occurring in transitive and intransi-

tlve deep structures--which has guite dlfferent empirical

consequences than our framework and thus is more than a ques-

tion of notation. We w1ll consider a number of arguments

against this proposal on syntactic grounds.

5. These sentences Have an archaic or literary flavor. For

other exanples, see Bech.

£
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CHAPTER II--MODALS AND SURFACE STRUCTURE INTERPRETATION

A. Introduction
In - Chapter II we will investigate facts of the following

sort--consider

.16) The doctor may examine John.

N
1 : ’
17) John may be examined by the doctor.

y 4

These sentences are cognitively synonymous; however, each has
an interpretation where the surface subject (underlined) is

the topic; thus 16) has two interprétaticns

18a) I give permission for the doctor to examine John.

18b) I give the doctor permission to examine John.

The two interpretations corresponding to 17) are

19a) I give permission for John to be examined
by the doctor (=18a)

19b) I give John permission to be examined by the doctor.

Secondly, consider such examples as with the modal will

1) will (*I please be examined by the doctor.
you
his Majesty

as compared with the set with may

+
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2) May I please examine you, Dr. X?

*May you please examine me, Dr. X?

May I please be examined by you, Dr. X?

*May you please be examined by me, Dr. X?

‘ghe generalization in 1) is that the surface subject is
1nterpreted as the addressee of the request. Iﬁ 2), on the
other hand, it is that the surface subject of these construc-
Otions cannot be second persony

Such examples involving modals illustrate certain

llngulstlc generalizations which are best stated in terms of some_

property of surface structure, in this case in terms of the i
notion "surface subject." Thus these examples, and other
like them, bear directly on the choice between alternative
théories of language, viz., the "standard" theory and the
"extended standard" theofy (see Chomsky, 1970a, forthcoming).
For the latter theory argues that certain aspects of semantic
intérpretation (e.g., the scope of logical elements such as
quantifiers and nggation, focus and presupposition)'are
directly related to surface structure properties. Thus inso-
far as the generalizations stated above with respect to
examples 16), 17), 1), 2) depend on surface properties, such
examples provide a confirmation of the extended standard
theory and argue againsﬁ the alternative "standard" theory
of language structure.

In the next part we will illustrate the notion "surfaée
étructure interpretation" and show how our examples involving

modals require abparallel treatmegf.
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F. Surface Structure Interpretation

Consider again the sentences

-

16) The doctor may examine John.

t

17) John may be examined by the doctor.
. ?“
where in each case the underlined noun phrase is interpreted
as the "pernlttee. We will first present the hypothesis we
are proposmng (the Surface Structu e Interpretation Hypothesis) -
which handles sentences like 16) and 17).: We will then con-
sider an alternatiﬁe hypothesis (the Deep Structure interpre—
tation Hypothesis) for the same sentences and will later show
that the alternative hypothesis canﬁot handle a wider range

of similar facts.

Surface Structure Interpretation Hypothesis

In this theory, 16) has the following deep structure

‘ \ A%x
the doctorr may V////\\\\\NP

| |

" examine John

The surface structure of 16) is essentially identical

to 3), to which Affix-Placement and Agreement must apply.»
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Semantic Interpretaticn

The semantic interpretation of 16) is as fbllows

I. the doctor (the deep subject, see 3)) is the "logical"

subject in 16) and John (the deep object) is the "logical"

objecga,

II. %he doctor (the surface subject) is the "permittee”

4 (corresponding to the interpretation I give the doctor

permission to examine John).

Now let us consider the rules that generate 17). The
deep structure of 17) is approximately the same as that for

16) except for the Passive marker

4) o S

the doctor may

examine John by Pass

The surface structure of 17) is

jp ;7<i\ //)yz\\\\\
John may-+ be \Y PP

[~

exanined by the doctor

5)
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Semantic Interpretation

The semantic interpretation of 17) is as follows

I. the doctor (the deep subject, see 4)) is the "logical"

subject in 17) and John (the deep object) is the "logical"
} object.
ITI. John (the surface subject, see 5)) is the "permittee"

! (corrésponding to the intérpretation I give John permission

tg be examined by the doctor).

. " Dedp Structure Interpretation Hypothesis

In this theory, 16)‘has the following deep structure

6) ' - S

i N,

the doctor v NP

' : may it S
P . P

- the doctor V Ni

i o ' examine John

|  The surface structure for 16) is the same as above under our

hypothesis and is yielded by the application of EQUI (which

deletes the embedded occurrence of the doctor) és well as a

few other rules irrelevant here.




Semantic interpretation

The semantic interpretation of 16} is as follows

I. the doctor (the deep subject of both X mav Y and

W examine %, see 6)) is the "logical" subject in 17) and

John (the deep object) is the "logical" object.

II. the doctor (the deep subject) is the “permittee"

i

(corresponding to the interpretation I give the doctor

permission to examine John).

Now let us consider the rules that genefate 17) in
the Deep Structure Interpretation Hypothesis. The deep

structure of 17) is as follows

7 | /S\
TP ' A
John V“ | P

may i /\

l e

the doctor V NP

~examine John by Pass

The surface structure for 17) is the same as above

"under our hypothesis and is yielded by the application of

Pass (ive) to the complement of*7) with subsequent deletion

of the derived subject John by EQUI, etc.

40
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Semantic interpretation

The semantic interpretation of 17) is as follows
I, Jéhﬂ (the deep Subject of leaz Y) is both the “logical“

sgbject and "permittee" of X may Y (corresponding to the

interpretation I give John pefmission to be examined by the
doctox) . v

II. égﬁg (the deep object'of examine Z}isbthe "logical"
object. | .

A Ccmparison of the Hypotheses

The Surface Structure Interpretation Hypothesis claims
that the features of surface structure (such.és "surface sub-
ject," etc.) must be taken into account in determining seman-
tic répresentation. Thus in both 16) and 17) it is the sur-
face subject that is the "permittee."

The Deep Structure Interpretation Hypothesis, however,

does not take properties of surface structure into account

for determining semantic representation. Thus the "permittee’
in 16) and 17) is determined in essentially the same way
that grammatical relations like "subject of" are determined.
In both cases it is the deep subject of X may Y which is the
"permiﬁtee." | '

In the fbllowing sections we will consider a range of
constructions which show clearly that the Surfaée Structure
Interpretation Hypothesis is to be preferred over the Deep
Structure Interpretation Hypothesis. We will demonstrate
this by exémples like the follgwing (211 with the "root" in-

terpretation)}
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8) Jonhn may be examined by the doctor.

(with the lnterpretatlon I give permission for John
to be examined by the doctor.)

There { may } be a revolution.
must

Suit (may be brought against A.T.&T.

‘ must _
I May please go.
o *you
Wlll please open the door.
you :

-Will someone please examine his Majesty.

(# Will his Majesty please by examined by someone)

It is examples like this from which we will conclude that

surface structure properties play a role in semantic interpre-

tation and which will lead us to reject the Deep Structure

Interpretation Hypothesis (which postulates deep structures

- like 6) and 7))as being both semantically and syntactically

inadequate.
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C. Surface Structure Intervretation with Modals

Consider fhe-folloWing examples ({(repeated from II.A)
"15) The doctor may examine John. (=16)

- 16) John may be examined by the doctor. (=17)

§f17) May I please examine you, Dr. X?
o : - | be examined by you, Dr. X?

There are two interpretations of sentences such as
. 15) The doctor may examine John.
viz., the "permission" interpretation as in

18) I give permission for the doctor to examine John.

"and the "possibility" interpretation as in

19) It may be the case that the doctor will examine Joﬁn.

For the moment we are considering only thé former interpreta-
tion of "permission.”

Examples 15) and 16) are cognitively synonymous.
Furthermore, each sentence has a fgeneralf interpretation,

paraphrased by either of

20) I give permission for ¢ the doctor to examine John.
John to be examined by the doctor.
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Moreover 15) has an additional interpretation with the doctor

as the topic, the "permittee," as in

21) I give the doctor permission to examine John.

whereas 16) has the additional interpretation with John as
LN ) ——

the topic, as in

[

22) I give John permission to be examined by the doctor.

Thus the genéralization is that in the structures under
consideration with may, the surface subject may be interpreted
as the topic (the "permittee”).

Note that in
;23) The cake may be eaten now.
only the general ihte;pretation is possible;.iae.,
24) L\ gives permission for fhe cake to be eaten QQW.

We see that the surface subject must in general be animate if
it is to be the topic ("permittee.") Thus we do not have

-

. 25) * A\ gives the cake permission to be eaten now.
‘ *The cake was permitted to be eaten now.

.

Let us turn to the interrogative structures in 17).
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Observe first that such utterances as

26) May I please have that ashtray.

May I please have a pound of meat (said to the grocer) .

-are requests for an action, rather than for a linguistic
S . _
% ~ response as is the case in
|- ) 27) May I take two giant steps?

| : : Yes, you may.

! Thus for the first example in 26) it would be quite inapprop-

riate to reply only

g . o e

28) Yes, you may.

An appropriate response is to hand the speaker the ash-

~ tray, with or without a linguistic response. Let us term this
f © the "request" usage of mav. |
OBserve that.this "request" usage contrasts with the
‘ normal'"permission" uéage'in interrogative structures. Thus

| we have

Vo . 29) May you drive your father's car. (permission)

May i*you} please drive your father's car (request)
I .

*

The last example illustrates another property of the may
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in the "request" usage; viz., that the subject in such

constructions may not be second perscn. Thus we have

'30) May {*you} please open the door.
I .

But a’tonsideration of sentences such as

17) May I please examine you, Dr. X.

be examined by wvou, Dr. X.

31) *May you please { examine me, Dr. X.
. be examined by me, Dr. X.
quite clearly demonstrates that the phenomena under consider-
ation are facts about surface subjects and not deep subjects.
Were one to seek to state the generalizations as a deep

structure interpretive principle one would have to say that a

- string of the form

32) Q NP may please V NP

is ruled out under the following conditions
1. if there is no Pass(ive) marker in the string then the

subject NP must be first person to be interpreted.

2. if there is a Pass(ive) marker present in the string, then

the object NP must be first person to be interpreted.
But clearly this is a fact about surface subjeéts and
any rule which must refer to object NPs is missing a generali-

zation.
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Similar comments apply to

33) May we please eat the cake now, Mother?

.34) *May the cake please be eaten now, Mother?

For similar arguments based on the modal will, consider

examples such as

s . ‘.

'35) Will( vou please step this way.
his Majesty
*T
. 213 »  d
where here, in the "imperative" use of will, the subject
4

must be 1nterpreted ‘as the addressee . 2Again it is the sur-

face subject that is approprlate as is seen from such sentences

as

 36) Will¢ you] please (examine John. 5
*1 be examined by the doctor.

Of course, any generalization about surface structure may
pe reflected at the level of deep structure6 if one is to |
permit the introduction of any arbitrary structure at that level.
Thus in the cases discussed, the subject restrictions may be

stated in terms of de ep subjects, if we assume underlying

structures of the follow1ng form, where may is a deep struc-

ture transitive verb whose subject may not be second person

(i.e., in the "request" interpretation, as with please) and

will a deep structure transitive verb whose subject must be




i
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interpretable as the addressee:

- 37)

please NP

.
g
»

nay it S
SQwill

But the restrictions are not stated any more simply at the

deep structure level; and no new generalizations are captured.

Much worse, a generalization is lost, for the analysis im-
plicit in 37) entails that the generalization in terms of the
sutface structure subject is an accident. It would make no

difference in these terms whether the generalization held of

-subject noun phrases or object noun phrases.

In any case, of course, the force of such an explanation
of the phenomena under consideration depends on the plausibi-

lity of independent arguments for underlying structures like

'37). These are, however, quite dubious:on syntactic grounds

(see II.D).
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D. The Modal as Main Verb Proposal

Since a considerable literature in transformational grammar
has appeared in which it has been maintained in one form or

another that the English M(odal) is a main verb in deep struc-

tﬁre {see Ross, 1969; Newmeyer, 1969; Perlmutter 1970), we

will consider this proposal in the following sections.

o
K

First observe again that the modal may is ambiguous in

15} The doctor may examine uonn.
7 .
A. PermlsSLOn -=The doctor has permlssion to
examine John.

' B. Possibility--It may be the case that the
- : doctor will examine John.

The modal as main verb proposal embodies the following
claims about may (abstracting from its several variants: see

also II.H)

Assumption 1: The interpretation of "permission" is associated

with a particular lexical item may ; the interpre- .
P(ermission)
tation of "possibility" is associated with a particular lexical

item may .
: Po(ssibility)

Assumption 2: May and may are main verbs in deep structure.
P Po

Assumption 3: May occurs in a transitive verb structure
24 .

(like try).
‘ May occurs in an intransitive verb structure
‘ Po

(like seemn):
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S O

. : NP ///XS\\ R : /;%;\ . VP
tﬁe ;octor

o | oy NP it § v

{ ' * / ./\ .

T ' B : may it 8 the doctor

L S ' P examine John  may
wa : ‘ - Po

. We have listed the modai as main verb hypothesis as three
assumptions since; e.g., if assumption 3 is false; i.e., if one
can show that the transitive phrase marker for may in 38) is
; unmotivated, for instance, assumptions 1 and 2 mayPstill be held *

to be valid; i.e., one might argue for the following phrase

P - markers:

| 39,') NP/\;
AN

_it _ S
- o _ the doctor
| v o examine John ‘may
l ,
! . - » P
A may
Po

wheré may , may are main verbs.
A ' Simiiarly,ng one succeeds in showing that assumption 2
l' " in addition to assumption 3 is‘false, one might still argue
{ for assumption 1; viz., that EEXP and may are separate lex-

: - Po
1 jcal items of the category M(odal) as in
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v ﬂs‘u" : . . .
To this extent then assumptions 1-3 are independent and we will

argue against each claim separately in the next three parts,'

beginning with assumption 3.
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E. Modals as transitive/intransitive verbs

We now consider the argument for assumption 3; viz.,

- that modals such as may occur in both transitive and intfans—
itive verb structures at the deep structure level. This claim

is intimately bound to the distinction root- vs. epistemic

(Hofmann, 1966). Thus it is noted that English modals fall
N _ v

into two semantic classes

.!“

41) . Root (R)V , Epistemic (E)
'maf . - may
. P{(ermission) Po(ssibility)
must must ' "
N(ecessity) L(ogical entailment)
will C will |
V(olition) , F{uture prediction)
can " can v
A(bility) Po(ssibility)

‘Thus we have the following systematic ambiguities

_42) John may go home.

1) permission (=is allowed to)

2) possibility (=might, it may be the case that)

43) John must sleep in the car.

1) neéessity (=has to)

2) logical entailment (=it must be the case that)

44) John won't eat his supper.

1) volition (=refuses to)

2) future prediction (=it is not the case that Jochn will,..}

etc.
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Observe that in general, the “rcot" interpretation is

excluded by the Prog(reséive) and the Perf(ect)

' 45) You may be singing now.

~*1) permission (R)

2) possibility (E)

v ¢

46).He must have gone.
T, | o  *1) necessity (R)

2) iogical entailment (E)

- : The "epistemic" interpretation on the other hand is ex-

cluded in if-conditional clauses

47) If John rmust take drugs, I will give him the money =
j - for them.

1) necessity (R)

‘*2) logical entailment (E)

Furthermore, the "epistemic" interpretation, but not the

-

‘"root," is invariant under Pass(ive) (but see discussion below)

48a) John won't confess to the crime.
1) volition (R)

2) future prediction (E)

48b) The crime won't be confessed to.

*

*1) volition (R)

2) future prediction (E)
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' 492) John may kill you.
© 1) permission (R) (John as topic, the "permittee")
- 2) possibility (E)

©

455) You may be killed by John.
1) permission (zou as topic, the "permittee")

2) possibility (E)

" Thus there are at least three ways in which the root-

epistemic distinction is grammatically realized:

A. Co-occurrence of the epistemic, but not the root inter-‘
pretation, with Prog and Perf. |

B. Exclusion of the epistemnic interpretatioh from
if-clauses. | |

C. Invariance of the epistemic (but not the root)

"interpretation under Pass(ive).

Fact A has never been offered as supporting evidénce
for the'médal as transitive/intransitive verb hypothesis
(Assumption 3). Thus it is irrelevant to the consideration
at hand. |

Fact B has been advanced as evidence that there are two
lexiéal‘gilis (Assumption 1), a will of "future prediction"
and a will of "volition" (see Chapter III, Part 2), but never

to support Assumption 3; viz., that modals occur in trans-

'itive and intransitive verb deep structures. However, both

Fact A and Fact B are relevant to a general account of the
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dlstlnctlon root/epistemic--see Part G for a discussion of a

possible expllcatlon of this dls;lnctlon involving the semantic

interpretation of tense and aspect (Fiengo, 1971).

| We are thus left with Fact C; viz., that the epistemic
' (but not the root) interpretation of modals is invariaht
under the passive (see 48)-49) ).i it is this fact which has

V‘i\

been used to support Assumption 3 which is under consideration--

|
|
!
[
|
|
|

3

[

i

i

" the hypothesis that modals occur as transitive/intransitive
IC. _ verbs in deep structure. Thus we will examine this set of

facts in detail.

Turning to 48), 49) observe that the modal as main verb'

}é hypothesis accounts for the fact that the "epistemic" interpre-
" tation of the modal (in this case may) is invariant under the

passive by deriving both

L ‘ 50) John may kill you. . i.e., it may be the
: : You may be killed by John. : case that S

from the deep structure

51) R -

NP

| A John kill you may
o - . RS [ B PO

Ay
4

+

where either John or you may end up via it-replacement as the
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derived subject of mag, the latter in the case that the passive

has applied.

~In ‘the permission case on the other hand both John and

you may appear as deep structure subjects, reflecting the sem-

)

antic fact that either NP (underlined below) may be the topic

(the "permittee") as in
q .

52) John may kill you.

i o 53) You may be killed by John.

Thus we have for the first interpretation

— ...w__._.__...,.ﬁ‘

54) | ' S

NN

John v NP

it,/”//lzg\\\\
may John kill you
P ,

However, this analysis into a transitive ("root")/intran-
% sitive ("epistemic") dichotomy seems dubious even on semantic
grounds. For as we observed in Part C, pairs such as 52),

53) above and

15) The doctor may examine John.

16) John may be examined by the doctor.
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‘ulso have a gune?al *nterrrptatlo", invariant under the passive.

Thus 15) and 16) can each be paraphrased by either of

20) I give permission for(the doctor to examine John.
John to be examined by the doctor.

Thus at least on semantic grounds there is equal 3ust1f-
A 1cat10n for postulating an intransitive structure for may

P(ermission)
to acCount for the lnteroretatlon in 20)

S a8
/S\

NP - VP
/ \ | -
t S A4 . o
:: : _ | .,
the doctor i
examine John may

53)
i
P

In order to account for the subsidiary interpretation of 15)

with the doctor as topic (the "permittee™) and in 16) with

.John as the topic, we add to the grammar the semantic inter-
pretive rule that the surface subjeét (if animate) is inter-
préted as the topic (the "permittee") where agéin either the
doctor or John becomes the derived subject by'igfreplacement.

Apart from semantic objections, the proposal that
ng - corresponds to a transitive deép structure has

P(ermission)
serious defects on syntactic grounds.

Consider

-

. 56) The Supreme Court has decided that there may be a retrial.

God has decreed that there may be an eclipse of the sun.

’

where here the may has the permission interpretation.
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Notice that examples like 56) present ﬁo»problems

3 3 - - m - - N
within our framewerk. That is, we assune that the complement "
1. £3
of the first s

entence in 5¢) has the following deep structure

57) S
av.\‘,‘
N .
NP Aux VP

there Pres M  be Pred

may NP

‘ _ a retrial

(nothing here depends on the fact that there is generated as

a deep structure noun phrase instead of being inserted by

transformation as in previous accounts in the literature.

That the phrase structure analysis of there is-in fact thé
empirically correct analysis for English is shown below in
Part J.f We obtain the appropriate surface structure after
the application of Affix Placement and Agreement. Cbhserve,
furthermore, that in ouf analysis, the deep structure for the
modal may is the same (see 57)) both for the "rcot" and

"epistemic" interpretations.

The alternative hypothesis claims, however, that may

I.J-

in its "root" interpretation of perrission; viz., may , is
. ) P
syntactically like try; i.e., it occurs as a transitive verb

—
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in deép structure. Thus the complement of the first sentence

in 56) has the following deep structure
58) -
~ . wp VP

there v NP

'may - it S .

there be a retrial

We will see in Part J. that the simplest statement for
the distribution of there in English is that it occur in deep
sfructure in the context ___ Aux be NP, as is the case in the
deep structure 57). Let us examine 58): the case of the embed-
ded thére poses no probler since it occurs in the context
___Aux be NP, Qhere 2ux in this case is a complementizer.
However, the matrix there fails to meet this contextual
condition, since there is a second there intervening bhefore
the ég,‘ Thus we are forced to complicate the statement of

the distribution of there by saying that there occurs everywhere

~in the context _ Aux be NP (except with "root" nodels), clearly
‘

an undesirable result.
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Deep structures like 58) are equally undesirable for

proponents of a there-insertion transformation. Here, too,

one would have to argue that there is inserted everywhere

in the context of NP-Rux be X except in the case of "root"

"modals (although the embedded there could be explained, if

cne. were willing to abandon the "like-subject" constraint).
. ) % ) ’ )

: ‘:\: ] ] ) i : .
?_;' , 4 Moreover, there are independent recasons for rejecting
deep structures like 58). In general it is assured that

-émﬁedded subjects are deleted by EQUI; thus the secbnd oc-

| . currence of John in John tried [John go] is deleted by this .
i s 5 |

operation'to yield John tried to go. Similarly, such an

|
;f - operation must apprly to there in the embedded sentence in

58) to yield the appropriate surface form there may be a
retrial. N . N
Observe, however, that there does not undergo operations

of deletion like EQUI. Thus consider

59) John can be chairman without (his) heing hypocritical.
a hypocrite.

? . Here the embedded subject his can be optionally deleted. How-

ever, there does not similarly delete in

60) There can be peace without there being a war.
. *ywithout being a war.

-

: Thus on completely different grounds we must reject the

* , %nalysis of may as an intransitive verb in deep structure
v P

like try, as in the deep structure in 58).
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ficulties of an equally scrious sort arise in
derivations of sentences like

-

fGl) The Supréme Court decided that suit may be brought
; against A.T.&T.

wherézﬁfing suit belongs to that class of expressions whose
‘aistribution is stated by consﬁraining the occurrence 6f the
nominal part, such}as suit, to the object position in deep
structure (see Perlmutter, 1970). Thus the fbllowing struc-

ture is ill-formed, but again a necessary consequence to a

theory which insists that the "root" may has a transitive , :

verb underlying structure : ' ’

62) _ : | . .

suit v NP

ing suit . -
against A.T.&T. by Pass

. -

Howevér, within our analysis, examples like 61) present
no problem. Thus the complement of 61) has the following

deep structure ' i




62

63}

A Pres M V . NP

N .
CON o /\

may bring suit against A.T.&T. by Pas

& deep structure noun phrase cbject.

l.l.

(¥
0]
£

.
Obszerve that cuit

Both Pass{ive) and then the deletlon of the unspecified agent
apply to 63) to yleld the correct surface structure.

Comments similar to the preceding could be made with

respect to must in view of such examples as there must be a

revolution, suit must be brbught at once against A.T.&T., etc.,

where again a transit ive verb structure analysis for the "root"
modal must is highly implausible. (Newmeyer, 1970, points

out the problem posed for the modal as transitive verb an al sis
by examples like the former).

Let us sum up thus far. The position that we have been
arguing against is that theré is any semantic or syntactic
evidence for the existence of a fundaméntally different
deep structure--a transitive verb deep structure--for modals
under the "root" interpretation. That is, it has been assumed

because ‘of the existence of paraphrases like

64) Bill may have killed John.

65) John may have been killed by Bill.
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that the epistemic modals like the may of "possibility" in
 64), 65) have deep structures of the form

66) . S

& S NP

L ' o ) Bill has
: Coa , killed John ma

—

Po

where thevpaésive applies freeiy in the embedded sentence
‘ sucﬁvthéé either Eiii or the derived subject John is raised
inho the top sentence by it-replacement.
But even if we accept this analysis of modals under the

"epistemic" interpretation, the existence of paraphrases like

67), 68)

must (necessity)

' 67) The doctor{may }examine John. (permission)
should (moral obligation)

must (necessity)
should (moral obli-
gation)

68) John {may }be examined by the doctor. (permission)

t ’ argues for an identical set of deep structures for the modals

under the "root" interpretation; e.g.,




64

- N5 S

o /s\ mal'

the doctor examine John

etc.

e P(ermission)

k5
v

We have furthefmore pointed out that the séntences in 67),
635 have in addition an intefpretation with the surface subjéct:
aé topic (taking moreover into account such features askanimaCy
ih the NP and stativity invthe VP) with respect to "permissibn," N
"voiition;“ "moral obligation," etc. But we have argued |

that this fact can be accounted for by a rule of interpretatioh
which marks the surface subjeét as topic; thus in 69) the topic
is whatever embedded subject is raised into the top sentence by

it-replacement. Thus there is no motivation for positing a

transitive verb structure in addition to the intransitive one

 that we already need.
i ) Moreover, we have indicated that the specific proposal
that the "root" interpretation of modals is accounted for by -

transitive verb structures of the form below is inadequate on

syntactic grounds as well

; " . 70) | S

i

the doctor’ v NP

may | the doctor
P(ermission) examine John




because of the existence of such sentences as

~71) Suit ((may be brought against A.T.&T.
must : -

Thus the data thus far presented could be just as adequat-
ely accounted for by a structure of the following form

[}

e | /S\
T
it S‘ v

may
P(ermission)

may
Po(ssibility)

Héwever, this tree diagram embodies a further claim which
must be justified;‘viz., that the modals may , may are main
verbs with sentential complements. This is zssumngon 2 above,
which wé now turn to in the next part, having rejected assump-

tion 3.

F. Modals as Main Verbs

‘We .now turn to assumption 2; viz., the claim that modals
are main verbs in deep structure. Such an assumption'is reflect-
ed-in the phrase structure in 72).

This position implicitly assumes otherwise unwarranted

modifications of the grammar of English; Two such modifications
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SR —.

we must have output constraints which rule out sequences of

are
1. Since M(cdal) is a main verb with a sentential complement
and the sentential complement may contain such a "modal

verb" also, so that we have

s d t:73) ‘. ’//////ﬁ\\\\\VP
/\ [
N

¢eoMaYess may

the form

74) NP M{odal) M(odal)

 etc.

2, Since structures as in 75) are generated we must have

a rule of modal insertion such that the may ends up in its

proper position:in surface structure

?S) AN N

it s v it S T
I try may I may tr
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If we on the other hand make tihe assumption that M{ocdal)

is generated in the base rules exactly where it is in surface

structure; viz.,

76)

//”/f\\‘\\

- NP M VP

rﬁ‘ o

k]

séntences like
77) *I may may come.

are excluded automatically by a phrase structure rulebéf the

following form

) 78) S--> NP (M) VP (we have abstracted away from the
‘ v interaction of M(odal) with other
auxiliary verbs)

and the position of ggi as in
79) I may éry.'
and not
 E» o - 80) *I try may.
is likewise automatically accounted for by the rule.

L]

The position that modals are in fact main verbs has been
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supported by such data as

. 81) John can't seem to run very fast.

'82) 1If I can hear your voice by tomorrow, we will
know the operation was a success. (ear-patient
to doctor) :

~ 83) If John knows the answer tomorrow, he'll get an A.
S ' ) "

*

Consider first 81). The mat:ixAcan is interpreted with

the complement sentence John runs very fast. It is argued

in Langgndoen (1970) that the matrix can originates in the
infinitive clause, from which it is raised with not (actually,
an abilitative marker is copied, but this does not affect the
point at hand--see II.I.). But observe that ggg does not occur
in infinitivals (nor do any of the modals)
g84) *John seems to {can }run very fast.
: ' must

B , It is suggested that one way of ruling out such sequences

as 84) in principle is by output constraints on surface struc-

ture of the sort discussed in Perlmutter (1968). Thus 84)
could be ruled out by a surface structure constraint of the

form

é5) Ssurface Structure Constraint: Tense occurs next to Modal.

- At the point that the constraint applies, the only Tense in

84) is next to seem, but since neither can nor must is next
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tofa Tense mérker, 84)‘is ruled cut. HoweVer,‘if’gggf
raising has applied to yielé 81) , where here Tense is next
to the modal at the point at which the surface structure
constraint 835) applies, then the sentence 81) will hot be
- ruled out. | |
%pnsider now sentences 82), 83). Obéerve that wé do
.'nqt gét sentences of the form

3

- 86) *I can hear your voice by tomorrow.
*John knows the answer tomorrow.

and yet both occur in the well-formed 82) and 83). It has
been proposed (see also 3.B..II.a) that sentences in ig—clauSes
of the form 82), 83) are_derived froh underlying forhs con-
taining the modal will which is then later deleted by a
transformational rule of gili—deletion. Thus the underlying

- form of the sentences in the if-clauses in 82i and 83)

respectively are

-87) *I will can hear your voice by tomorrow.

88) 'John will know the answer tomorrow,

Will-deletion applies to each.of the sentences 87) and 88) .
when contained in an if-clause and the grammatical 82) and 83)
result. However, forms like 87) do not occur in isoclation--
there are no sentences in English that contain sequences of
modals. Therefore a constraint must be iﬁtrodUcéd into the

grammar to rule out sentences like 87). However, the surface
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structuré constraint 85) proposed above‘wbuld be'sufficient

to rule out 87) since the sécond modal can does not occur next
to Tense at the point the constraint 85) applies. If, howevér,
will-deletion has appliéd to the string 87), so that can

- occurs next to Tense, as in 82), then the string will not be
'ruledtput. | | |

Let us now consider how we rule out sentences like 84) and

87) in our analysis. Modals are introduced by the rule

(foughly)
89) S--> Np(M)VP

Furthermore, modals are excluded from infinitives and poss-ing
clauses in the way discussed in note 1, Chapter I. Thus both
‘84) and 87) are excluded in deep structure

84) *John seems to { can run very fast.
: must

87) *I will can hear your voice by tomorrow.

Furthermore, notice that, in our analysis, it is always
the case that Tense is next to modai in deep structure, since
séquences like 84) and 87) are excluded by the rules of the
baset

Now let us ask what the justification is for adding the
surface structure constraint 85) to the grammar of English.
Apparently there are only two ¢ases which motivate its addition

to the grammar; viz., the case of can-raising illustrated in 81)
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and the case of will-deletion illustrated in 82) and 83).

vUnless the transformationgl operations ofnggg-rgising and
will-deletion can be mofivatea bn'syntactic grounds, there

is no justification for freely generating segquences of modals,
modals in infinitives, etc., only to rule them oui later by
a'surface structure constraint like 85). We will present an
ranalygié of const;uctioné like 81) in Chapter II, I. which
iﬁvblves a rule of semantic interpretation, rather than a |
can-raising rule. And in Chapter III, B. II. we will show that
there is no syntactic rule of will-deletion in English, but

a semantic rule of gillfinterpretation instead. The arguments
partly rest on cases‘which cannot be resolved by any appeal v
to surféce structure constraints. Thus we may conclude

7 that there is no need for the surface structure constraint 85)
Ain the grammar of English, since there isbno syntactic motivation
for the transformational rules (can-raising and will-deletion)
which led to its postulation. Similarly, there is just as

little motivation for generating modals in all the places

that main verbs occur--after other modals, in infinitive clauses,

etc.
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G. Root vs. Epistenic Modals

Havin§ fejected the propbsal‘that‘modals occur in both
transitive and intransitive verb deep structures (assumption
3, Part E)} and also the proposal that modals are mainvverbs'
(assumption 2, Part F), we are left with assumption 1:

The interpretation of perm1531on" is associated with

\.
a partlcular lexzcal 1tam may ; the interpretatlon
P(ermission)
of pOSSlblllty" is assoc1ated with a particular lex1ca1 item
may .
Po(ssibility)
Thus even if we accept the underlying structure 40) for

modals, one might still argue that there are two lexical items ’

may and may
P Po

40)

Accordingly the English M(odals) would fall into the following

two sets of lexical items:

‘ 41) Root (R) Epistemic (E)
‘ may may
P(ermission) ‘ Po(ssibility)
must must

N{ecessity) , L(ogicél entéilment)
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41) {(cont.)  Root (R)  Epistemic (E)
o will will
: - V{oliticn) F(uture prediction)
. - ecan i can
A(bility) Po(ssibility)

Under ihe assﬁmptionvthat we are dealing in 41) with
eightyiexical items rather than four, we are implicitly claim-
ing that it is an aCcident in Eﬁglish that the lexical form
for "volition" is homonymous with the lexical item for "future
predictioh“ (i.e., both are will) or that the form for "abil-

ity" is identical with that for "possibility" (viz., can) .

That is, under this aséumption, it would not be surprising if

English had instead the following distribution of forms

g8) . Root (R) Epistemic (E)
may may
P(ermission) L{ogical entailment)
mast must
N{ecessity) F{uture predicticnj
will ’ will
V(olition) Po(ssibility)
can can

A(bility) Po(ssibility)

However, cross-language considerations reveal that the
distribution of forms found in English, 40), is not random.
Often lexical items with "possibility" interpretations are
lexicélly identical (i.e., with respect to phonetic specif-
ication) with items with "ability" interpretations. Thus
on _these gropnds there seems to be little support for assumption

1.




Note that we havevneﬁ argﬁed that the distinction root
vs. epistemic is in itselflan invalid distinction, but have
claimed ‘only that there is no syntactic evidence available
that these distinctions are reflected syntactically at the
deep structure level. There are clearly generelizations'
whlch can be captured by referrlng to the modals in their
root ;r epistemic 1nterpretatlons. For example, the fact
that the root 1nterpretatlon is excluded by the progressive

as in
89) *He won't be doing the dishes tomorrow. (volition)

or the fact that the epistemic interpretation is excluded in

igfclauses

g90) *If it will rain tomorrow, we will stay home.
' (future prediction)

oxr fhe fact that in general the "root" modals ﬁave-interpre-
tations with the surface subject as topic, while the "epi-
stemic" modals have interpretations on full sentences. We
claim here only that there is no motivation for expressing
these semantic distinctions in, e.g., syntectic phrase.mar-
kers. H

‘A euggesti§e ap?roach~for handling facts like 89) and
90) has been proposed by Fiengo (1971). In order to explain
the fact that epistemic modals.pattezn like infinitives in

certain ways, he explores the posesibility that epistemic
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modals are tenseless elements and root modals tensed eléments.
Rules of semantic interpretation of tense and aspect are
A proposed from which it follows, for example, that strings

such as Tense-Modal-Aspect as in 89) will be semantically

]

uninterpretable by general rules. This proposal is patticulérly

interesting since it is based on cross-language considerations
SR

as well as on syntactic evidence internal to English.
i

H. Modals and Cognate Varbs

Other transformational studies of the English M(odal)

have adopted a somewhat different analysis, which syntactically

relates the modals may, can, etc. to their semantically cog-

nate verbs--permit, enable, etc. (see, e.g., Newmeyer, 1969).
Thus, the general approach is to syntactically relate

such constructions as in

\91) a. I may go.

b. A permits me to go.

c. A gives me permission to go.

92) May I go?

Will A permit me to go?

with ‘a common underlying syntactic structure to explain their
similar semantic interpretation, parallel selectional restric-

tions, etc. Thus observe (see also discussion in Chapter 4))

L)
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93) I am.askingvyou if {*I } will please allow me to go.
. you

94) "I am asking you if (I }may rlease go.
7 - : , *you
" In 94), the complement subject must be identical to the matrix
subjegt, in 93), to the matrix indirect object. Thus two
separéte constraints must be stated, unless it can be shown that

tﬁe expressions in 95) have a common underlying structure

95) May I please go?

Will you please allow me to go?

Turning first to the question of selectional restrictions,

observe that arguments based on selectional restrictions alore

(in addition, of course, to semantic paraphrase) are weak, in
the absence of independent syntactic arguments. But even in

the case of close paraphrases, the selectional restrictions

may vary in subtle ways. Thus we have parallel selectional

restrictions in

96) I was permitted 1 to go.
given permission

*I was ( permitted to elapse.
- given permission ' '

*The stone was ( permitted to eat supper.
given permission

Yet, in certain cases, permit allows an abstract subject
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97) If Sthe weafher} permits the Red Sox to finish
time : : ' .

- up the ballgame tomorrevw, tbe" will return to Boeston.
I .

But, in the case of give permission we have

¥

.;,.“-98), *Tf {the weather}-gives permission to {:he‘ Red Sox
g ' time

. to finish up the ballgame tomorrow, they will
~return to Boston.

such discrepancies in slectional restrictions are, however,

consistent with the lexical hypothesis (Chomsky, 1970b) , but
argue against a transformational relation between 91)}b, c.
But even on semantic grounds, the arguments for such

derivations are weak. Thus consider whether the pair 95)

95) May I please go?
. Will you please allow me to go?

have a common syntactic source. This seems implausible in the

light 6f such examples as
99’ May I please have some salt;
whicﬁ c?rtainly does not mean the same thing as
100) Will you piease allow me to have some salt.

*

But suppose it is contended that this particular lexical




‘ item have is related to give as in
101) Will you please give me some salt.

However, again on semantic grounds, it can be seen that 101)

is inadequate as a paraphrase for
99) May I please have some salt.

which is not necessarily addressed to a second person. Thus

99) may mean
102) Will someone please give me some salt.

But even in the particular case where it is addressed

to a second person, as in

103) May I please have some salt, John;

it can be used roughly in the sense

see to it that someone gives me

104) Will you please (have someone give me some sa1t, John.
some salt, John.

Compare

.

105) May I please‘have a massage, Miss Bardot.
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and

106) Will you piéase give me a massage, Miss Bardot.

In 105), oné would not be particularly surprised if
Brigitfé Bardot calledvin another person to apply the massage.
But in the second case, one is specifically asking that the
massage be applled by Brigitte Bardot herself.

Objectlons similar to these may be raised with respéct

to
107) May I please see that book.
which is a semantic garaphraSe of-neither
. 168) Will you please perhit me to see that book.
nor
109) ﬁill you please show me thgt book.
for similar reasons.

It thus seems that a transformatlonal analysis which

relates such semantically cognate palirs as may-permit, etc.

will fun up against difficulties of the kind illustrated above.

Similar problems which are typical rather than exceptional

arise for other cognate pairs (can-enable, etc.) whiéch indic-
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~ates an.;nherept defect_in this general approach.
Wltnln cur framework we assume that pairs like may
and pern rmit share certain semantic features in common which
account for the 51n11ar1ty of 1nterpretatlon of sentences like

110) I permit the doctor to examine John.
The doctor may examine John.

‘v "

3
However, such pairs are not syntactically related by trans-
formational rules in our analysis.

We have argued against the specific proposal whlch relates

may and perm 1t, in order to save the p031tlon that may is aerlved

from a higher verb one could postulate higher abstract verbs ’
which reflect all of the surface properties of may. Thus,

for example, the fact that in may NP please open the door,

NP cannot be second person, can be formulated in the higher-
verb theory by stipulatipg that in NP, MAY NP,..., NP, cannot
be second person, where MAY is an abstract higher verb. Clearly,
the;e is no way to empirically distinguish this higher-verb

~ theory from our hypothesis that may is generated where it is
in surface structure. Thus the two theories may be regerded

" as notational variants of one another.
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v I. The Modal as Semi-Modal

Many traditicnal grammars ncte that certain of the Ing-
lish modals sometimes overlap in meaning with the "semi-

modals;" viz., will with be going to, can with be able to,

and must with have to

s o

1) John (will resemble his father.
is going to '

2) John can } speak Russian.
is able to

3) John (must zgo.
- has to
Some grammars further speak of the modals as being "defec-
tive" in certain contexts and of the semi-modals as being their
“sﬁppletive" forms. Thus can and similarly all English modals

are not found in infinitive clauses, whereby be able to can

occur in such clauses

4) John seems to \ *can ‘}speak Russian.
be able to :

Thus be able to is said to be the suppletive form of can

v‘in infinitival contexts (among others).

Langendoen (1970) has proposed that there is a syﬁtactic
relationship between certain 6f the modals and the_seméntically
cognéte‘semi-modals. In particular, he has given a number of
arguments for postulating such a relationship'between can and

be able, maintaining that they-are derived from the same under-

lying form. Thus in this view it is argued that the traditional
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semantic notion that the semi-modals are suppletives of the

modals is syntactically founded and that there is some rule.

- which derives can from be able (or, equivalently, spélls out

each from a common underlying base form--e.g., ABLE, followinq
Langendoen) . | |

%ﬁCloser inspection of the distribution of mbdal aﬁd
égmi-modal forms in English and their syntactic behavior casts
considerable doubt on any such general syntactic relationship
between modals and semi-modals. There are a number of réasohs
for these conclusions. } - ‘%v o ox
A. Semantics |

Notevfirst of all that there is a divergencé in the

syntactic distribution among the semi-modals themselves. Thus

be going to cc-occurs much less readily with M(odals) and

the infinitive morpheme to than does be able to

) Jchn will be able to speak Russian.
may
should
nmust

Johh seems to be able to speak Russian.

6) *John ( will be going to resemble his father.
may
should
must

' *John seems to be going to resemble his father.

Moreover, a hypothesis which treats pairs as will/be

going to and can/be able to as variants will predict that they
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W héve'the same meaning in identical contexts. On the other.
hand, a hygothesis which treats them as separate lexical
items would assert that while their range of meaning often
overlaps or coincides, in géneral one would expect to find
contexts in which one orbthe other does not occur. And this
is in fact the case.

. Thus observe that will and be going to may be closely

syﬁonymous in both the epistemic (future prediction) and

root (vclitibn) interpretations

) John (will resemble his father. (future
: is going to prediction):
I (won't } eat that spinach. (refuse to,
am not going to volition)

Consider, however, affirmative sentences with activity

verbs

9) I'm going to| mow the lawn now.
I'l1

Both of these can have the interpretation of future prediction
(as said when watching film of oneself). However, if 9) is

said, for example, at the beginning of a dialogue, be going to

has the preferred interpretation of "intention," whereas will

expresses an element of "willingness" on the speaker's part.
Another context which brings out this distinction more

clearly is in because-clauses °
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10) I have to go home next month because my sister
is going to'yget married.

(from Hall, 1970)

But even in the volition interpretation as in 8), will

and be going to does not always have the»toot interpfetation

of_"vglition" that will does

11) If you'll (=will) eat your spinaéh, I'1l1l give
‘ # are going to you some candy.

Let us consider now can and be able to. Palmér has

noted such pairs as - S ' v_ ’

12) I ran fast and so was able to{ catch the bus.
, 1 *could .

where can cannot be used to refer to a single successful

achievement. The main verb of the sentence is important

here. Thus consider

13) I (could play the piano when I was young.
' was able to r A

Here thé could (Past+can) and was able to (Past+be able) are

variants. However, with certain verbs of achievement, we have

14) I i.was able to}_get there by 5:00 yesterday.
*could : 4 _ .

Thus can and be able to are non-synonymous in past contexts
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involving “achievement" verbs such as get there, arrive,

climb, etc. However, they are alsoc non-synonymcuc in future

contexts as in

*are able to

15) If the Celtics practice hard, they can : »
| { will be able to}

b win tomorrow night.

Finally, observe that a hypothesis which treats can and

be able to as syntactic variants would expect their distribution

in idioms to be identical. One which treats them as separate

lexical items would expect them to be lexically conditioned, ¢

which is in fact evidenced by such sets as

l6) I { can't } stand all the nocise you're making.
~ L*am not able to
17) I ¢ can't help falling asleep.
C *am not able to
18) I( can't } afford to lose.
*am not able to :
19) I ( can't ‘} seem to run very fast.
’ *am not able to
but
20) I can't tell the difference between X and Y.
“am not able t , .
*may '

There are in addition a number of syntactic arguments

against the proposal of Langendoen (1970). Recall that he
proposes that there is an abstract element ABLE spelled out

either as be able or can in finite clauses, and only as be

Lt
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able in infinitive clauses. This is necessary, since he allows

sentences such as
21) I can't seem to be able to open the bottle.

{where the can is assumed to be raised from the lower sentence)

but does not permit

- 22) *I can be able to open the bottle.

Before we consider the arguments against Langendoen's
proposal, let us point out that the counterpart to a rule of
can-raising in our analysis is a rule of semantic ihterpre-~

tation which interprets the matrix can with the complement in

23) John can't seem to run very fast.
John can 't seem to help falling asleep.

That 1s, can is generatediin the base with seem and interpreted

- with the embedded complement by the rules of semantic inter-

pretation. Observe that these rules apply only in the case
where can means be able; i.e., in the "root," but not the

"epistemic" interpretation

.24) -*The water can't seem to be boiled.
(=it seems that the water can't be boiled)

This rule must be generalized to apply to features on

be unable, inability, etc. which are similarly interpreted with
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embedded complements as in

25) I am unable to tell the difference between X and Y.
My inability to tell the difference between X and ¥.
- *I tell the difference between X and Y.

The fact that we do not make use of a rule of can-raising has,
"-f . .
of course, as a consequence that we do not generate modals in

igfinitive clauses in our analysis either.

“ Let us now turn to the érguments aéainst reiatihg can
and\be able which underlies Langehdoen's proposal that the
source of can in the "can't seem" coﬁsﬁructions is in the

infinitival clause (an abilitative marker ABLE, which is

spelled out either as can or be able).

B. Derived Structure

Be able and can must have derived structures which enable

. them to properly undergo the A(ux) Inversion rule; i.e., we

have

.27) Can you open the bottle?

+28) *Be able to you open the bottle?

Thus a hypothesis which}treats be able and can as variants
must- introduce appropriate derived structure in the lexical
insertion rule, adding new power to such a class of rules.

For example, if be able is actually inserted by transformation

in place of an abstract ABLE, as in Langendoen's analysis,

it must receive precisely the structure of, say, be+Adj, which
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S

allows it to properlyrundergo'the Aux Inversion rule. But

under this analysis it would make ro difference if be able
or able be were the lexical material inserted. It is pure
coincidence that the lexical material has the same structure

" as another structure already required in the base: viz.,

' .

¥
Kl

On the other hand, a hypothesis which treats them as
Sébarate lexical items, can as a M(odal) and be able as

be~+Adj, provides the appropriate structure automatically.

C, ‘Distributidn

1. Aithough we have
29) I will be able to open the door.

we'dé not have

30) *I willAcan open the door.

A lexical insertion hypothesis must state that the can

- spelling rule does not operate in the environment

31) M___

Independently, such sequences as

.

32) *I can will open the door.
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mu#t be»excluded elsewhere in the grammér. A lexical hypothe-
sis which ésgerts that can is a M{odal) accounts both for the

fact that 20) is out and the fact that 32) is out at the same

time by generating can, will under a single node.

t

2. Although we have

r},‘ .
1

3 _ ,
33) My being able to lift the trunk amazed him.

34) I expect to be able to come.

we do not have

35) *My canning to lift the trunk amazed him.

36) *I expect to can come.

The transformational hypothesis must state that can is not

spelled out in infinitives. Elsewhere the fact that

37) *My musting to lift the trunk amazed him.

38) *I expect to will come.

are likewise impermissible must be accountéd for. The lex-

ical hypothesis which treats can as a M(odal) and be able

as be+Adj accounts for this under the single generalization
- that M(odal) is excluded from infinitivals.

C. Deep Structure Argument

LY

We will not do a detailed analysis of the deep structure

of the semi-modal be able here. But since the credibility of
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'a purported transformational rule which converts be able into
can depends crucially on the assumed deep structure of be able,
we will ‘consider an analysis, of the type represented in

Rosenbaum (1967). Data such as

'V,39) The doctor was able to examine John.
.S
'P.J

40) John was able to be examined by the doctor.
where 39) and 40) are non-synonymous, have led to the suggestioh

that be able is a deep structure adjective construction with a

sentential object. Thus underlying 39) is

41) | N I/\w
N

the doctor be able S

_the doctor examine John
and underlying 40) is

42) | | s

the doctor examine John by Pass

*
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Thé tfact that in 41) the;deepAsubject of,be'able is the doctor

2
and in 42) is Jchn would thus account for the non-synoaymy of

39) and 40). Let us call this proposal the deep strueture

hypothesis since the non-synonymy is accounted for by differ-

ences in the deep structure of 39) and 40).
The fact that 43) is acceptable while 44) is not
43) John was able to boil water.

44) *Water was able to be boiled.
can be ruled out by a subsidiary condition that the deep struc-
ture subjéct of be able be restricted to some notion of "con-
crete agent.” To see this consider

45) John was able to lift the box.

46) The device was able to melt the snow.
The intense heat _

where John, the device, and the intense heat all satisfy the

criterion of "concrete agent.”
To see that the semantic notion of agent plays a role here
observe that in
- 47) Mercury is able to climb walls.
48) Water is able to rust iron.

+

the subject noun phrases mercury and water are interpretable
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in some sense as agents and thus satisfy our criterion while

49) ?*Mercury is able to melt.

~ (Compare heat melts mercury.)

50) ?*Water is able to evaporate.

(Compare heat evaporates water.)

o

3
are marginal unless mercury and water are understood as caus-
ing themselves to melt andvevaporate, respectively.
: That the zgency must be in some sense direct is seen from

examples as

?

51)'*What the device does is able to cause the snow to melt.
52) *John's clumsiness was able to cause the door to cpen.

53) *Throwing stones through windows is able to break them.
. although we have alongside the above the folléwing

54) What the device does causes the snow to melt.

.55) John's clumsiness caused the door to open.

56) Throwing stones through windows breaks them.

Now we wish to show that a rule whichbconverts be able

to can is incompatible with the deep structure hypothesis,

which we sketched above. Thus consider the sentence

§7) John can boil water-
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This sentence would derive by the optional application of

the be able-> caﬁ rglefrom
58) John is able to boil water.
}§££ now conside;.what the source is of
59) Water can be boiled.
The underlying form would_hgve to be
60) *Water is able to be bbilgd.

- The advocate of a be able--> can rule would presumably
require the rule to aéply obligatorily to 60) yielding 59).
For in fact the can in the sentences under consideration is the
root can to which the rule would apply. This is seen, for
example, by the fact that sentence édverbials which typically

occur with root can occur here also; e.g., easily

61) John can boil water easily. (root)
Water can be boiled easily. (root) :
*Parties can be boring easily. (epistemic)
Furthermore, such sentences occur in if-conditionals which,

we show later (see 3.B.II.b.), admit only the root interpre-

tation of modals

' 62) If the water can be boiled, we will be in 1luck.
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Firstlwe note that we hust néw gehéraﬁe‘fbrms like 60)
freely and later rule them out by séme sort of outputyconstraiht
if the be able--> ggg rule has not appliéd. We are thus in
effect doing semantic selectional restrictions in surface
structﬁre.
~§ut even more seriously, éonsider

¥

63) The doctor can examine John.
and
64) John can be examined by the doctor.

Note that 63) and 64) are synonymous'on one reading but

their deep structures
65) The doctor is able to e#amine John.
" and
66) John is able to be examined by the abctor.

are never synonymoﬁs.

Thus for one who accepts the deep structure hypothesis,
these facts are very strong motivation at the same time for
rejecting a be able--2 can rule.

;However, there seems to be other independent syntactic

evidence in favor of the deep structure hypothesis; viz., that

be able is be+Adj rather than like a modal. Compare

*

67) John is easy to please.

68) John is eager to please.
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It has often been noted that the syntactic behavior and
semantic interpretation of 67) and €8) is accounted for by

assuming a structure like an intransitive verb for easy

' o /S\
it s be easy

A please John

.and a structure like a‘transitive verb for eager

70 o | s -

eager

John please O

Parallel evidence for this assumption is that the correct struc-
ture is automatically provide in the case of easy (but not

- eager) for the derivation of

71) John is an easy man to please.

.72) *John is an eager man to please.

By

Further evidence is givenrby

73) John's eagerness to, please.

~74)*John's easiness to please.




" which, coupled with the lexi calist hypothesis, is explained

by such structures as 69) and 70).

But notice that we have

75) *John is an able man to lift that trunk.

76) John's ability to please.

. T\_'A' ) ] ) .
which ‘argues for the deep structure hypothesis; viz., that

be able is be+Adj rather than like the modal can.

'In fact the existence of the nominalized form in 76)
argues that be able is not like a modal. Observe that can
does not have a true nominalized form (nor, in fact, do any
of the modals); it is hard to even conceive of a possible one,
even for productive nominal suffixes

77) *John's can-ness, can-ity
*Peter's must-ity

Contrast this with German where it can be argued that

modals are verbs; here such forms do exist
78) Das K8nnen-ability
k8&nnen-can

Das Sollen-obligation
sollen-should




97

J. Other Auxiliaries as HMain Verbs

Uprto now we have considered the syntactic behavior
of‘tﬁe cateéory M(ddal) witﬁout considering other memkers
of the English Aux(iliary). It has been argued elsewhere
in the literature that elements like have énd be are
V(frbs) in deep structure despite their similarity in
behévior to other 5uxiiiary elements like M(odal) with
& respect to transformations like Interrogation, Negation,

etc. (Ross, 1569; Emonds, 1370). It is important to

examine the structure of such arguments to see whether
ahy general conclusions can be drawn about the status
of the English Aux(iliary) which bear in particular on
the status of M(odal). - | S

A particularly interesting hypothesis in this res-
pect is that advanced by Emonds (1970), in which it is

argued that the be morpheme of the Prog(ressive) and of

the Pass(ive) are deep structure complement-taking vexrbs

in English. That is, consider

Oa) Some children may be riding horses.

0b) There may be some children rldlng horses.
c O0c) Many soldiers were injured in the war.
o 0d) There were many soldiers injured in the war.

Emonds argues that both cases of be underlined in

-

0a) and 0b) are instances of the English Prog(ressive)

morpheme be and that both cases of were underlined in
Oc) and 0d4) are instances of the English Pass(ive) mor-

‘pheme be. He furthermore argues that both the Prog(ressive)
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and Pass(ive) morpheme be's are verbs in deep structure

which take noun phrase complements. He argues that this

-

follows from twd assumptioné: 1) the structure—preserving
hypothesis, ih which it is claimed that there are very
general constraints on certain classes of transformations
i%flanguage. Thusr in English, e.g.,bmovement tranéfor-
mations like there-ihsertion, which move noun phraées,

are constrained to moving these noun phrases to other

noun phrase nodes. 2) the standard accounts of there-

insertion are incorrect and there-insertion must be mod-

ified in such a way that it is structure-preserving. Since ,
Emonds makes a plausible case both for 1), the structure- ,' o
preserving hypothesié, which is needed for independent

reasons, and since his criticism 2) of standard accounts

of there-insertion is, as we will see, essentially correct,

it is important to see whether the conclusion he draws;

viz., that Prog and Pass be's are deep structur verbs
with complements holds up under closer examinatioen.
We will, however, argue that of the underlined instances

of the morpheme be in 0a)-04), only the be underlined in

0a) is an_instance of the Prog(reséive) gg and that only
the were underlined in 0c) is an instance of the Pass(ive)
be. Furthefmo:e,lwe argue that both the Prog and Pass be's
ére'mémbers of the category Aux and are not deep structure
'cdmplement-taking verbs. And finally, we claim that the
be's in 0b) and 04) are both instances of the copula be
\generated in deep stfucture. Thus in our analysis none

of the sentences 0a)-0d) are related transformationally.
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'Qhereas in Emonds analysis 0b) and 0d) are derived from
structuies essentiélly l1ike those underlying 0a) and 0c)
vrespéctively. . |

In order to demonstrate our claims, it will be neces-
sary to give a new account (the Phrase Stru&ture hypothesis)
of coQétructions containing théjEnglish existential there,
Wbich, we claim, is generated as a deep structure noun phfase.
Then all of the conclusions in the preceding parégraph will

automatically follow.

Introduction
Wa will examine constructicns of the following form,

10
all of which contain the existential there

1) There are chosts.

* 2) There is someone in the garden.

“The analysis of such constructions has been the subject.
of considerable study and debate, both in traditional grammar
and during the past decade and a half of transformational
grammar. Syntactic analyses from a rich variety‘of viewpoints
have been adopted during the history of the study of English
syntax, as is witnessed from a small handful of the studies of
existential EQEEQ:A Jespersen (1940); Poutsma (1916); Lyons
(1967, 1968); Fillmore (1968); Emonds (1970); Allan (1971);
Burt (1971); Xuno (1971), ete.,

We will explorethe hypothesis that the deep structure of
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1) is
NP Aux VP
.5?‘;‘: N

there Pres be - Pred

ghosts

Thus the deep structure of 1) is almost identical to
it surface structure, which results from the automatic ap-
plication of several low-level syntactic rules (Affix Place-
ment and Agreement). We will call this hypothesis the phrase

structure hypothesis.

Similarly, in the case of 2) we will argue that the deep
structure is exactly as in 3) where the simple NP ghosts is
_replacéd by the structure underlying the complex NP someone

in the garden. That is, we have underlying 2)

4) There is NP ' -

-~

where the NP in 4) is identical to the structure underlying the

NP underlined in

5) Somecne in the garden is waiting to see you.
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That is, preciSely the same set of rules that generate someone

in the garden in 5) will also generate it after be in 4) to

.

yield'

6) There is someone in the garden.

75.‘ t
%
y

As an alternative to our phrase structure hypothesis

is the transformational hypothesis in which a transformational

rule of there—insertion is assumgd. Various examples of‘the
transformationalvanalysis,of there-insertion may be found

in many of the studies (within the framework of generative ab
grammar) cited above. The transformational hypothesis posits

the following underlying forms for 1) and 2).

" 7) Ghosts be.
‘8) Someone is in the garden.
11
A transformational operation of there-insertion is applied
to introduce the there morpheme to yield the correct surface
forms 1) and 2).

We will demonstrate that the phraée structuré hypothesis
accounts for the distribution of surface forms containing the
existential E&EES in a natural way and furthermore accounts in
a priﬁcibled way for the absence of surface forms of there-cons-
tructions containing predicate nominals, the semi-modals be going
AEg.and be to, etc. (see Part II). 1In fact, such gaps of occur-
rence will provide the cfucial evidenée for selecting the phrase

structure hypothesis for there over the transformational hypothesis



102

of there~insertion.

I. The Phrase Structure Hypothesis for Existential there

We assume the following phrase structure rules

3'9) S--> NP+Aux+VP
Aux4-) T (M) (have+en) (be+ing)

- VP--> )V+NP
. be+Pred

Pred--» NP, etc.
Np--% ((Det)N

NP S . ' o

Det--» a, the
12 .
N--> John, soldier, ghost, there
e cw

e

- Then the underlying structure for

10) John ié a soldier.

11) , S
TP Aux /VP\
T T be PWed
John Pres . /;gg\\\
' Del;t r‘q
a soldier
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The obligatory rules of Affix Placement and Agreement apply to

vield the correct surface form 10).

Now let us consider the derivation of
- 12) There are ghosts.
';\;& ! :

We, assume the following underlying structure

13) - s

NP Aux VP
N - T  be. Pred
there Pres NP
e
ghosts

13

13 _ .
Again Affix Placement and Agreement apply to give 12).

We place the following condition on the occurrence of

there in deep structure

14

14) (Deep Structure) Condition: there may occur
only in the context

Aux be NP
The Deep Structure Condition (henceforth DS Condition) re-
flects the fact that there has a very rnstLlcuea dlstr;butﬁon

ir English, as has often been notéd. lhat is, we do not get
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*I like there, etc.

Thus since the deep structure 13) can be segmented in the

following way

' 15) there Aux be NP v

O
n

*

the DS Condition is met and 13) will yield a well-formed sur-

face structure.

On the other hand, suppose we generate the followihg deep
structure
16) , S
NP Aux VP
N Pres \Y NT
I like N
there

Since the there in 16) does not satisfy the DS Condition;
i.e., does not occur in the context be NP, it is starred as

ungrammatical

17) *I like there.

Notice that with the phrase structure hypothesis we

can state the restricted distribution of there quite easily;
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viz,, as the DS Condition 14). The statement of the distrib-
ution of there bhecomes guite complex if stated at any other

level than that of deep structure. Thus consider

18) There seems to have begﬁn to be a commotion.

. "5" .

4} :
If»we were to state thg distribution of there at the level of

surface structure, we would have to modify the DS Conditicn
14) to accommodate cases like 18). However, consider the deep

structure of 18)

19) s
NP Aux VP
A
it S Pres v
. NP Aux VP seem

it S8 for-to begin
NP Aux vP

there for-to be NP

a commotion

Here too the DS Condition 14) is satisfied and the deep struc-

ture is well-formed since there occurs in the following context

.

[for-to] be [a commotion]
b4 Aux NP - NP

19b)
- au
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Similarly, we will see below that the distribution of

[}

there can be accounted for under the transformational hypo-
thesis of there-insertion only if we permit a list of complete-
ly ad hoc conditions on the structural description of the rule

(Part II).

Ngtice that the phrase structure hypothesis accounts in

il

a natural way for the fact that there acts as an NP with respect

51

to many transformations; e.g.,

20) Is there any hope? (Interrogative)

21) There's no hope, is there? (Tag guestion)

22) There is believed to have been a revolution. (Passive) ,
23) There seems to be something brewing. (It-replacement)

our hypothesis accounts for this by generating there as a deep

structure noun phrase.

Observe that a great variety of complex NPs containing

relative clauses and other complements are generated in pred- =
15
‘icate position after there

24) There are [%ome people who don't like beer] .
NP NP

25) There are [&omen who are always in the kitchen] .
NP NP

26) There are [a lot of people willing to help] .
NP NP
27) There is [gomeone in the garden} .
NP NP

28) There was [a man with a hat on] .
NP : S NP

29) There are {%oo many people owning yacht{l .

‘ : NP . NP
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30) There is [pothing to say] N
o P NP
R
In each of the cases above, the noun phrases are gen-

,erated by rules needed independently elsewhere in the grammar;

e.g., compare

.

e

‘ . -
i 31) [Some people who don't like beer]
NP NP
[A man with a hat oq] ' yare/is waiting to
" NP NP see you. '
[?omeone in the garden]
NP . NP J

Whatever rule or rules generate the NPs some people who don't

like beer, someone in the garden, etc. in the context

[ ] are/is waiting to see vyou will generate these noun

NP NP

phrases in the context there 2ux be {___] in exactly the
' NP NP

same way.

Observe that the rules as we have given them allow the gen-

eration of _ : :

32) *There is unicorns.

33) *There are a unicorn.

alongside of the well-formed
- 34) There are unicorns.

35) There is a unicorn.

+
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That is, assume that number is introduced by context free
A 1¢ i » ;
rules of. the base -

36) N--}[A,o(plural,...] ,X+ or -

e

Then we will generate trees of the form

37) S

NP Aux . vP

DTt lil .
A a FaN
plural -plural

i

'Suppose; that the lexical insertion rules substitute there
[N, 0 plﬁral, ] for the first occurrence of A, and
unicorn [N, o plural,...] for the second. The»n, after Affix
Placement and Agreement have applied we will éet the ill-
formed 33) (similar comments apply for the derivation of 32)).

Thus we need a condition which rules out strings of the

form

- 38) * NP -be- NP

[o: plural] , [—- X plural]

This condition will rule out 32), 22) while permitting 34}, 35
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But ther

®

is independent evidence that such a condition is

needed in the grammar. Observe that anomalous strings of the

following form are generated in the svntax

39) *Two men are a doctor.

 40) *A doctor is two men.

s,,‘

2!

alongside of the well-formed

41) Two men are doctors.

42) A doctor is a man.

g

Thus cuite independently of the there-constructions, condition

33) is needed to rule out 39), 40). Thus we allow structures
17
of the form _ NP . -be-= NP to be generated in the syntax.
&pl [—o( pl

‘Then conditicn 38) will rule out the inaprropriate 39), 40)

at the same time ruling out 32), 33) with no further statement.
Notice that the phrase structure rules 9) generate the

following set of sentences

43) There | is - a God.
was
has been
had been
nay be
.. *is being
*was being

They also generate the structure underlying




44) *There was being [someona in the kitchen]
’ : NP NP

Thus therc must be some condition in the grarmar which rules
,out the starred examples in 43), 44). That is, in certain
cases the string NP Aux be NP must be starred as ungrammatical.

Let us' state this condition as

45) NP Aux be NP

Aux may not contain Prog({ressive)

We observe that such a principle is needed in the grammar ’
quite independently of 43), 44). Thus consider the following

sentences

46) *John is being a doctor.

—

'47) *Mary is being an Italian.

Thus we need Condition 45) on other grounds to.rule out 46),
47); then the starred examples in 43), 44) will be similarly
ruled out by this independently motivated principle.18

There are additional corditions of semanﬁic interpretation
ﬁhich the NPs in these there constructions must fulfill which
we will note here without further comment .
TA.‘ The noun phrase nust be interpretable as indefinitelJ:

48) There is a women in the kitchen.
*the

L]

B. The noun phrase must be interpretable in one of a
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fixed number of ways--existentially, locatively, etc.:

49} Existentially:

There is a God.
*a pencil.

There are some people who don't like beer.

o 50) Locatively:

There are women in the kitchen.

II. The Transformational Hypothesis for Existential
there: there-insertion

In this section we will consider the transformational
hypothesis; viz., that existential there is not generated in
the base, but is inse:ted by transformation.

Most‘analyses of there-insertion assume that 1) is derived

from the structure underlying 2)

1) There is someone in the garcen.

2) Somecne is in the garden.
r : 20l
The there is then subsequently inserted by a transformation
which applies to the structure underlying 2).

"We'will use as a basis of discussion the formulation of

there-insertion in Burt (1971) which is typical of the trans-
formational hypothesis and whi?h has the advantage of being

more explicit than many similar proposals in the literature.

We will proceed in the followirg way. We state the
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tranzformational rule of theére-insertion and ask what motiv=-
ated the formulation of the rule. ¥We then seelr to extend the

rule to cover a wider range of data.

PR
kS

Kl

T We show that the rule of there-insertion can
'hgndle the data only at the cost of considerably complicating
the grammar by the addition of ad hoc coanditions to the
structural description of the rule which are unnecessary in the

‘alternative phrase structure hypothesis.

The rule of there-insertion is as follows

21

3) There-insertion :
NP-- Aux-be-¥ A,
[x-be-y] -z B.

Aux- Aux
~s.D. 1 2 3 4 5
= opt
S.C. there : 2 3+41 4 5 °

Condition: a) 1 has an indefinite determiner

b) Be directly follows T(ense)

, 22
We present four arguments against this transformational

analysis of there-insertion: 1. The Prog{ressive) Argﬁment.
2. The Pass(ive) Argument. 3. The Semi-modal Argument.
4. The Predicate Nominal Argument. Ve also consider the
Rule Ordering Argument which 1% an appareﬁt counter-argument

for the transformational hypothesis.
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1. The Prog{ressive) Argument
. A3 rg

Obsérve that the rule of Eggggfinserﬁion.has the effect
of moving the subject noﬁn phraée after the be, whileAinsert-
ing the morpheme there into the vacatedAsubject.position.
It may apply in the contexts which meet the structurai.descrip~
tion'oﬁ the rule {(see A. and B.). Furthermore, there are two

e v
conditions on the application of the rule.

& The structural description of there-insertion corresponds
in the phrase structure (henceforth PS) hypothesis to the DS
Condition 14). That is, it determines the syntactic distrib-

ution of the there morpheme. To see this, consider the fact

that we have
4) There are ghosts.
but not
5) *I 1like there.
In the phrase structure hypothesis we account for this
by the DS Condition 14) which restricts there to the follow-
ing context

6) "Aux be NP

Thus the there meets this condition in 4), but fails to meet

.

it in 5).
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Similarly in the transformaticnal hypothesis there may be

4 3

inserted into a tree with the structural description

.

7) NP-Ausx-be-V (=A. in 3))

This gtructural description is met by the following tree (where

W=g, the null string)

8) v S
NP Aux VP
ghosts Pres be

but not by the following tree

9) S
NP Aux VP
I Pres v NP

like John

Thus it is impossible to derive 5) whereas 4) is correctly

generated.




So with respect to constructicns like 4) there is n

O

9] LS

evidence awvailable for choosing between the PS hypothesd

and the transformational hypothesis.

But now consider forms containing the Prog(ressive) as

b | I . S
10) There is someone standing on the corner.

The PS hypothesis makes the claim that the be in 10)
is'nct the Prog be, but is the co?ula be éenerated in deep

structure. That is, we have the following structure

11) [Fhere]’ Aux be [gomeone standing on the corner]
NP NP NP NP

where there is a noun phrase generated in the base. Observe

_ that there satisfies the DS Condition 14). The noun phrase

someone standing on the corner is generated by exactly the

same rules that generate it in [ ] is waiting to see vou.- }
NP NP ’

However, in the there-insertion analysis being considered

10) has the foilowing deep structure

11) o ' s

someone Pres (be+ing) stand on the corner
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Observe that 11) cannot be segmented into

-

7) NP-Aux-be-W (=A. in 3))

Thus for the case where the relevant be is in the auxiliary,
we mﬁgf state another context for'there-insertion. This is
Ehe reason for Part B. in the structural description of there-
'insettion»B).' That is, the tree in 11l) can be segmented as

follows (see Part B. of 3) )

12) somecne- . [Pres-be—iné] -stand on the corner ’
: Aux Aux
NP X Y . A
1 2 3 4 s

Then there-insertion applies to 12) to yield the correct sur-
face structure 10). However, we get the correct result only
at the cost of adding Part B. of the structurai descrintion to
the grammar. Notice that Part A. and Part B. of the structural
description of there-insertion cannot be cocllapsed into é
" single generalization. |

 Thus the there-insertion analysis claims that the contexts
for there in A. and B. are unrelated whereas the PS hypothesis
claims that they are identical (at the level of deep structure).
There is nothing in this hypothesis which corresponds to Part BE.
of the structural description of there-insertion. Thus,vaithouqh
a there-insertion analyéis which posits underlying phrase

markers such as 8), 11) can derive correct forms, it must be




rejected on the grounds that the structural description of th

[

rule (and thus the grammar) is necedlessly complicated only to

reach the level of observational adecuacy.

-2. The Pass(ive) Argument

Observe next sentences containing in addition the
LY :

Pass(ive) morpheme be+en as in

I

13) There are some new houses being built.
The PS hypcthesis claims that the be in 13) is not the
Pass(ive) be but is the copula be generated in deep structure.

Thus we have the structure

14) there Rux be [some new houses being built]
NP

3 4. o Py S
n deep structure, which

(2

hrace generated

o)

(6]
«

where there iz 2 ncun
furthermore satisfies the DS Condition 14). The noun phrase

some new houses being built is generated by the same rules that

generate it in { ] were destroved hy fire vesterdav.
’ NP NP

- In the there-insertion analysis under consideration this
sentence will derive {(after passive has applied) from the

following structure

15)

149}

NP Auxk vp

some new houses  Pres (be+ing) (be+en) build
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Observe, howecver, that the tree 15) can be segmented in

two ways by Part B. of the structural description of there-
. < K ) . et ————

insertion
' 16) [some new houses] - [?res-ég-ing be+en] -build
NP ; NP Aux , Aux
¥ NP | X Y z
., 1 “ 2 3 4 . 5
and
17) [some new houses] - [Pres—bex&ing—}ie_—en] -build »
NP ' NP Aux ‘Aux ‘
NP xSy g
1 2 34 5

- If there-insertion applies to the structure in 16) we get
the correct surface form 13). On the other hand, if it applies

to the structure in 17) we get the~ungrammaticél
18) *There are being new houses built.

Thus in order to exclude 18) it is necessary to add some ad
hoc condition to the rule. This is the reason for Condition
b) of there-insertion 3).

23
19) Condition: Be directly follows T (ense)
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This condition will reject 17) as an input to there-insertion
thus preventing *18).
The ungrammatical *18) is ruled out in the PS analysis
by Condition 45) which excludes Prog from Aux in certain.

cases as in

N .

i ‘
20) * [there]
NP NP

-are being- [ghosté]
NP NP

21) * [theré] -are being- [éome new houses being built]
NP .

But observe that such a condition is also necessary in

the there-insertion analysis. That is, to exclude

22) *There are being ghosts.
one must invoke the same principle as is required in the PS
analysis. Thus alongside the general principle required in
either the PS analysis or in the there-insertion analysis; viz.,

that in certain cases

23) Aux may not contain Prog

the there-insertion analysis has the ad hoc condition

19) Condition: Be ‘directly follows tense.

NP NP | , - UNp .
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Thus again, on the grcunds of simplicity, we must prefer the

.« 8

PS eanalysis which daes not require Condition 18). Even worse

for the analysis of there-insertion, however, is the fact that
Condition 19) gives precisely the wrong results in some crucial

1

cases involving semi-modals, which we turn to now.

3. Semi-Modal Argument

Consider the following sentence

24) A demonstration is going to be in the gym. )

We will consider what happens when there-insertion applies to
24). There are two possible analyses depending whether
or not it is assumed that be going to belongs to the auxiliary

24 , .
or not. In Case I we assame that it does; in Case II we

assume that it does not.

Case I:

If be going to is an Aux, then 24) has the following
two possible structural descriptions under there-insertion 3).

Part A. of the structural description yields

25) {g demonstratioﬁ] - [?res-be going to] -be- in the gym
NP NP Aux Aux

1 ' 2 3

1Pe

whereas part B. yields




. -
26) [? demonstratio;i - t?res—be—gminq to] -be in the gym
NP - dn A

P Aux . Aux
: NP X Y 2
1 2 3 4 5

.

Consider now Condition b) on there-insertion; viz.,
., .

5 4

19) Be directlv follows tense.

This condition rules out the structural analysis 25) since the

relevant be does not follow Pres; Pres is fcllowed by the be

of be going to. Thus the following grammatical sentence is

ruled out by condition 19)

27) There is going to be a demonstration in the gym.

' On the other hand consider now 26). Here condition 19) does

not rule out the structural analysis since be directly follows

Pres. Thus the following ungrammatical sentence is generated
28) *There is & demonstration going to be in the gym.

Thus we get exactly the wrong results. With Condition b) we
cannot generate the grammatical sentences corresponding to

25), but generate instead the ungrammatical sentence 28).

Case II:

Let us now asgsume that be going to does not belen

ot
O
™
g:
e
L]

(S
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Then Part A, of there-insertion 3) will anélyze 24} in the
following way
29) [? dembh§tration] - [fre ]
NP /

-be- [going tc be in the gme
NP Aux W '

S
Aux w

Note that Condition b); viz., that be must directly follow
T(ense) is not applicable to this structure since be follows

tense. Thus we get the ungrammatical 28)
28) *There is a demonstration going to be in the gym.

However, not only do we éet the'ungrammatical 28) but there

is no way to get the grammatical 27), for now Part B. of the

structural description cannot apply since be going to'does
not belong to Aux. | |

of course, we can again state the facts by adding another
ad hoc condition to Condition 19) (Be directly follows tense)

by stating that be gocing to (and be to--see below) are excep-

tions to this condition, but doing this only Erings out more

clearly the ad hoc nature of Condition 19) itself which was

.devised only for the case where Pass be cooccurs with Prog bhe.
Let us see how the PS hypothesis accounts for all the

-

facts. The grammatical

27) There is going to be a demonstration in the gym.

+

derives from an underlying
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30) [Fhere] - [%res-be going to -he- a demonstration 25
: NP NP Aux -Aux NPl in the gym NP

.

where there is a deep structure noun phrase satisfying the

,DS Condition 14) and the noun phrase a demonstration in the gym

is generated by the same rules that generate this phrase in

"[_.fj was cancelled.
NP NP

34

The ungrammatical 28) will not be generated from

31) *

NP

[there] - [Pres] -be- |a demonstration going|
NP Aux . “Aux NP |[to be in the gym NP

»

since the rules above which generate noun phrases of the form

a demonstration in the gym in the context [ '] was
o NP NP

cancelled must exclude the noun phrase a demonstration going to

be in the gym from the same context; i.e., we do not get

32) *A demonstration going to be in the_gym was cancelled;
nor, for example,

33) *A nurse going to come Qill helg you.
‘althqu? we get the syntactically and semantically well-formed

34) A demonstration which was going to he in the gym
was cancelled. A :
35) A nurse who is goind to come will help you.
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.which clearly shows that 32}, 33) are to be:ruled out on
ntactic rather than semantic grounds.

Thus in the Ps‘analysis of there *28) is impossible to
generate. But in the there-insertion analysis one nust add
another ad hoc condition to the grammar to generate the correct
sentegpes. Furthermore, the ad hoc condition; viz., that only

;
4

the second be of be going to be may be selected in the struc-

tgral_description violates the ad hoc condition 19) that be
directly follows T (ense). Again observaticnal adequacy is
reéched only at the cost of complicating the statement of
there-insertion (and hence the grammar). Since nothing new
nmust be stéted about there in the PS analysis to generate

2ll the correct surface forms, we must on the basis of this
evidence select the simpler PS analysis over the there-inszer-

tion analysis.

Be to

Exactly the same point can be made about the semi-modal

be to as was made for ke going to above. Thus consider

36) There are to be three senators at the conference.

37) *There are three senators to be at the cconference.

"Again the there-inserti-»n transformation 3) generates
the ungrammatical 37), but excludes the grammatical 36),

unless another ad hog condition for be to is added +to the
+

structural descrivtion of there-insertion 3). But in the

PS analysis the noun phrasc three senators at the conference
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-but not three senators to be at the conference will be gen-
: , g

erated in the context there Aux be by the same rules that

-

generate the former but exclude the latter in the context

38) [ ] became ill.
NP NP . :

,1‘

K

Again there are no semantic grounds for excluding

39) *Three senators to be at the conference { hecame ill1,
*Two speakers to come tonight

since alongside of 39) we have the syntactically and semantic-

ally well-formed

40) Three senators who were to be at the conference
became ill.
Two speakers who were to come tonight became ill.

Thus in the PS analysis it is impossible to generate the
incorrect form *37). This form is excluded in the there-
‘insertion analysis only at the cost of adding an ad hoc condition
on be to to4the structural description of there-insertion 3).
Thus again the simpler PS analysis must be preferred over the
there-insertion analysis.

-

4., The Predicate Nominal Argunent

Notice that still another ad hoc condition must be added
to the structural description of tnere-insertion to prevent

the derivation of 41) from 42)
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41) *There are some graduate studesnts union members.

42) Some graduate students are union members,

Thus we must in effect require the follewing condition

"on there-insertion 3)

"N :

ol
]

‘43) Condition : W may not éontain Predicate Nominal

But in the PS analysis it is impossible to generate 41)

since the rules of English grammar do not generate the phrase

some graduate students union members as a noun phrase. That

is, we do not have, for example,

44) * [?ome graduate students union members]
NP NP
will speak tonight.

This is excluded on syntactic grounds rather than semantic

grounds as is seen by the existence of

45) [?ome graduate students who are union members]
NP NP
will speak tonight.

Thus in the Egggg—inserﬁion analysis the grammar must
be complicated by the addition of Condition 43) to the state-
ment of there-insertion 3), in order to rule out *41), but
in the simpler, and hence preferable, PS analysis, nothing new

4
need be stated at all to generate the correct forms.
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5. Standard there-insertion--a Sumnary

F =4

At this point we may ask what scrt of fackts motivated

the formulation of a transformational operation of there-
insertion in the rst place to derive there-conq;ructzons

o 27
from full sentence paraphrases as in deriving 1) from 2)

TN
wy
4

1) There is someone in the garden.

2) Someone is in the garden.

A. SEMANTICS

One piece of evidence on semantic grounds is the fact
that 1) and 2) are synonymous. However, by syntactic arg-
uments independent of meaning considerations, we were able
to show that there is geﬁerated in the base rather than
inserted by transformation. Thus once again we see that any
argument for relating two constructions transformationally
‘which is based on semantic paraphrase alone is at best quite

weak in the absence of independent syntactic arguments.

B. AGREEMENT
Turning to possible syntactic evidence for the derivation
of 1) from 2) the facts of ajreement between be and the fol-

lowing noun phrases may be cited

! 3) There is someone in the garden.
‘ There are some people in the garden.

4) *There are someone

in the garden.
*There 1s some people 1

in the garden.
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But as we showed above, such examples provide no evidence for

choosing between the two hypotheses since such sentences

as 4) must be generated in the syntax anyway and’are‘rﬁled
out by a principle (Condition 38)) which takes semantic énd

extra-linguistic information into account.

.

Lo 4

C. SYNTACTIC DISTRIBUTION
A second pisce of syntactic evidence is the fact that
in 1) and in a large number of other cases the string after

there is a svntactic permutation of a full sentence. Thus

in 1) the string is someone in the garden is a permutatioh of
2). But notice that thié is characteristic of strings which
are generated by other tiahsformations, such as Interrogative.
Thus consider (restricting ourselves to the subset of sentences

with be)

5) Is scmeone in the garden?
(Compare Q is someone in the garden
with there 1s someone in the garden)

Is someone standing on the corner
(Compare Q is someone standing on the corner
with there is someone standing on the corner)

Were any windows broken?
(Compare Q were any windows broken
with there were some windows broken)

That is, in each case the underlined string which follows the
interrogative marker (later deleted) is a syntactic permutation

df a full sentence ‘ .




§) Scomeone iz in the garden.
. Someone is standing on the corner.
Some windows were broken.

.

Thus at least for this set of cases there seems as much
'motivation for deriving there constructions from sentence
permutations as there is for the analogous interrogative

- .
casesf
But the parallel between the there-constructicﬁs and

interrogatives collapses when we consider semi-modals and

predicate nominals. Thus corresponding to

7) A demonstration is going to be in the gym.
Some senators are to be at the conference.
Some graduate students are union members.

we have the interrogatives

is a demonstration going to be in the awm
1

are any senators to be at the conference
are anv graduate students union members

' 8)

OO

but not

9) *there is a demonstration going to be in the gym
*there are some scenators to ke at the confersence
*there are some graduate students union members

If it were the case that the interrcgatives in 8) were

ill-formed; i.e., if we had *Are any graduate students union

4
members?, this would be evidence that there is no interroga-

tive transformation. The only altarnative would be to place

i
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ve transformation to

u
t
Lds

ad hoc conditions on the interrog

guarantes that the right forms are generated. But this is

precisely what is done in the transformational hypothesis of
there-insertion. 2Ad hoc conditions on the operation of there-
insertion are permitted to exclude the ill-formed sequences

in 9). This would suffice as grounds for rejecting the there-

T

_inseréioh hypothesis in favor of the PS analysis which does not
réquire the ad hoc conditicns. Even worse though is the fact
that under this analysis it is a complete accident that the
string which follows there Aux be ___ is in each case a well-

formed noun phrase. Thus in the there-insertion analysis it

would make no difference if the distribution of data were as

follows . - -

10a) there is a demonstration going to be in the gym.
(well-formed)

10b) *there are some senators to be at the conference.

10c) there are some graduate student: union membhers.
{(well-formed)

In fact, if the distribution of data were as in 10) the grammar

of English would be simpler since we could drop the ad hoc

restrictions on *here-insertion we need for be geoing to and
predicate nominals to exclude 1l0a) and 10c).

In the PS analysis it is no accident that the distriubtion

1

of data.is as in 9), but not as in 10). This is expressed

IS

in the PS analysis by requiring that the string following

]

there Aux be be a noun phrase in deep structure. Thus

4

the PS analysis predicts that the dis

O]

tribhution of the data

A

cannot be as in 10 {which in this framework would comrlicate

the grammar) but must be as in 9}.
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D. RULE ORDERING -
We consider here a possilble argument based on rule
orderihd which has been taken to show that there must be

inserted transformationally. The crgument can be summarized

as

" . - , o |

5 _ 28

' 11) The there-insertion transformation rnust follow
the Pass(ive) transformation.

Thus_it is arqued th;t
12) There were several soidiers injured'in the war.
‘must be derived from
135 A injured several soldiers in theAwar by»Pass.

However, there-insertion cannot apply to the deep structure
string 13) since the be morpheme necessary for its application
has not yet been inserted by the Pass{ive) tfénsformation.
Thus, it is argued, there must he inserted by transformation
following Pass(ive).

However, this argumept can be seen to be fallacious when
it is recognized thaﬁ the be in the string in 12) is the deen
structuge copula be rather than the passive be. That is, we

have the structure

hNd
<N

14) [there] - [?reé] -be- several soldiers injured
NP NP Aux Aux NPlin the war
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where there is a deep structure noun phrase satisfying the DS
. & - Py .77 =

»

Condition 14) and, furthermere, the noun phrase several soldiers

injured in the war is genefated'by the same rules that gener-

ate it in ‘[ ]' were discharged.
s NP NP

Thus data as in 12) does not argue for the transformational

insertion of there. Such data is handled in the PS analysis

Y
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