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ABSTRACT
THE SYNTAX AND PROCESSING OF SCRAMBLING CONSTRUCTIONS IN

RUSSIAN
by
Irina A. Sekerina

Adviser: Professor Janet Dean Fodor

The dissertation examines word order variation in Russian due to
Scrambling, which I take to be an instance of overt syntactic movement. I
investigate two major types of Scrambling in Russian, clause-internal XP-
Scrambling and Split Scrambling, from the point of view of syntactic structure,
focus structure as related to discourse, and sentence processing.

Applying standard syntactic tests I identify grammatical characteristics of
XP-Scrambling in Russian and argue that it is a mixed A’/A-movement
phenomenon as observed in other scrambling languages. Two language-specific
parameter values are proposed: In Russian, both VP- and IP-adjunctions serve as
landing sites, and Scrambling can proceed both leftward and rightward. Split
Scrambling produces discontinuous DPs (and PPs), i.e, phrases in which an
adjective is not string-adjacent to the head noun it modifies. Split Scrambling in
Russian obeys three additional constraints, the Periphery Constraint, the One-

Split-per-Clause Constraint, and the Preposition-First Constraint. If these are



syntactic constraints, they motivate a Double-Movement analysis according to
which first a DP (PP) is XP-scrambled into SPEC, F(ocus)P, and then N’ (or A’) is
extracted out of it and is right-adjoined to FP. Two additional parameter values
are proposed: the remnant does not stay in situ, and the extracted element can be
of the category Y. I propose that both types of Scrambling in Russian are
obligatory in the sense that they are driven by Focus requirements, which are
reflected also in stress assignment.

In four experiments reported here, I examine the applicability of two
proposed universals of the Garden-Path model of sentence processing, the
Minimal Chain Principle and the Minimal Revisions Principle, to processing of
Russian scrambling constructions, and also test the Scrambling Complexity
Hypothesis. The experimental findings provide evidence for the complexity of
standard XP-Scrambling relative to canonical SVO word order, and even greater
complexity of Split Scrambling compared to XP-Scrambling, as reflected in
increased reading times for split-scrambled sentences in self-paced reading.
These results are consistent with the principles of the Garden-Path theory and
support the Scrambling Complexity Hypothesis. The possibility of processing
origin for the One-Split-per-Clause Constraint and the Periphery Constraint is

considered. For the former it is plausible; for the latter the experimental data tell

against it.
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INTRODUCTION

1.1 Overview of Dissertation

This dissertation reports an investigation of scrambling constructions in Russian from
two perspectives: from the point of view of syntactic theory and from the point of view of
sentence processing. Despite a seemingly unrestricted freedom of word order in Russian, the
claim of this dissertation is that current syntactic theory within the framework of Government-
Binding theory (Chomsky, 1986) and its latest development, the Minimalist program (Chomsky,
1993, 1995) and the Garden-Path model of sentence processing (Frazier and Fodor, 1978; De
Vincenzi, 1991; Fodor and Inoue, 1995; Frazier and Clifton, 1996) adequately account for all the
word order facts. A project of interest to both linguistics and psycholinguistics is to try to factor
apart their respective contributions to judgments of sentence acceptability. It can be asked which
domain exhibits general principles which can subsume the facts observed. Ideally, we would
study every construction in a language from both points of view in order to arrive at a well-
grounded analysis of whatever constraints the construction is subject to. This is of particular
interest in the case of Scrambling in Russian. While some of its restrictions (for example, island
constraints) are of a familiar grammatical nature, Russian also exhibits Split Scrambling which
obeys three restrictions, the Periphery Constraint, the One-Split-per-Clause Constraint, and the
Preposition-First Constraint, and they could possibly be attributed to processing limitations. Both
potential explanations will be examined here. By the end of the dissertation I conclude that these
constraints can be explained as grammatical restrictions following from the Double-Movement
analysis and Focus assignment in Russian split scrambling constructions.

Slavic languages and Russian in particular provide a valuable testing ground for both the
universal theory of Scrambling and the theory of sentence processing. Investigation of the

syntactic properties of XP-Scrambling in Russian is interesting because Russian phrase structure



differs typologically from that of configurational languages with Scrambling such as Japanese,
Korean, German, Dutch, and other Germanic languages, Hindi, and Latin, and from non-
configurational languages with Scrambling such as Warlpiri and other Australian Aboriginal
languages. Russian has been argued to be a configurational but not verb-final language (King,
1993; Bailyn, 1995); rather, it has a canonical SVO word order. Its discourse-oriented flexibility of
surface word order is taken as evidence of Scrambling that is much less heavily restricted than in
many other scrambling languages. Scrambling accounts for as much as 17% of sentences in a
Russian corpus study reported in Bailyn (1995). This contrasts with Japanese, for example, in
which scrambled constructions represent less than 1% of all sentences (Yamashita, 1996). There
seems to be reason to believe that in Russian, Scrambling, Wh-movement, Topicalization and
Right Extraposition may be indistinguishable from each other, and could all be subsumed under
the general heading of Focus-driven Scrambling. This situation is different from that in other
scrambling languages where Wh-movement, Topicalization, and Scrambling have distinct
properties (Miiller and Sternefeld, 1993). Finally, Russian is one of the subset of the scrambling
languages which exhibits Split Scrambling in which XPs can be broken up and their subparts
moved to different locations in the sentence.

The study of word order variation cross-linguistically should contribute to a theory of the
universal principles and parameters of language variation which govern Scrambling. A universal
theory of Scrambling needs to address issues such as the following. Is surface word order
variation derived via movement, or are different surface word orders base-generated? If
movement is involved, then what choices does the grammar offer with respect to the phrase types
that can scramble, the landing sites they can move to and direction of movement? These
represent the parameter values that can be elected by individual languages. What type of
movement is Scrambling in terms of the nature of its landing sites: Is it A’- or A-movement or
does it involve both (‘non-uniform movement')? Though the issue of landing sites has been the

central one in research on the universal theory of Scrambling, recently it has become increasingly



important to find a derivational motivation for Scrambling. The Minimalist program, which has
developed recently out of GB theory, requires every movement to be obligatory; otherwise it
would violate the principle of economy. Is it possible to show that despite the apparently
optional character of Scrambling, it is in fact necessitated by specific requirements?

From the typological point of view, a universal theory of Scrambling should address the
question whether the presence of Scrambling in a language correlates with any other properties of
that language. Is Scrambling an invariable characteristic of configurational languages which are
verb- or head-final? Or is it exclusively associated with non-configurational languages (Hale,
1983; Austin and Bresnan, 1996)? The typological characteristics of languages which exhibit
Scrambling are important for establishing whether there is a fundamental parametric distinction
between non-configurational and configurational languages, or whether there is a continuum
from fixed word order languages which do not allow Scrambling, like English, to free word order
languages which exhibit maximum Scrambling.

The most common type of Scrambling is what I refer to here as XP-, or phrasal, Scrambling.
It appears that in all languages that permit Scrambling, the scrambled elements can be maximal
projections of one sort or another; most commonly, they are DPs and PPs. A central point of the
dissertation is that while Russian does allow XP-Scrambling, it also allows DPs and PPs to be
broken up by Scrambling; this is what I call Split Scrambling. With regard to the scope of
Scrambling, it is most common for languages to permit movement to landing sites contained
within the same clause. However, the possibility of moving a scrambled phrase outside of the
clause in which it was base-generated, exists in some scrambling languages and implies an
additional parameter of language variation: presence or absence of Long-Distance Scrambling.
Presumably this is due to language variation with respect to the barriers for movement. Russian
allows Long-Distance Scrambling only marginally, and I will not discuss it in this dissertation.

A word of caution is due at this point. It cannot be clear until an investigation is

concluded whether the facts addressed constitute a genuinely homogeneous phenomenon. Thus



the constructions that are standardly referred to as Scrambling constructions might ultimately
turn out to be a whole set of different phenomena. Equally, it is possible that some other types of
movement, for example, Wh-movement and Topicalization, may ultimately be subsumed under
the general phenomenon of Scrambling. However, for the sake of organizing the research
program, we need a working definition of Scrambling that will serve as a preliminary attempt to
delineate the phenomenon under investigation. XP-Scrambling is temporarily defined here as an
operation which moves a maximal projection from its base position to one of three possible
landing sites: IP-adjoined position, VP-adjoined position, and SPEC, F(ocus)P within the same
clause.! Split Scrambling is defined as an operation which breaks up DPs and PPs and moves
one or both of their subparts into different positions in the sentence. These are working
definitions which may need to be refined as the theory evolves. Uncovering the true nature and
derivational origin of these constructions is the goal of the endeavor. I will argue below that Split
Scrambling is an operation involving two steps: first, XP-Scrambling of a phrase to SPEC, FP and
then extracting a Y’ out of it to a right FP-adjoined position

Note that [ am presupposing in adopting these working definitions that Scrambling is a
movement phenomenon. Earlier studies of XP-Scrambling have revealed that Scrambling obeys
many of the syntactic constraints which traditionally have been observed to apply to movement
phenomena, leading to the conclusion that a movement approach is likely to be a more fruitful
way to investigate Scrambling than a base-generation approach. Base-generation approaches will
not be discussed in this dissertation; references are given in Section 2.5, Chapter 2. Within the
movement approach to XP-Scrambling, the nature of the landing site has been discussed
extensively in studies of Japanese (Saito, 1985; 1992; Tada, 1995; Takahashi and Bogkovic, 1995)),

Korean (Lee, 1993), German (Frank et al., 1992; Bayer and Kornfilt, 1994, Dutch (Neelemen, 1994),

! In fact, the movement analysis can be recast in terms of a Copy/Spellout operation (Chomsky, 1993; 1995).
Since the Copy/Spellout analysis is still a working hypothesis whose details have not yet been completely
worked out, it is not entirely clear how it may differ in the empirical consequences from a more traditional
movement approach.



Hindi (Mahajan, 1990; 1994), Scandinavian languages (Vikner, 1994), and Latin (Ostafin, 1986). A
series of syntactic tests has been developed to investigate the nature of the landing site for
scrambled phrases. These include the licensing of parasitic gaps and the interaction of the
Binding Theory with movement: Weak Crossover (WCO), Strong Crossover (SCO) or Condition
C Reconstruction effect, and anaphor binding. The results of these tests have not been clear-cut,
however, making it difficult to convincingly classify the landing site for Scrambling as an A’- or
A-position. At the present moment, the most convincing approach appears to consider the
landing site an A’-position, IP- or VP-adjoined; however, with VP-adjunction, short Scrambling of
objects in a double-object construction is claimed to exhibit A-movement properties or even may
require a base-generation analysis (Miyagawa, 1997).

Following the arguments for establishing landing sites for XP-Scrambling in Russian
presented by King (1993), Bailyn (1995), and Kondrashova (1996), one of the claims of this
dissertation is that XP-Scrambling in Russian exhibits the same mixed behavior with respect to
the distinction between A’ vs. A-position as has been observed in other scrambling languages.
Application of the synfactic tests designed to clarify the type of landing site for scrambled phrases
in Russian shows that it exhibits mixed properties with respect to movement of arguments in the
double-object construction. Consequently, I propose to analyze XP-Scrambling in Russian as
essentially A’-movement which, however, exhibits mixed properties which are by now familiar
from other scrambling languages. While the A’-movement analysis of XP-Scrambling best
explains the descriptive generalizations in (1) presented in this dissertation, certain parameter
settings are needed to distinguish Russian from other scrambling languages:

(1) a. Any XP can scramble (potentially including IP and VP);

b. Multiple XPs can scramble in a clause;

c. Scrambling can be bidirectional;

d. It is discourse-oriented.



A movement analysis of XP-Scrambling in Russian presupposes that there is an
underlying structure and order of the Russian clause and that phrases are scrambled from their
base-generated positions into IP- or VP-adjoined positions to derive various surface word orders.
The two recent proposals argued for by King (1993) and Bailyn (1995) agree on an underlying
structure of Russian in which the subject is generated in the SPEC, VP position, making it an SVO
language. However, the canonical, that is, discourse-neutral, surface word order of Russian is
claimed to be VSO by King but still SVO by Bailyn, (derived by movements of S and V before
Spellout). Since the VSO analysis of the canonical word order of Russian has not proven to be
superior to the traditional SVO analysis, I will assume here a more traditional SVO canonical
word order for the Russian clause, from which all other surface word orders are derived via
Scrambling.

Investigation of XP-Scrambling requires a comparison with other well-established
instances of A’-movement such as Wh-movement and Topicalization and also Right
Extraposition. One of the claims of this dissertation is that XP-Scrambling, Wh-movement and
Topicalization may be a unified phenomenon in Russian. Evidence comes from the parallel
behavior of these three instances of movement. Wh-phrases can remain in sifu or can move to a
higher position in the clause in a way that is indistinguishable from IP-adjunction. Under normal
conditions, no FP is projected in either scrambling or Wh-movement constructions. As far as
Topicalization is concerned, preservation of morphological Case and a landing site located at the
beginning of the clause make it also compatible with an XP-Scrambling analysis, in contrast with
the Left-Dislocation construction in which the left-dislocated phrase must be analyzed as base-
generated in this position.

In this dissertation it is assumed that XP-scrambled constructions are derived by moving
a maximal projection of any type to an IP-adjoined (medium Scrambling) or to a VP-adjoined
(short Scrambling) position. Besides short object Scrambling, Right Extraposition of subjects

(postverbal subjects) also uses VP-adjunction as the landing site. Alternatively, postverbal



subjects in Russian might be derived by XP-Scrambling of all the constituents out of VP.
Junghanns and Zybatow (1995) refer to the latter possibility as the VP-Evacuation hypothesis
(along the lines of Kayne's (1994) Antisymmetry theory which prohibits rightward movement).
More convincing arguments in favor of one approach or the other are needed. For concreteness I
will make the assumption that postverbal subjects are derived via XP-Scrambling of subjects
which moves them to the right of VP. Thus, XP-Scrambling in Russian is taken to be
bidirectional. This means that the parameter controlling the location of the landing site for
Russian must be set accordingly. The following surface structures must be posited for Russian

XP-scrambled constructions:

@)

a. Left [P-Adjunction (of Object)

b. Right IP-Adjunction (of Object)

IP IP
/\IP IP/\
DP, _ VP _~~_P  DP
subj TV’ subj _ TV
o~ T~
v t \"4 t

c. Left VP-Adjunction (of Object)

d. Right VP-Adjunction (of Subject)

P P
/\VP /\VP
subj _ VP VP_—"
DP1 _ "V NV Dp
/‘\ t1 /\
v t v DP

XP-Scrambling of several maximal projections will result in multiple adjunctions. The two

following parameter settings are necessary for XP-Scrambling in Russian:

@)

(a) Landing Sites: VP, IP;

(b) Direction: leftward, rightward.

One of the generalizations which describes Russian XP-Scrambling (see (1) above)

specifies it as discourse-oriented. Discourse conditions impose a particular Focus structure on a



sentence. Typically, a sentence can have one of two types of foci: default Sentential Focus or
narrow Constituent Focus. Focusless sentences are prohibited. Focus structure of a sentence
depends on its prosodic characteristics: the most deeply embedded constituent receives the main
sentential stress by default, and the Focus Rule assigns sentential Focus to this constituent.
According to the Focus Projection Rule, it can project up the syntactic tree resulting in a
functionally ambiguous structure in which either (or both) VP and IP are in the domain of
projecting Focus. Besides sentential Focus, a sentence can have a Constituent Focus which is
licensed when the constituent receives a marked constituent stress different from the default
sentential one.

Reinhart (1995) has suggested that XP-Scrambling and Focus interact: an object scrambles
in Dutch in order to move out of the most embedded position and this allows sentential Focus to
be assigned to some other constituent in the sentence, e.g., the verb. The scrambled phrase by
virtue of its adjoined landing position creates a barrier for projecting Focus; thus, Dutch sentences
with object Scrambling have a special Focus structure. Reinhart argued that XP-Scrambling and
Focus can interact because there is an syntax-phonology interface, enriched PF, where both the
full syntactic tree and relevant prosodic and segmental phonological features are present
simultaneously at the same point in the derivation.

In this dissertation, it is proposed that Reinhart's Focus-driven analysis of object
Scrambling in Dutch can be applied to XP-Scrambling in Russian. Discourse circumstances may
require that a constituent which would receive sentential Focus by default not to be focused.
There is only one way to de-focus such a constituent — move it. XP-Scrambling copies a
constituent out of the domain of the sentential Focus, and this operation changes the Focus
structure of the sentence. Thus, XP-Scrambling in Russian serves to split the tree for focus
purposes since the IP- (or VP-)adjoined scrambled phrase cannot be included into the projecting
Focus. I propose that this is triggered by a feature [-SS] (sentential stress) on the phrase which

undergoes XP-Scrambling. This feature is present at enriched PF since it codes important



prosodic information which participates in building the Focus structure of the sentence. Itis a
strong feature; in virtue of being strong, it needs to be checked off overtly in the syntax. In this
way, XP-Scrambling becomes obligatory. In addition, a different feature [+CS] (constituent stress)
can be independently assigned to any constituent, allowing it to receive Constituent Focus. Since
this operation is separate from XP-Scrambling, either scrambled or non-scrambled phrases can be
assigned Constituent Focus.

Enriched PF provides an interface at which XP-Scrambling and prosody interact, and this
obviates the necessity to postulate an additional abstract level of Functional Form. The four
functional approaches to XP-Scrambling in Russian (King, 1993; Bailyn, 1995; Kondrashova, 1996;
Junghanns and Zybatow, 1995) assume Functional Form (FF). The level of FF is claimed to host
covert Scrambling (in addition to overt Scrambling in the syntax) in order to make all word
orders in Russian obey, at that level, a general principle according to which given (Topic) should
precede new information (Focus). In contrast, the proposed Focus-driven analysis of XP-
Scrambling applies at the enriched PF level to account for Scrambling without postulating this
additional abstract level. It also provides an explanation for the interaction between XP-
Scrambling as a determinant of Focus and prosodic means of establishing Focus, and how this
affects ambiguity related to Focus projection.

This dissertation is only one step in what I hope will eventually be a much more
comprehensive study of surface word order variation in Russian. One goal is to provide a
syntactic analysis of the two major types of scrambling constructions, XP-Scrambling and Split
Scrambling, in order to establish how UG accounts for the Russian facts and to determine what
the relevant parameters of cross-language variation may be. A syntactic analysis of Russian
scrambling constructions is also a necessary preliminary step in providing an account of how
these constructions are processed in sentence comprehension. Just as the theory of grammar has
as its goal an account of Universal Grammar and parameters of language variation, the theory of

sentence processing has as its goal the characterization of the universal parser, the Human
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Sentence Processing Mechanism (HSPM). The theory of sentence processing has to address,
among other questions, how movement constructions are processed in general, and how
scrambling constructions are processed in particular. The experimental evidence reported in this
dissertation concerning how scrambling constructions in Russian are processed can thus
contribute to the general theory of sentence processing as well as laying down a foundation for
further studies on how Russian is processed.

The Garden-Path model of sentence processing has been developed by Kimball (1973),
Frazier and Fodor (1978), De Vincenzi (1991), Frazier and Clifton (1996) and many other works.
It argues for incremental serial processing in which initial syntactic parsing is guided by universal
principles of structure-building. Major principles of the Garden-Path theory are Minimal
Attachment (MA), Late Closure (LC) (also known as Right Association), the Minimal Chain
Principle (MCP), Construal (Frazier and Clifton, 1996), and Minimal Revision. These are viewed
as falling out of the general architecture of HSPM which in turn is considered to be innate. It may
even lack any parametric variation, though that is not fully agreed on. A Minimal Attachment
analysis will be available earlier than a nonminimal one due to the fact that it requires access of a
smaller number of phrase structure rules (or equivalent, in other linguistic frameworks). A Late
Closure analysis permits earlier structuring of new input items, since it requires attachment of
new items into the clause or phrase currently being processed if grammatically permissible. The
MCP, which applies to the processing of sentences with filler-gap dependencies, states that a
chain should not be postulated until it is necessary; but when necessary, postulation of a chain
should not be delayed (De Vincenzi, 1991). That is, chain postulation is a last resort, and chains
are terminated as soon as possible. Construal accounts for processing of phrases that do not
participate in predicate — argument structure, such as adjuncts (Frazier and Clifton, 1996). The
Minimal Revision principle makes revision a last resort, and when it is unavoidable the structure
should be revised just sufficiently to restore well-formedness (Inoue, 1991; Frazier and Clifton,

1996; and papers in Ferreira and Fodor (in press)). Generalizing over these principles, the
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Garden-Path model follows the strategy of Minimal Everything (Inoue and Fodor, 1995). That is,
given two possible structures, one more complex than the other, the parser pursues the less
complex one until there is evidence to the contrary. Cross-linguistic work on a variety of
materials from languages as diverse as Italian, Spanish, Japanese show that MA and the MCP
appear to be universal principles of structure-building.2

Sscrambling constructions derived by Double-Movement constitute sentences with filler-
gap dependencies of A’-type where the scrambled phrase leaves a trace in its D-Structure
position. A substantial amount of sentence processing research has been carried out for sentences
with Wh-movement (Fodor, 1978) and it has been found that filler-gap dependencies of the Wh-
movement type can have a cost associated with processing of Wh-chains, as reflected by the MCP
(Frazier, 1989; De Vincenzi, 1991; Stojanovic, 1997). However, very little is known about the
processing of XP-scrambling constructions. Since scrambled surface word orders are derived
from the base-generated underlying structure, it might be hypothesized that they will be
processed in the same manner as familiar filler-gap dependencies of the Wh-movement type.
Specifically, we ask: Is the MCP applicable to processing of XP-scrambling constructions? Is there
any processing load associated with XP-Scrambling? Are Scrambling ‘fillers’ easy to recognize
(Xie, 1997)? Are their associated ‘gap’ positions easy to identify on-line?

Experimental work dealing with the processing of Scrambling is still at a preliminary
stage. Yamashita (1996) found no cost associated with the processing of scrambling constructions
in Japanese and claimed that the parser ignores word order information and relies exclusively on
overt Case markers. Bader’s (1994) study of a sample of scrambling constructions in German also
did not find convincing empirical evidence in favor of processing complexity of XP-Scrambling.
One possible reason why these two studies may have found no complexity effect is that there are

strong restrictions imposed on XP-Scrambling in both Japanese and German. Fewer restrictions

2 There has been some recent debate concerning the universality of LC; see Cuetos, Mitchell, and Corley
(1996) for discussion.
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on XP-Scrambling may possibly contribute to a different pattern of processing of scrambling
constructions in Russian.

Globally ambiguous sentences of Russian were used as experimental materials in a
sentence processing study of XP-Scrambling. The goal of the study was to determine accessibility
of each of the two possible meanings for these sentences, as evidence for which operations the
parser finds easy and which difficult. On the basis of this, it can be established whether the
Garden-Path theory of sentence processing can account for processing of Russian XP-scrambled
constructions. Do proposed universal principles of structure-building, most relevantly, the MCP
and Minimal Revision, apply in Russian processing? Do they suffice to account for the processing
profile associated with XP-Scrambling or are other principles needed as well?

The globally ambiguous sentences that were tested were of three different types: they
contained either a Nominative/ Accusative (NOM/ACC) ambiguity, or a Dative (DAT)
ambiguity, or an Instrumental (INSTR) ambiguity. They were selected to represent a variety of
ambiguous constructions which are not found in English, in order to contribute some new facts to
the many findings on syntactic ambiguity in English. The NOM/ACC ambiguity occurs in
simple sentences where the Case markers on subject and object are morphologically ambiguous.
This makes it possible not only to investigate the Scrambling Complexity Hypothesis, that is,
whether there is a processing cost of Scrambling, but also to test an observation made for German
by Bader and Meng (1996). They found that in sentences with Case ambiguity, the HSPM prefers
structural Case over lexical Case; and of the structural Cases, it prefers NOM to ACC. The DAT
ambiguity involves the syntactic identity of the position at which the dative phrase is attached in
the tree, and crucially relies on the bidirectionality of Scrambling. Finally, the INSTR ambiguity
involves an ambiguity between an argument and an adjunct, an ambiguity important for the
Construal hypothesis (Frazier and Clifton, 1996).

Experiment 1 was an off-line questionnaire designed to test application of the MCP and

Minimal Revision in processing of Russian XP-scrambled of these three types. Experiment 1
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sought evidence of the accessibility of the two possible meanings for the globally ambiguous
sentences, for each of the three ambiguity types, by asking subjects to rate how natural each
possible meaning is. If it can be shown that subjects systematically favor unscrambled structures
and avoid revisions, this would constitute prima facie evidence for the MCP and Minimal
Revision.

Experiment 2 was an on-line reading study designed to investigate how ambiguous XP-
scrambling constructions in Russian are processed by establishing the parser’s preferred analysis
in terms of answers to comprehension questions and reading times. The comprehension question
data provided more information about whether the MCP and Minimal Revision are at work in
processing of Russian XP-scrambling constructions. Easier accessibility of a particular meaning
and a shift in patterns of accessibility as a function of word order can constitute an argument for
or against these principles. The evidence from this experiment, as from Experiment 1, was
positive. The reading time showed that reading times lengthened as a result of XP-Scrambling,
which can taken as evidence for a processing load associated with XP-Scrambling, that is, the
Scrambling Complexity Hypothesis.

The results of the two experiments on XP-Scrambling show that Russian fits well with the
Garden-Path theory; both the MCP and Minimal Revision apply in the standard way and no new
principles are required. Russian also provides evidence for the processing complexity hypothesis:
XP-Scrambling imposes an additional processing cost compared to unscrambled sentences, as
reflected in lengthening of the reading times for scrambled sentences.

Split Scrambling which derives discontinuous DPs and PPs is found in two registers of
Russian: the language of literature and folklore, and Colloquial spoken language. Discontinuous
DPs and PPs in which modifiers of all kinds are separated from the N head by other constituents,
are found in classical languages, such as Sanskrit, Ancient Greek, Latin, (Hall, 1995), and Old
Church Slavonic, and in contemporary languages such as Modern Greek (Androutsopoulou,

1997), Polish (Siewierska, 1985), Serbo-Croatian (Franks and Progovac, 1994), and Australian
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Aboriginal Languages (Austin and Bresnan, 1996). However, cross-linguistic research on Split
Scrambling as an operation which produces discontinuous constituents has only just begun and is
still at a preliminary stage of data description. The phenomenon is of considerable theoretical
interest since it appears to violate locality requirements that are strictly observed in other
languages.

Split Scrambling in Russian differs from XP-Scrambling in that it obeys a special set of
restrictions. Three of these, which I call the Periphery Constraint, the One-Split-per-Clause
Constraint, and the Preposition-First Constraint are the focus of Part II of this dissertation.
Informally stated, the Periphery Constraint requires the subparts of the discontinuous constituent
to appear on the right and left outermost edges of the clause. The One-Split-per-Clause
Constraint prohibits more than one discontinuous constituent per clause. The Preposition-First
Constraint prohibits any part of the prepositional complement to precede the preposition itself.
Discontinuous DPs and PPs in Russian are different from discontinuous DPs and PPs in non-
configurational languages like Warlpiri because overt morphological agreement between the
subparts of a discontinuous constituent is always obligatory (though possibly ambiguous) in
Russian but is not required in Warlpiri (Austin and Bresnan, 1996). Discontinuous DPs and PPs
in Russian resemble those in Latin, Serbo-Croatian, Polish, and Modern Greek. However, there is
a crucial difference: split DPs and PPs in Russian allow symmetrical patterns of split word orders;
both Adj X N and N X Adj are possible. In contrast, Serbo-Croatian and Modern Greek exhibit an
asymmetry: only the former pattern, Adj X N is allowed. Polish and Russian appear to have the
Periphery Constraint while Latin, Modern Greek, and Serbo-Croatian do not. The One-Split-per-
Clause Constraint is possibly operable in Polish but has not been discussed for other languages.

Syntactic analysis of Split Scrambling should be conducted as an indispensable part of the
larger project which aims to investigate the universal theory of Scrambling. Thus, the
investigation of Split Scrambling should raise the same issues as does the analysis of XP-

Scrambling. Are split word orders derived via movement or are they base-generated? If the
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movement analysis of Split Scrambling is adopted, as in this dissertation, which phrases can
undergo Split Scrambling and what are their landing sites? Whether a particular language allows
Split Scrambling may or may not be correlated with its other typological characteristics, which
need to be investigated.

Existing attempts® to provide an analysis for Split Scrambling in configurational
languages like Latin, Serb-Croatian, and Modern Greek argue that Split Scrambling is a
movement operation as evidenced by its sensitivity to syntactic constraints like Subjacency
although parameterized (Ostafin, 1986) and strong islands (Androutsopoulou, 1997). In terms of
how these discontinuous DPs and PPs are derived via movement, two approaches exist in the
literature. One says simply that a discontinuous constituent is derived by XP-Scrambling which
takes a phrase and extracts it out of a larger maximal projection to some landing site. The other
approach proposes to derive Split Scrambling via a two-step movement in which an NP is
extracted out of the DP (or PP), and the remnant with the trace inside subsequently undergoes
movement (Scrambling or Topicalization). This analysis, referred to as the Double-Movement
analysis, is argued for by Franks and Progovac (1994) for Serbo-Croatian and Androutsopoulou
(1997) for Modern Greek.

A claim of this dissertation is that split scrambling constructions in Russian are derived
via Double-Movement, but that it differs from the double-movement analysis proposed for other
languages with Split Scrambling. The first step is XP-Scrambling, which moves a DP (PP) into
SPEC, FP, then followed by Extraction which moves a Y’ out of the scrambled phrase and right-
adjoins it to FP, leaving the remnant of the DP (PP) in SPEC, FP. This contrasts with previous
proposals in which a remnant is first created and then moved. The analysis proposed here is

required in order to explain the descriptive characteristics of split scrambling constructions in

3 Papers in the Huck and Ojeda (1987) volume investigate the phenomenon of split constituents such as
split VP in English. However, the analyses proposed by contributors to this volume for degree words and
their complements, verb plus particle constructions, extraposition out of NP, PP, and relative clause, Right-
Node Raising constructions, adverb placement, Stripping, comparatives, and gapping, do not seem to be
relevant for the analysis of Russian discontinuous DPs and PPs.
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Russian. Russian split scrambling constructions with a single adjectival modifier exhibit five

properties identified in this dissertation (4):

@ @

(b)
()

(d)

(e)

Discontinuity within the DP (and PP) involves phrases containing a head noun

and just one modifying adjective (or possessive, etc.);

Long-Distance Split Scrambling is not allowed;

The Periphery Constraint: In the overwhelming majority of cases, when the
constituents of an XP are split up into two parts, one part occurs on the left edge of
the clause (sentence-initially), while the other is moved to the right edge (sentence-
finally);

The Preposition-First Constraint (for discontinuous PPs only): Discontinuity within

the PP can occur only if the prepositional object is modified by an adjective, and no
part of the prepositional object may precede the preposition.

The One-Split-per-Clause Constraint: Only one split constituent is allowed per clause.

In addition, discontinuous PPs differ from discontinuous DPs with respect to which split word

orders are permitted. Discontinuous DPs allow symmetrical split word orders, as shown in (5),

while discontinuous PPs allow only two out of 6 possible word orders, as shown in (6):

®)

(6)

o oan o

a. AdjXN
b.

N X Adj

. PAdjXN
. PN X Adj

*AdjXPN

. *NXP Adj

*P Stranding

The Double Movement analysis argued for in this dissertation better explains the

distributional facts in (5) and (6) than either the standard XP-Scrambling analysis proposed for

Latin, or the Double-Movement analyses proposed for Serbo-Croatian and Modern Greek.

Crucially, this analysis is needed in order to account for the Periphery Constraint and the

symmetry in split DP word orders and the asymmetry for split PPs. It makes it possible to unify
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symmetry in split DP word orders and the asymmetry for split PPs. It makes it possible to unify
XP-Scrambling and Split Scrambling, as the former feeds the latter. This analysis specifies two
parameter settings, in addition to the two parameter settings proposed for XP-Scrambling (see (2)
above) necessary to account for Russian Split Scrambling (7):

Y] (a) Remnant in Situ: Yes/No;

(b) Category of Extracted Element: N", A’.

A special Constituent Focus structure required by the discourse circumstances for Split
Scrambling is reflected in the presence of the functional projection F(ocus)P which is projected in
the tree higher than IP. A strong feature [-SS] (-sentential stress) is. The first application of
movement moves a DP (or PP) via XP-Scrambling into SPEC, FP. A weak feature [+CS]
(+constituent stress) is assigned to a particular subpart of the discontinuous constituent, an
adjective or a noun. In consequence of this, a N" (or A") is then extracted and adjoined to the right
of FP.

It is assumed for the purposes of this dissertation that there can be only one FP per
clause. I will also tentatively suggest that there is independent evidence for FP in Russian which
comes from an analysis of éfo-cleft sentences (King, 1993). In split scrambling constructions, F? is
empty but the SPEC position is used as the landing site for the scrambled DP (PP). The fact that
this SPEC position is unique and that it is the highest in the tree makes it possible to provide a
tentative grammatical explanation for the Periphery Constraint and the One-Split-per-Clause
Constraint.

The interaction between movement which derives both XP- and Split Scrambling, and
Focus structure reflected in prosodic characteristics of a sentence, is made possible because there
is a point in the derivation where they occur simultaneously. Following Reinhart (1995), this
point in derivation is taken to be enriched PF: the syntactic tree is augmented with certain

segmental and prosodic features. It is the claim of this dissertation that both types of Scrambling
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in Russian are driven by Focus requirements. XP-Scrambling removes a DP (or PP) from the
domain of default sentential Focus, ie., it is what I will call a tree-splitting operation, which
separates a constituent from the main part of the tree to which Focus assignment applies. Split
Scrambling separates the adjectival modifier and head noun from each other, making each
available individually for Constituent Focus assignment at the peripheral positions of the clause.

The Double-Movement analysis of Split Scrambling driven by Focus requirements
appears to provide a plausible explanation for the Periphery Constraint, the Preposition-First
Constraint and possibly, for the One-Split-per-Clause Constraint. Since there can be only one FP
per clause, with a unique SPEC position, only one phrase can scramble into the SPEC, FP position
and feed Split Scrambling. This will explain the One-Split-per-Clause Constraint as long as SPEC,
FP is the only source of X'-element moving rightward. FP is argued to be projected high in the
tree, above the expanded IP. Thus, its SPEC position on the left and an adjoined position on its
right will necessarily be the left and the right outermost positions in the clause, which would
explain the Periphery Constraint. Thus, linguistic explanations of these constraints follow quite
plausibly from reasonable assumptions.

However, it is still not inconceivable to hypothesize that these constraints, especially the
One-Split-per-Clause Constraint, could instead have a processing explanation. No experimental
work has been done before on the processing of Split Scrambling in any language, so it is not
known to what extent the Garden-Path theory of sentence processing can account for how split
scrambling constructions are processed, either in general or in Russian in particular. Assuming
that movement results in a chain, it would be predicted by the Garden-Path theory that it is
subject to the MCP. There are two chains to be established in split scrambling constructions, one
due to XP-Scrambling and the other to the second application movement operation (Le., X'-
Extraction). It would be expected, therefore, that Split Scrambling incurs an additional
processing cost relative to XP-Scrambling. It is the claim of this dissertation that, as for XP-

Scrambling in Russian, the processing of Split Scrambling can be fully accounted for by the
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Garden-Path model, in particular, the MCP. The extra complexity of Split Scrambling might be
sufficient motivation for a limit of one split per clause, in view of the independent evidence that
multiple dependencies per clause are stressful (Fodor, 1978).

Thus, we are faced with the interesting situation of two possible accounts of the same
constraint, a linguistic account and a processing account. Unlike the case of multiple center
embedding, it is not necessary to invoke a processing account. This may be a case where, under
pressure from the parsing routines, a practical limitation has become ‘grammaticalized’. The fact
that the grammar permits only one FP projection per clause would reflect the fact that sentences
with more than one such projection are unusable because they are too difficult to process. Along
the same lines, it is possible to hypothesize a processing explanation for the Periphery Constraint.
Processing filler-gap dependencies poses several tricky problems. First, how is the filler
recognized as a filler? Second, how is a gap recognized since it is not phonologically signaled?
Finally, how to assign the right fillers to the right gaps when a sentence contains more than one?
The pairing of fillers and gaps is more stressful in split scrambling constructions than in XP-
Scrambling, and this may interact with the work of recognizing fillers and gaps. If the grammar
establishes unique (or almost unique) positions for fillers and gaps in split scrambling
constructions, recognition of fillers and gaps could be greatly simplified. The Periphery
Constraint achieves this. Furthermore, it singles out the two most salient positions in the sentence
as the locations of the two fillers — the sentence-initial and the sentence-final positions.

Deciding whether a linguistic or a processing explanation for a phenomenon is correct is
never easy. In the present case, it was anticipated that the experiments designed to test the
validity of the Garden-Path model for Russian might at the same time shed some light on the
origin of the constraints on Russian Scrambling, by perhaps revealing some powerful stresses in
the parsing process which might indicate that the HSPM is pushed to the limits of its capacity by

some aspects of Scrambling, particularly Split Scrambling. in fact, as will be shown, though Split
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Scrambling did emerge as costly, the processing pressures apparently oppose the Periphery
Constraint, leaving linguistic factors as the likeliest explanation in this case.

One type of split word order was chosen for the experimental materials used in
Experiments 3 and 4, (P) Adj..N. There are reasons why (P) Adj..N is illuminating from a
processing point of view. First, as the production study by Sirotinina (1964) shows, this is the
most commonly occurring split word order in Russian. Second, when the adjective comes first
and is followed by a verb, a noun is expected to occur later in the input string, so the parser can
recognize the existence of the dependency on-line. By contrest, if the noun comes first, an
adjective as an optional modifiar does not have to occur at all, so the split scrambling dependency
cannot be recognized as such until the adjective eventually appears.

A specific contrast was employed in the experimental items in order to estimate the cost
of Split Scrambling relative to the cost of XP-Scrambling. Half of the items contained an initial
element (following a preposition in half the cases) which is ambiguous between a noun and an
adjective. These ‘nominalized’ adjectives are known in the traditional Russian grammar as
substantivirovannye, ie., ‘substantivized’ adjectives. An ambiguous item of this sort creates a
temporary ambiguity between XP-Scrambling and Split Scrambling because on the Noun
interpretation there is no evidence at that point that anything is missing from the fronted XP. The
MCP implies that the parser assumes there is no split in this situation. So if an isolated adjective
occurs at the end of the clause this is expected to result in a garden-path effect. Both contrasts,
XP-Scrambling vs. Split Scrambling, and ambiguity vs. no ambiguity, were tested for both
discontinuous DPs and discontinuous PPs.

The main prediction of the experiment was that Split Scrambling would be dispreferred:
when possible, an initial adjective would be perceived as nominalized in order to avoid
postulating a Split Scrambling chain. If the adjective cannot be construed as a noun, then it
would be expected to be immediately followed by a noun; if this expectation is not borne out by

the input string, there should be an immediate processing cost, detectable in an on-line self-paced
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reading experiment as a lengthening of reading times. While the experimental results for split
PPs confirmed this prediction, the outcome of the on-line study for split DPs was less clear-cut.
However, when tested in an off-line questionnaire, both discontinuous DPs and PPs produced the
predicted results.

The results of the experiments on Split Scrambling are consistent with the Scrambling
Complexity Hypothesis: Split Scrambling is more difficult to process than XP-Scrambling, and is
avoided whenever possible. The additional cost associated with the processing of Split
Scrambling in the on-line experiment provides a first step in discovering processing limitations
which may lie behind the One-Split-per-Clause Constraint. The off-line experiment did not
produce results confirming the Periphery Constraint. Further research will be necessary to
investigate more fully the psychological reality of the Periphery Constraint, but a plausible
explanation for the data is offered by the MCP which opposes the Periphery Constraint and

appears to be more powerful on-line.

1.2 Outline of Following Chapters

This dissertation is laid out in a parallel fashion. Part I deals with the syntactic and
processing aspects of XP-Scrambling in Russian and Part II deals with the syntactic and
processing characteristics of Split Scrambling in Russian.

Chapter 2 (Syntactic Properties of XP-Scrambling) presents a movement analysis of XP-
Scrambling in Russian which creates an A’-chain by moving phrases into IP- and VP-adjoined
positions on either side. It investigates the set of parameters defined by UG which control
various aspects of Scrambling such as the landing sites. It follows the traditional evidence that
the canonical word order in Russian is SVO. It compares the syntactic properties of Wh-

movement, Topicalization, and XP-Scrambling in Russian. It argues that XP-Scrambling in
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Russian possesses syntactic characteristics and obeys restrictions on movement proposed for
other scrambling languages discussed in the literature.

Chapter 3 (Discourse Properties of XP-Scrambling) compares a Focus-driven analysis of XP-
Scrambling for Dutch (Reinhart, 1995) and several discourse-furiction analyses of XP-Scrambling
for Russian. It argues for the former one as most appropriate for Russian XP-scrambling
constructions. When discourse conditions specify that a phrase should not be included in the
domain of sentential Focus, a strong [-SS] feature is assigned to it. This feature triggers an overt
movement operation, ie., XP-Scrambling. Thus, the function of XP-Scrambling is to break up a
syntactic tree in order to de-focus a particular phrase by removing it from the domain of default
sentential Focus.

Chapter 4 (Processing Properties of XP-Scrambling) reports the results of two sentence
processing experiments: an off-line questionnaire which gathered data on meaning accessibility of
three types of globally ambiguous Russian sentences with XP-Scrambling, and an on-line reading
study which gathered reading time data for whole sentences, and accuracy data for answers to
comprehension questions. These experiments were designed to investigate two hypotheses. One
is that Russian and specifically XP-scrambling constructions are processed according to the
already known principles of the Garden-Path theory of sentence processing. The other is the
Scrambling Complexity Hypothesis according to which there is a high processing load associated
with XP-Scrambling. The experimental results are consistent with both hypotheses.

Chapter 5 (Syntactic Properties of Split Scrambling) argues for a Double Movement analysis
of split scrambling constructions in Russian. This analysis, though similar in spirit to the ones
proposed for Split Scrambling in other languages, is different in its implementation because it
accounts for a set of specific restrictions that Split Scrambling obeys in Russian. The first step is
XP-Scrambling of a DP (or PP) into SPEC, F(ocus)P, a functional projection. The second step
consists of Extraction of a N’ (A") out of the scrambled DP (or PP) and adjoining it to the right of

FP. Uniqueness of FP and its highest position in the tree provide a plausible grammatical
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explanation for the Periphery Constraint, and the One-Split-per-Clause Constraint on Split
Scrambling.

Chapter 6 (Discourse Properties of Split Scrambling) analyzes split Scrambling constructions
in Russian as having a marked Focus structure: one of the subparts of the discontinuous
constituent, the Adjective or the Noun, carries a marked stress [+CS]. The first step of Double-
Movement which derives Split Scrambling is triggered by a strong Focus-related feature [-SS] (as
described for XP-Scrambling in Chapter 3). It makes the scrambled DP (or PP) in SPEC, FP
inaccessible for default sentential Focus. A separate prosodic feature [+CS] assigns marked stress
to one of the subparts of the discontinuous constituent resulting in the Constituent Focus
structure characteristic of split scrambling constructions in Russian.

Chapter 7 (Processing Properties of Split Scrambling) reports the results of two sentence
processing experiments: an on-line self-paced reading study which gathered data on reading
times in a chunk-by-chunk presentation of sentences with Split Scrambling, and an off-line
questionnaire which gathered data on sentence completion of fragments with Split Scrambling.
The results of both experiments taken together are essentially consistent with the Garden-Path
theory of sentence processing and provide evidence for the Scrambling Complexity Hypothesis.
The Periphery Constraint was not confirmed in the sentence completion experiment, and it is
suggested that this provides a tentative argument against a processing source for this constraint.
The extra processing load which was found for split scrambling constructions compared with XP-
Scrambling is compatible with the possibility that the One-Split-per-Clause Constraint is a
processing constraint. Further research will be needed to distinguish between this and a purely

linguistic motivation for this constraint.
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21 Introduction

Russian is a language which exhibits a rich morphological system of case marking.
Subjects in Russian usually appear in the Nominative (NOM) case and impose subject-verb
agreement on the predicate. Direct objects usually appear in the Accusative (ACC) case and
indirect objects in the Dative (DAT) case. Thus, grammatical relations are reflected by the case
marking, and arguments can be freely ordered. In the examples (1), mal'cik 'the boy-NOM' is the
subject, and knigu 'the book-ACC' is the direct object, regardless of the word order, because they
are NOM and ACC, respectively:

(1) a. Mal¢cik Gitaet  knigu.
boy-NOM is reading book-ACC

b. Knigu Citaet mal'¢ik.
book-ACC is reading  boy-NOM
'The boy is reading the book.'

All six combinations of the three words in the sentence are possible: SVO, SOV, OSV, OVS, VSO,
VOs.

Although word order is free with respect to grammatical relations, it does reflect the
organization of a sentence on a communicative level (Greenberg, 1987). The most often discussed
factor in determining Russian word order is the so-called Given/New (or Theme/Rheme, or
Topic/Comment) distinction (Yokoyama, 1982; Franks and House, 1982; Fowler, 1987). Example
(1a) is a sentence about the boy (Theme), with the assertion (Rheme) that he is reading the book.
(1b) is about the book (Theme), with the assertion (Rheme) that the boy is reading it The Theme
is the starting point of the utterance and is often known to the listener or can be determined from
the surrounding context. The Rheme tells the listener something about the Theme, carries the
main communicative load of the utterance, and contains new information. In neutral speech the

Theme precedes the Rheme. The Theme/Rheme distinction plays a major role in explaining the
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properties of Russian word order as a result of XP-Scrambling in recent theories of King (1993),
Bailyn (1995), Kondrashova (1996), and Junghanns and Zybatow (1995) (see Section 3.3 below).

There are two main approaches to analyzing surface word order variation within the
Government-Binding theory (Chomsky, 1986) and its recent developments (Chomsky, 1993;
1995). One is to assume that different surface word orders are base-generated (Bayer and
Cornfilt, 1994; Haider, 1994; Neeleman, 1994; Takahashi and Boskovic, 1995). The other approach
generates all surface word orders in a language from a single underlying basic structure, by a
movement operation referred to as Scrambling. I follow the latter approach and assume that there
is an underlying structure of the Russian clause from which phrases are scrambled to derive the
various surface word orders.! Presence of an underlying structure which exhibits hierarchical
properties (such as subject-object asymmetries) is criterial for configurationality.

Hale (1983) was the first to propose a configurationality/non-configurationality
distinction based on syntactic properties of Australian Aboriginal languages, in particular
Warlpiri. Recently, Austin and Bresnan (1996) showed that Jiwarli and six other Australian
languages also exhibit non-configurational properties such as “free” (pragmatically-determined)
word order, syntactically discontinuous expressions, no VP constituent (for verb and NP object),
split-ergative case marking, and null anaphora. Russian is traditionally thought of as another
language with free word order and discontinuous DPs/PPs.2 However, despite these superficial
features in common with Australian non-configurational languages, it is possible to show that
Russian is configurational. One purpose of this chapter is to show that if the configurational
hypothesis is adopted for Russian, its canonical, that is, discourse-neutral surface word order is

SVO (Section 2.2).

! See Bailyn (1995) for arguments which show that scrambling constructions in Russian obey general
constraints on movement (such as island constraints).

2 See Part II of this dissertation for a detailed discussion of discontinuous DPs/PPs in Russian.
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In Section 2.3, three types of A’-Movement are examined: Wh-Movement, Topicalization,
and Extraposition. It will be shown that in Russian, all these movements behave very much like
XP-Scrambling, which makes it possible to hypothesize that they all can be considered under one
broad heading of Scrambling. It is very important, therefore, to investigate in detail the syntactic
characteristics of XP-Scrambling. I will argue that all instances of movement in Russian are, by
current tests, indistinguishable from Scrambling. To establish the properties of XP-Scrambling, I
apply a range of standard syntactic tests developed in the literature to identify A’- or A-
properties (Saito, 1985; Frank et al., 1992; Takahashi, 1995): anaphor binding, WCO, anaphor
preposing, Condition C reconstruction effects (SCO), and parasitic gaps. The outcomes of these
tests, applied to XP-scrambling in Russian, are compatible with analyzing Scrambling in Russian
as having predominantly A’-type landing sites.

XP-Scrambling in Russian will be shown to exhibit the following descriptive properties:
any XP can undergo Scrambling; it can be bidirectional and multiple, and is discourse-oriented.
These descriptive characteristics of XP-Scrambling can be as parameter settings within a universal
theory of Scrambling. Russian-specific parameter settings include IP- and VP-adjunction (and
also as will be shown in Chapter 5, substitution into SPEC, FP) as the landing sites for scrambled

phrases, and both left and right direction for movement.

22 Structure of the Russian Clause

King (1993) and Bailyn (1995) present syntactic evidence in favor of the configurational
properties of Russian. The arguments are based on the following facts: 1) coordination, 2)
Genitive of negation, 3) distribution of negative markers, 4) head-to-head movement in yes-no /i
questions, and 5) subject-object and direct/indirect object asymmetries.

Coordination facts show that Russian has both IP (2a) and VP (2b) constituents:

(@) a. Nekotoryedeti[r citali; fve tknigi]i [r smotreli; [ve & fil'm].

some children read books and watched movie
‘Some children were reading the books and watching the film.’



Ja budu [ve pisat’ pis'ma]i [ve ¢itat’ knigi] ves’ den’.
I will write letters and read books all day
‘I will write letters and read books all day.” (King 1993: (4) and (6))

The direct object in Russian usually appears in ACC. But when it is in the scope of verbal

negation, it may be marked with GEN, as shown in (3a); this is referred to as the GEN of negation.

King shows that the domain of the GEN of negation is structural, and is the sister to V. Subjects,

as in (3b), in contrast, never undergo the GEN of negation indicating that they are structurally

higher than the object, namely, in SPEC, VP:

(3) a.

Mal’¢ik ne vidit knigi.
boy-NOM not see book-GEN
‘The boy does not see the book.’

*Mal'¢ika ne vidit knigu.
boy-GEN not see book-ACC
‘The boy does not see the book.” (King 1993: (11))

Finally, subject-object asymmetries found in Russian prove the existence of an

independent VP constituent that includes objects of the verb but excludes the subject. These

asymmetries are illustrated by binding and extraction (Bailyn, 1995).

The distinction between (4a) and (4b) shows that a subject can be the antecedent of an

anaphor which is embedded within the object position but not vice versa:

4) a.

Ivan; ljubit svoju; dacu.
Ivan-NOM likes self's country house-ACC
‘Ivan; likes his; country house.’

*Svoji dom volnuet Ivana;.

self's house-NOM worries Ivan-ACC
*His; house worries Ivan;.”

There is a contrast in acceptability between extracting subjects (5a) and extracting objects

(5b) of embedded clauses:

(5) a.

2¢to; tebe xotelos’ by, ¢toby Ivan kupil t?
what-ACC you-DAT want SUBJU that Ivan-NOM bought
‘What would you want Ivan to buy?



b. *kto; tebe xotelos’” by, ¢toby & usel?
who-NOM you-DAT want SUBJUthat left
* ‘Who would you want that left?” (Bailyn 1995: (38))

Based on the syntactic properties illustrated in examples (1-5), we can consider the
configurational nature of the Russian clause established with a separate configurational VP

constituent and a subject that asymmetrically c-commands a VP-internal object.3

221 VSO (King, 1993)

King (1993) and Bailyn (1995), while agreeing on configurationality of Russian, propose
different discourse-neutral structures. Contrary to common assumptions, King argues that
Russian is a VSO language, not an SVO one. According to her theory, all movement out of the VP
in Russian results in either topic or focus interpretation. In presentational sentences, where there
are no discourse-motivated movements of the arguments, the verb precedes both the subject and
the object, as shown in (6a). In the derivation of this example, schematically represented in (6b),
the verb raises to X%, a functional projection higher than VP, thus resulting in the discourse-
neutral position for the subject, which is after, and not before the verb:

(6) a. Postroila koza izbusku v lesu.
built goat-NOM hut-ACC in woods-PREP

“The goat built a hut in the woods.’
b. ZP
T
Z0+VO VP
postroila _—"~_
NPisub; \'A
koza _ "\ NPoy
t izbusku

3 King and Bailyn disagree, however, on details of VP-internal structure. While King takes the standard
approach that the direct object is a sister to V3, Bailyn argues on the basis of VP-internal asymmetries that it
is the indirect object that is a sister to V? while the direct object is in SPEC, VP. I will follow King's analysis.
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Although the subject is base-generated in SPEC, VP resulting in the initial SVO word order, this
D-Structure order does not occur in the surface in presentational sentences because the finite verb
obligatorily raises to Z°.

King argues that SPEC, ZP is not a subject position in Russian but is reserved for
contrastive focus, so the subject does not have a SPEC position available for it to raise to. That is
why preverbal subjects are always interpreted as topics, since topicalization in Russian is
analyzed by King as adjunction to ZP. In (6) the entire sentence (or VP) is focused, and the subject
follows the verb.

King's proposal that Russian discourse-neutral word order is VSO goes against the
traditional view, which is based on the fact that in the overwhelming majority of utterances the
subject precedes the verb. King claims that in those sentences, discourse conditions force the
subject to be interpreted as Topic, requiring it to raise above the moved verb and to adjoin to ZP

resulting in the superficial SVO word order.

222 SVO (Bailyn, 1995)

Bailyn observes that King’s (1993) theory of the VSO nature of Russian depends crucially
on the obligatory raising of V° to I°. He argues against obligatory V? -> I in Russian and proposes
an alternative analysis of Short Verb Movement, which, in its turn, confirms the traditional view
of the Russian clause as SVO.

If Russian were a VSO language, it should have syntactic properties similar to other well-
studied VSO languages, such as Welsh. However, typologically Russian significantly differs from
Welsh. First, question particles whose position in the clause is fixed do not occur in a standard
VSO language. In contrast, the Russian clitic /i occurs in second position in embedded clauses, as
shown in (7):

%) Ja xofu uznat/, na rabote li Ivan.

I-NOM want to know at work Q Ivan-NOM
‘I want to know whether Ivan is at work.’
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Second, Russian does not have any sentence-initial question particles, a feature common
to VSO languages. Third, VSO languages usually have post-nominal adjectives while in Russian
the neutral position for adjectives is pre-nominal. Moreover, Bailyn shows that Russian word
order does not correspond to Welsh word order. In basic transitive sentences, sentences with the
double-object construction, and with auxiliaries, Welsh word order is different from Russian. All
these arguments suggest that Russian typologically does not pattern together with VSO
languages.

On the other hand, it does not pattern with SVO languages of the French type where
there is obligatory verb raising to I°. Instead, Bailyn argues for the Short Verb Movement (SVM)
hypothesis according to which the verb in Russian only raises to a functional projection which is
beneath the IP and immediately dominates the VP. Bailyn refers to this projection as
Pred(icate)P, as shown in (8). He claims that the SVM provides a better explanation for across-
the-board extraction, 6-role assignment in double-object constructions, adverb placement,
coordination and negation, and pronoun fronting in Russian.+

@8 .IP
——"PredP
T Pred'
NPetj —" VP
Pred® _ "V
T NPace
Vo NPpar

4 See Bailyn’s (1995) Chapter 2 for detailed argumentation for the Short Verb Movement Hypothesis and
justification of PredP as well as arguments against V® -» I? raising.
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In (8), the subject originates in SPEC, PredP while the direct object is in SPEC, VP resulting in the
initial D-Structure SOV word order. The verb obligatorily raises to Pred? creating the discourse-

neutral SVO order.

Consider how the two proposals about the discourse-neutral structure of the Russian
clause, VSO (King, 1993) versus SVO (Bailyn, 1995), account for the derivation of simple transitive

sentences like (1) Mal’¢ik Citaet knigu “The boy is reading the book’:

9) a. King (1993) b. Bailyn (1995)
NP " ~_Pred’
NPmbi /\Z’ NPmb] /\VP
mal’¢ik; VP mal’¢ik Ve+Pred® _— ~—_ V'
Vo+ 30 NV Citaeti  NPoy |
4 NPoy; t
knigu

boy-NOM is reading book-ACC
“The boy is reading the book.”

Bailyn supplements his syntactic arguments for the discourse-neutral SVO analysis of
Russian with experimental evidenceS, including two acquisition studies and one sentence
processing experiment. In his acquisition experiments, Russian children ages 3.8 — 5.5 exhibited
sensitivity to the distinction between discourse-neutral word order (SVO) and discourse sensitive
non-SVO word orders, which the children had greater difficulty with. In a repetition task,
children correctly repeated only 40% of discourse-marked sentences. In 60% of the cases, they
repeated them differently: either they reverted to the SVO word order or they provided
appropriate discourse continuaticn for such sentences. In contrast, 83% of the SVO sentences
were repeated correctly. Finally, Bailyn reports an experiment for adult speakers conducted by

Holden and Krupp (1987), where the informants were presented with a questionnaire which

5 Bailyn also offers some frequency counts and sample statistical research on word order variation in
Russian.
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included all six possible orders in basic transitive SVO sentences. Sentences were presented in a
neutral and six discourse-marked contexts. The subjects were asked to rank these sentences when
read with neutral intonation. The results show that SVO was the preferred word order in all
sentences with lexically filled subjects and objects, in both neutral and marked contexts. In
Chapter 4 of this dissertation, I present the results of two different sentence processing
experiments, also conducted with Russian adult speakers. The experiments were designed in
such a way as to answer some basic questions about the parsing strategies that native Russian
speakers employ while processing scrambled constructions. I argue that the results of these
experiments are compatible with SVO as the discourse-neutral word order of the Russian clause.

For the remainder of this dissertation I will assume the canonical SVO hypothesis.
However, I do not need to adhere to any particular structure of the IP projection.® It is enough
for our purposes to assume an expanded IP projection, which allows for several functional
projections between the IP and VP. The underlying structure of the Russian clause assumed in
the rest of this dissertation is represented in (10), where X heads Tense projection and Y® Focus
projection:

(100 CP

¢ Bailyn’s theory is quite recent and has not been subject yet to thorough linguistic scrutiny from other
linguists working in Russian syntax. For example, it is not clear how Bailyn’s theory is compatible with the
standard Agro/Agrs structure.
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and its canonical surface realization, we now have to explain the numerous possible surface word
orders, generating them via XP-Scrambling. It is important to look at the various word orders
which result from XP-Scrambling in the context of a more general theory of Russian syntactic
constructions. In what follows I will compare properties of Wh-Movement, Topicalization,
Extraposition, and XP-Scrambling and show that at S-Structure they behave very much alike and

that a more detailed analysis would allow all of them to be subsumed under the heading of XP-

Syntactic Movement in Russian

Having decided on a fixed hierarchical underlying structure of the Russian clause (10),

Scrambling.

231

(11) a.

Wh-Movement

Simple matrix clause Wh-movement in Russian is illustrated in paradigm (11):

Wh-phrase in situ:

Ivan uvidel kogo?

Ivan-NOM saw who-ACC
‘Who did Ivan see?

. Standard Wh-phrase raising:

Kogoi  uvidel Ivan t:?
Who-ACC saw Ivan-NOM
‘Who did Ivan see?

Multiple Wh-phrase fronting: 7
Kogda; kogo; Ivan videl t; §7?
When who-ACC Ivan-NOM saw

‘Who did Ivan see when?

. Wh-phrase in scrambled positions:

Ivan kogo; videl ?
Ivan-NOM who-ACC saw
‘Who did Ivan see?

7 It is not clear whether multiple Wh-fronting in Russian exhibits Superiority effects (see King, 1993 for

discussion.)
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Russian allows for optional Wh-movement of arguments (11b, c), as well as adjuncts (11c). Italso
allows Wh-phrases to stay in situ (11a). Example (11c) shows multiple Wh-phrase fronting. 8 In
(11d), the Wh-phrase is scrambled into a VP-adjoined position. It can also overtly move in the
syntax to a position which is argued to be SPEC, CP, as shown in (11b). SPEC, CP is a canonical
A’-position and the Wh-phrase acts as an operator binding a variable, its trace. (However, in the
surface structure this position is indistinguishable from an IP-adjoined position, one of the
landing sites for scrambled phrases.) Russian Wh-constructions, as will be shown below, share
similar properties with scrambling constructions and in that sense have similar properties in
terms of focus structure. Default sentential focus is assigned to the most embedded constituent,
e.g., kogo ‘who-ACC’ in (11a). Narrow focus can be assigned either in situ with intonational
means, as in (11a), or in a narrow focus position, as in (11b) or (11d).

The properties of Long Distance Wh-movement in Russian have been extensively
discussed by Bailyn (1995). He shows that it obeys all the standard syntactic constraints on
movement: It does not allow extraction out of NP-islands (Subjacency violation), as shown in
(12a), out of adjunct clauses (a CED violation), as in (12b), or out of Wh-islands, illustrated in
(12c). Long Distance Wh-movement in Russian does not allow extraction across the overt
indicative complementizer &fo which introduces a clause (12d):°
(12) a. *Kogo; ty vstreti muitinu, kotoryj ubil ?

who-ACC you met man-ACC who-NOM  killed

‘Who; did you meet a man who killed ?’

b. *S kem; vy priexali, ¢toby dogovorit'sja t;?
with whom-INSTR you came  that-SUBJU to talk

‘With whom; did you come in order to talk 7’

c. *Cto; on sprosil Kolju, kto izobrel &?

what he asked Kolja-ACC who-NOM invented
‘What; did he ask Kolja who invented ;'

8 There are several theories concerning the exact syntactic properties of multiple Wh-word fronting
constructions in Slavic. (See Bogkovic (1996) for discussion.)

? Examples (12c, d) are from Kondrashova (1995).



d. *Kogoi ty dumae¥,ito Ivan lubit t:?

who-ACCyou think  that-INDIC Ivan-NOM loves

‘Who; do you think that Ivan loves t;?’

However, Long Distance extraction in Russian is possible out of &éfoby-argument clauses
(in contrast to &to, Etoby is an overt subjunctive complementizer), though only for object extraction
because of the that-trace effect (13a) vs. (13b), out of infinitival clauses, as in (13c), and out of
finite clauses without overt complementizers (13d (cf. 12d)):

(13) a. ?Kogos ty xoces’, ctoby Ivan poljubil t?
who-ACC you want  that-SUBJU Ivan-NOM Ioved

‘Who; do you want Ivan to love ;2

b. *Kto; ty xoces§’, ctoby t: poljubil Ivana?
who-NOM you want that-SUBJU loved Ivan-ACC

‘Who do you want to love [van?

c. Komu;i ty xofe§’ pomogat’ &?
who-DAT you want to help
‘Who do you want to help?’

d. Kogoi ty dumaed’, Ivan ljubit t:?

who-ACCyou think  Ivan-NOM loves

‘Who; do you think Ivan loves t;?

It will be shown in Section 2.4. that XP-Scrambling in Russian obeys the same restrictions in
exactly the same manner: a phrase cannot be extracted out of NP-islands, out of adjunct clauses,
out of Wh-islands, or out of an embedded clause introduced by the overt indicative
complementizer ¢fo. In parallel to examples (13), a phrase can be scrambled out of &toby-
argument clauses, out of infinitival clauses, and out of finite clauses without complementizers.

To summarize, Wh-words in Russian can be in situ, in scrambled IP- and VP-adjoined
positions, and in SPEC, CP at S-Structure. Long-Distance Wh-movement obeys all the standard
syntactic constraints on movement. It creates an operator-variable relation at LF. It is (al least
superficially) optional, and it can be multiple. Given that a Wh-phrase is typically a focus, and
that Russian has (superficially) optional focus movement to adjoin to VP or IP (see below) or into
the Spec of a functional projection above IP, it seems quite possible that when Wh-phrase moves

in Russian it does so qua focus. To further support this identification, it would be necessary to
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compare the evidence for a hypothesized CP landing site for Wh-movement with the evidence for

a FP landing site for focus movement, but I will not undertake it here.

23.2 Topicalization, Cleft Construction with éto, and Left-Dislocation

It is not clear whether Russian has a syntactic rule of Topicalization in the standard sense
of the word. Russian does not have a special topic marker or particle as do Korean and
Japanese.’® Also, Russian constructions which might be thought of as counterparts to
Topicalization examples in Germanic languages, exhibit properties different from those in
Germanic languages.

Miiller and Sternefeld (1993) argued that Topicalization in Germanic languages has the
following properties (14):
(14) (a) it can take place only once in a clause;

(b) it induces the V2 phenomenon;

(c) it is not clause-bounded;

(d) it blocks clause-bounded Wh-movement;

(e) in embedded clauses, it is possible only in special contexts;

(f) VP- and DP-subparts cannot be topicalized.
Based on this set of properties, Miiller and Sternefeld conclude that Topicalization in Germanic
languages, although an A’-movement, differs from Wh-movement. They suggest that it is neither
movement to SPEC, CP (like Wh-movement) nor [P-adjunction (like XP-Scrambling). Topics
move into the SPEC position of a special functional projection T(opic)P, and thus the Germanic
clause structure includes the following segment - [cp SPEC C [ropp SPEC Top ...J].

Russian constructions with movement that can be argued to be counterparts of

Topicalization in Germanic languages are not restricted the way Germanic ones are. There can be

10 See Lee (1993) for discussion of Topicalization and Left-Dislocation in Korean; and Saito (1985) for
discussion of Topicalization in Japanese.
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more than one moved phrase in a clause, as shown in (15a), this movement does not block Wh-
Movement, as in (15b), and it freely occurs in embedded clauses (15c):
(15) a. Mase; sobakuz Ivan podaril t t

Masha-DAT  dog-ACC Ivan-NOM gave as a present
‘It was to Masha that Ivan gave a dog.”

b. Sobakuz komu; Ivan podaril t t2?
dog-ACC who-DAT Ivan-NOM gave as a present
“To whom did Ivan give a dog?”
c. Jaznaju, ¢to Mase; sobakuz Ivan podaril t ot

I know that Masha-DAT dog-ACC Ivan-NOM gave as a present
‘I know that to Masha Ivan gave a dog.’

As far as the other restrictions on Topicalization in Germanic are concerned: Russian is not a V2
language; clause-boundedness of different instances of movement is imposed by a constraint
related to the type of complementizer; and Russian exhibits robust Split Scrambling which
produces discontinuous DPs and PPs.

The examples in (15) are quite different from two other constructions found in Russian,

the cleft construction with éto (16a) and a left-dislocation construction (16b):

(16) a. eto Skolu; ja lublju ;.
this-NEUT school- ACC I-NOM like
‘It is the school that I like.’
b. skola;, kakoj ty ee; pomnis"?

school-NOM  which-INSTR you-NOM it-ACC recall
“The school, what do you recall of it?

The most striking difference between (16a) and (16b) is the Case marking discrepancy. The noun
that immediately follows éto in (16a) is always in the Case which is dependent on the verb in the
clause. In (16b) the word $kola ‘school-NOM’ is in NOM and is obligatorily supported by the
resumptive pronoun ee ‘it-ACC’. Neither of these two constructions can be iterative. The Left-
Dislocation construction is strictly a matrix clause phenomenon, while the cleft construction is
possible in both matrix and embedded clauses. King (1993)!! and Bailyn (1995) argue that for the

Left-Dislocation construction, there is no movement involved, it is base-generated.

11 King (1993) refers to the Left-Dislocation construction in (16b) as the external topic construction.
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King (1993) refers to (16a) as the éto-Cleft construction in Russian. The purpose of this
construction is to focus the clefted element. An entire set of different constituents can appear in
the position immediately following the word éto, any [+N] argument or adjunct can move to this
position including modified DPs, conjoined phrases, and negated constituents. The Russian éto-
Cleft construction differs from English clefts in the following properties: 1) relative pronouns
never appear in this construction; 2) there is no copular verb after the word éto, even in the tenses
where the copula is normally obligatory, and 3) it can appear in Wh-questions. On the basis of
these differences and Case-marking properties King argues for a monoclausal analysis of the
Russian éto Cleft construction, in contrast to the biclausal analysis of English clefts. King assumes
the structure in (17):

(17) cp
— ~~_F(ocus)P

Skolu Y ZP
school-ACC ...

The cleft pronoun éfo is in the SPEC of a functional projection F(ocus)P. The head of this
projection is null and only hosts a focus feature [+F]. The focused constituent $kolu ‘school-ACC’
in (16a) is moved into SPEC, YP whose head is also null. The YP projection takes a ZP (ZP equals
IP in the standard notation) complement to which topics adjoin.12

It is obvious from the discussion of the properties of the examples in (16) that they are
quite different from those of (15). However, nothing distinguishes the examples in (15) from cases
of standard XP-Scrambling. If we call instances of movement in (16) Topicalization in the
standard sense, then the only difference between Wh-movement and Topicalization in Russian is

the fact that the former creates an operator-variable relation and its landing site can be the SPEC

12King observes that the two null heads are never filled in any other constructions and leaves the precise
analysis of these monoclausal éto clefts in Russian for future research.
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position of CP while the latter results in IP-adjunction. Note that these are the same
characteristics that distinguish Wh-movement from XP-Scrambling. Topicalization as it is
defined for Germanic languages with its special properties as in (14), including the restrictions of
being single and clause-bounded, inducing the V2 phenomenon and blocking Wh-movement, is
not found in Russian. The most natural conclusion is that Russian does not have a separate
syntactic rule of Topicalization, but both Topicalization and Wh-movement in Russian are

arguably instances of broadly defined XP-Scrambling.

233. Right Extraposition

There is one more phenomenon in Russian grammar which hypothetically can be
considered a special type of movement. Broadly, it is subsumed under the standard notion of
Right Extraposition, although in the case of Russian, it is exemplified primarily by postverbal
subjects. King (1993), Bailyn (1995), Junghanns and Zybatow (1995) all argue in favor of a Right
Extraposition analysis of postverbal subjects in Russian. Kondrashova (1996) follows an analysis
in the spirit of Kayne’'s (1994) antisymmetry thesis according to which the subject does not get
extraposed but everything else in the clause moves to the left of it.

Whether there is rightward movement in the syntax on a par with leftward movement,
has been a long-standing debate in GB theory. Thus, sentences like (18) (from Kayne (1994))
(18)  Something t; just happened [that you should know about];.
have traditionally been analyzed in terms of rightward movement of the relative clause, ie.,
Extraposition. However, Kayne in his Antisymmetry of Syntax (1994) proposes a highly restrictive
universal theory of a uniform underlying clause structure according to which all right-
adjunctions are prohibited. This is a direct consequence of the central tenet of his proposal, the
Linear Correspondence Axiom. Therefore, he argues that a rightward movement analysis of
relative clause "extraposition" is not correct. Instead he reanalyzes the "extraposed" relative

clause as "stranded" by leftward movement of the head of the relative clause:



(18’)  Something; just happened [t that you should know about].

Kayne argues that the Stranding analysis can account not only for relative clause extraposition,

but for all other kinds of movements previously considered rightward movements, such as

Heavy NP-Shift, PP-extraposition, right dislocations, comparative constructions and others.
Ordofiez (1994) following Kayne’s proposal argues for a comparable analysis of

postverbal subjects in Spanish:

(19) a. Ayer resolvi6; [ve Juan [ve t; el problema]].
yesterday solved  John the problem

b. Ayer resolvi6; el problema; fve Juan [ve & §]]-

yesterday solved the problem  John

‘John solved the problem yesterday.”
The VSO order in (19a) is derived by leftward movement of the verb resolvid ‘solved’ past the
subject that remains in its based-generated position, the SPEC of VP. The VOS order in (19b) is
derived by moving the complement el problema ‘the problem’ past the subject, but after the verb.
The landing site for the verb is a head of a functional projection higher than the VP, but lower
than the CP. The landing site for the complement is the SPEC position of yet another functional
projection, which immediately precedes the VP. Ordoiiez refers to this analysis as the Complement-
Preposing hypothesis which he contrasts to the Free Inversion hypothesis (Cinque, 1982) (19'b):
(19) b. Ayer resolvié: prox [ve [ve t:; el problema] Juany].
In the Free Inversion hypothesis, the right-adjoined subject Juan ‘John’ c-commands the
complement in both (19a-b). In Ordofiez’s Complement-Preposing hypothesis, in (19b), it is the
complement that c-commands the subject, while in the underlying structure (19a) the subject c-
commands the complement. Only the Complement-Preposing hypothesis predicts syntactic
asymmetries between the subject and the complement. Such asymmetries are indeed found in
Spanish with respect to pronominal binding, quantifier scope, superiority effects, DAT clitic

doubling, as well as focus assignment to the subject in (19b) but not in (19a).
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Which of the two competing analyses for postverbal subjects better explains the Russian
data: Right Extraposition argued for by King (1993), Bailyn (1995), Junghanns and Zybatow
(1995), or Complement-Preposing along the lines of Kayne (1994) and Ordoiiez (1994)? I will now
show that the subject-complement asymmetries in Russian sentences with postverbal subjects are
not as clear cut as they are in Spanish, and do not distinguish between the two possibilities. In
the following chapters, I will adopt the Right Extraposition analysis of postverbal subjects in
Russian and assume that Right Extraposition is a subcase of XP-Scrambling which proceeds to the
right The XP-Scrambling analysis of postverbal subjects better explains empirical facts (see
Junghanns and Zybatow, 1995 for details) and is supported by experimental results found in
sentence processing studies of XP-Scrambling in Russian (see Chapter 4).

First, pronominal binding is not allowed in either the V S Compl order, as in (20a), or the

V Compl S order, as in (20b):

(20) a. *Pokazal kazdogo gostja; ego; sosed Ivanu.
showed each guest-ACC his neighbor-NOM Ivan-DAT
b. *Pokazal ego; sosed kaidogo gostjai  Ivanu.

showed his neighbor-NOM each  guest-ACC Ivan-DAT
‘His neighbor showed Ivan each guest.’

Russian does not exhibit Superiority effects for two Wh-words in sifu, as shown in (21) :

(21) a. Cto prines kto komu?
what-ACC brought who-NOM who-DAT

b. Cto prines komu  kto?

what-ACC brought who-DAT who-NOM

‘Who brought what to whom?’

With respect to scope ambiguity, in contrast to Spanish, Russian sentences with a
combination of universal and existential quantifiers appear only to allow a single interpretation in
both the V S Compl and V Compl S orders, as illustrated in (22), with quantifier order at LF
matching the surface order:

(22) a. Izucajut dva studenta kazdyj jazyk
study two students-NOM each language-ACC Byvx)



b. Izuéajut kazdyj jazyk dva studenta

study each language-ACC two students-NOM (Vx3y)

‘Two students are studying each language.

Finally, the Focus interpretation of sentences with postverbal subjects appears to be
ambiguous between default sentential focus and narrow focus, because the right-edge position in
the Russian clause allows both, depending on the prosody (23) (see Chapter 3 for discussion).
(The focused phrase is underlined, the syllable that carries sentential stress [+SS] is capitalized,
the syilable that carries stress associated with Constituent Focus [+CS] is in bold):

(23) a. Segodnja prigotovit zavtrak [MArio]
today  will prepare breakfast Mario[+SS]

‘Mario will prepare breakfast today.’

b. Segodnja prigotovit zavtrak [MArio]

today will prepare breakfast Mario{+CS]

‘It is Mario who will prepare breakfast today.’

We can conclude from the different properties exhibited by Spanish and Russian postverbal
subjects that while Spanish postverbal subjects must be derived by moving the verb and the
complement across them, this analysis is not necessarily the right one for Russian.

Junghanns and Zybatow (1995) offer an additional theoretical argument against the Verb-
Complement-Preposing hypothesis which they refer to as the VP-Evacuation hypothesis. When
the sentence contains more lexical material than just subject, verb, and object, as is the case with a
VP-modifying adverbial, some unconventional movement will have to be assumed. The adverb
vtoropjax ‘hurriedly’ in (24) will have to move out of the VP as well, in order to derive the surface
word order, which will force an analysis in which the verb raises all the way to C°, a process

usually not found in Russian declarative clauses:



4) CP
A ~C
7 AgrsP
kupilai T AgrsP
bought plate "~ AgrsP

dress vtoropjaxi_—" ~_...
hurriedly Spec VP[+F]
/\VP
f /\V’
Inna-CF /\
t 4

‘It was Inna who hurriedly bought the dress.’

I now present an argument in favor of the Right Extraposition analysis and against VP-
Evacuation. From the focus point of view, sentences like (24) may be ambiguous. They may be
pronounced with the neutral default intonation which gradually falls until it reaches the stressed
syllable of the last word in a sentence. This is the case in (23a). Alternatively, they may be
pronounced with the intonation rising until the last word but one, then there is a pause, and the
intonation falls sharply on the last word. This is the case in (23b) in which the final NP is
interpreted as a Constituent Focus, and in this case, contrastive as well. Reinhart (1995) in her
adaptation of Cinque’s theory of focus argues that certain types of movement are motivated by
PF considerations which are defined by their interaction with the focus structure of the sentence.
If Russian sentences like (23) can be ambiguous between the two focus structures, we may
hypothesize thatit has two different possible representations. One has sentential focus, is derived
by keeping the subject in situ and moving everything else out of the VP. This would correspond
to (23a). The other one, associated with the Constituent Focus interpretation, as in (23b), has the

subject is right-adjoined to VP. The Right Extraposition structure for (23) will look as (23’)13:

13 King assumes that the verb raises to the head of the functional projection ZP in her version of (25). Bailyn
argues that the verb only undergoes Short Verb Movement to the head of PredP, and Junghanns and
Zybatow assume that the verb stays in situ in (25).



(3) CP

AspP
_~_P
Asp
VP DP[+CS]
-~~~ Mario
t v
S
v NP
prigotovit zavtrak

... will prepare breakfast
The alternative structure derived via the VP-Evacuation analysis is shown in (25):
(25)  VP-Evacuation analysis for (23)

Cp

TP

T
— \AgroP
prigotovit _ " Agro’
prepare zavtrak; _— ~_AspP
breakfast Agro _—~_VP[+C5]
Asp NV
Mario /\
ti tj (Junghanns and Zybatow 1995: (28))

I will return to the issue of Focus assignment in Chapter 3.

In summary: it has been shown in this section that Topicalization, Wh-movement, Right
Extraposition, and XP-Scrambling, which constitute different movement processes in Germanic
languages, behave alike in Russian. Although such processes involve XPs with different featural
properties, e.g., Wh-phrases for Wh-movement, and subject for Right Extraposition, they share
the same general syntactic profile. Therefore, all these processes in Russian can tentatively be

subsumed under one heading of XP-Scrambling, broadly understood.



24 Syntactic Properties of XP-Scrambling in Russian

241 Descriptive Characteristics of Surface Word Order Variation

On the descriptive level, it appears that Russian allows for unrestricted clause-internal
XP-Scrambling. Any constituent type can be scrambled: CP (26a), IP (26b), DP (see (15) above),
PP (26¢), AdvP (26d), DP subject (26e), small clause (26f):

(26) a. [cp Cto on provalilsja na ekzamene};, Ivan uznal t; sliskom pozdno.
thathe flunked attheexam Ivanfoundout too late

‘That he flunked the exam Ivan found out too late.’

b. Mne [p pis'ma; napisat’ t]; ne predstavilos’ slucaja t;
I-DAT letter-GEN to write not presented  occasion-GEN
‘There was not an occasion for me to write a letter.”
c. [pp Naekzamine]; Ivan provalilsja t;.
On exam-PREP Ivan-NOM  flunked
‘Ivan flunked the exam.’
d. Veera; Ivan provalilsja na ekzamine t;.
yesterday Ivan-NOM flunked on exam-PREP
‘Ivan flunked the exam yesterday.’
e. [ptsdal ekzamen] Ivan; uspesno.
passed exam-ACC Ivan-NOM successfully
‘Ivan passed the exam successfuily.’
f. [scPjanym]; my Ivana; nikogda ne videli t; .
drunk  we-NOM Ivan-ACC never not saw

‘We have never seen Ivan drunk.’

The examples in (26) show only a sample of possible word orders in such sentences. In fact, there
is much more variety. For example, in (26e-f) the adverb can scramble together with the VP, or
the subject can be extraposed beyond the AdvP.

Compared to clause-internal XP-Scrambling in other languages, clause-internal XP-
Scrambling in Russian exhibits more freedom. First, Russian allows XP-Scrambling of
constituents not allowed in other scrambling languages. In German, VP, V-plus-particles,
resultative predicates, idioms and their subparts cannot be scrambled. In Dutch, non-verbal

predicates cannot be scrambled. In Japanese, VPs and subjects are immune to XP-Scrambling.
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None of these restrictions hold for Russian since secondary predicates (including resultative and
non-verbal ones) (26f), subjects (26e) and idioms (27a) and their subparts (27b) can scramble
freely:

(27) a. Ivan [np pritiej vo jazycex]; stal  ti so svoim skandal’nym povedeniem.
Ivan talk-INSTR among tongues became withhis  scandalous behavior

b. Pritéej Ivan stal[nptivo  jazycex] so svoim skandal'mym povedeniem.
talk-INSTR Ivan-NOM became among tongues with his  scandalous behavior

‘Ivan has become the talk of the town because of his scandalous behavior.’

Second, as Haider (1994) claims, German does not allow rightward XP-Scrambling.
Rightward XP-Scrambling in Korean is so heavily restricted that Lee (1993) does not include it at
all in her analysis. In contrast, I argued in Section 2.3.3 that in Russian, Right Extraposition of
postverbal subjects is indistinguishable from XP-Scrambling and thus, the directionality of XP-
Scrambling (26e) does not seem to be restricted in this respect.

Third, in German, Wh-words and focused elements cannot be scrambled. As has been
shown above (Section 2.3.1), Russian Wh-movement is indistinguishable from XP-Scrambling in
the sense since it appears that any XP-Scrambling landing site can serve as a landing site for Wh-
words (see (11) above). XP-Scrambling of focused constituents is also allowed in Russian; though

they lose their status as sententially focused elements, as shown in (28a), they become narrow

focused ones, as in (28b) (sometimes but not necessarily contrastive):

(28) a. Ivan provalilsja [na ekZAmine] véera.
Ivan-NOM flunked onexam-SF yesterday

‘Ivan flunked the exam yesterday.’
b. [pp Na ekZAmine]; Ivan provalilsja t; véera.

Onexam-NF Ivan-NOM flunked yesterday
It was the exam that Ivan flunked yesterday.’

As in all known scrambling languages, more than one XP can be scrambled in Russian
clause-internally. The order of scrambled constituents does not seem to affect acceptability.
The tempting conclusion is that clause-internal XP-Scrambling in Russian is unrestricted.

However, when presented with different surface word orders for the same underlying sentence,
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even in a zero context, native Russian speakers prefer some orders over others. This means that
preferences with respect to XP-Scrambling do exist. We can distinguish three possible situations:
(a) A particular word order is always possible, even when the context is zero, as in (29a); (b) a
particular word order is impossible irrespective of the context, as in (29b), and (c) a particular
word order is possible in a certain context only, as in (29¢):

(29) a. Nevnimatel’ noe otno3enie administracii k  rabo¢im poroidaet.
inattentive attitude-NOM administration-GEN to workers causes

tekucest/ kadrov.
instability-ACC manpower-GEN.
b. *[Kraboéim]; [tekucest’ kadrov]; ts poroZdaet
to workers  instability-ACC manpower-GEN causes
[nevnimatel'noe otnosenie t administracii]s t2.
inattentive attitude-NOM administration-GEN
‘Inattentive attitude of the administration to the workers causes instability of
manpower.”
c A - Na étom zavode skoro nikogo ne  ostanetsja — vse uxodjat!

At this factory soon no one NEG willstay  everybody is leaving
‘Soon there will be nobody left at this factory, everybody is leaving.

B: - [Tekucest/ kadrov], ts poroZdaett: [k _raBO¢&im],
instability-ACC manpower-GEN causes to workers-F
[nevnimatel’noe otnosenie t administracii]s.

inattentive attitude-NOM administration-GEN

‘Tt is inattentive attitude of the administration to the workers

that causes instability of manpower. '
It is plausible that the difference between a fully acceptable word order (29a) and an unacceptable
word order (29b) could be described by means of grammatical constraints. For instance, (29b)
may be ruled out as extraction out of a complex DP. However, the difference between (29a), and
one acceptable only under certain circumstances (29c), cannot be strictly ascribed to grammatical
constraints. (Note: [ am taking the relation between sentences and discourse context to lie outside
of the grammar per se.)

In traditional prescriptive Russian grammar (Gol'cova and Jankelevi¢, 1974; Prakti¢eskaja

stilistika russkogo literaturnogo jazyka ‘Practical Stylistics of Literary Russian’, 1970), word order

variations, (ie., XP-Scrambling) are deemed acceptable as long as they do not change the
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grammatical relations, and therefore do not affect the semantic content of a sentence. What this

amounts to is that stylistic rules do not allow XP-Scrambling to produce a word order that is the

underlying order for a sentence with a different meaning. Five such cases in which XP-

Scrambling would create unacceptable ambiguity are distinguished by Gol'cova and Jankelevi¢,

as shown (30)-(34)14:

(30)  Both the subject and the direct object have the same superficial case markings, that is, the
NOM case morphologically coincides with the ACC:

a. Avtobus obognal trolleybus.
bus-NOM/ACC passed trolleybus-NOM/ACC

b. Trolleybus obognal avtobus
trolleybus-NOM/ACC passed bus-NOM/ACC
“The bus passed the trolleybus.’ or ‘The trolleybus passed the bus.’
(31) A combination of a noun and a prenominal modifying adjective which agrees with it

(31a) is an NP, but a noun plus adjective is a sentence when the adjective is postnominal

(31b):
a. Tixaja no¢’ b. No¢’ tixaja.
quiet night night quiet
‘a quiet night’ ‘The night is quiet.

(32) Two NPs form a sentence, the second NP being a predicate nominal. With the NPs in

the opposite order, their grammatical roles are reversed:

a. Moj brat ~ xokkeist. b. Xokkeist—  moj brat.
my brother hockey player hockey player my brother
‘My brother is a hockey player.’ “The hockey player is my brother.’

14 There is an additional case where Scrambling affects interpretability. It occurs when the GEN case of a
noun morphologically coincides with its ACC case (i), and looks like movement of the NP complement
outside its complex DP:

(i) a. On vstretil druga: otca [t1]
he-NOM met friend-ACC/GEN father-ACC/GEN
‘He met his father’s friend.’
b. On vstretil otca; druga [t]

he-NOM met father-ACC/GEN friend-ACC
‘He met his friend’s father.’
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(33) A combination of a noun and a quantitative quantifier: a quantifier plus a noun means a

precise amount (33a) while a noun plus quantifier means an approximate amount (33b):

a. pjat karandasej b. karandasej pjat’
five pencils-GEN pencils-GEN five
‘five pencils’ ‘about five pencils’

(39) A modifying adjective separated from the head noun by a predicate that allows

secondary predication becomes an adjunct predicate:

a. Bol'nojotec vernulsja. b. Otec vernulsja bol'noj.
sick father came home father came home sick
‘The sick father came home.’ ‘The father came home sick.

Native speakers can interpret (30)15 in both ways (though they have a preference) but they do not
judge the (a) examples in (31)-(34) as having the (b) reading too. This ambiguity is testament to
the fact that XP-Scrambling is permitted here. Both SVO and OVS are allowed in Russian
(despite prescriptivist recommendations), even when morphological case-marking is neutralized
so that it results in ambiguity.l® Thus, there is no need for the syntax to limit Scrambling
wherever a plausible stylistic constraint such as Ambiguity Avoidance would rule it out. The
syntax is not responsible for limiting Scrambling in cases which are unacceptable only in some
discourse context. The conclusion is that XP-Scrambling is very free in Russian, subject only to
fundamental constraints on movement such as, for example, Subjacency.

The facts about descriptive properties of XP-Scrambling as movement, which is
responsible for creating different surface word orders in Russian, can be summarized in the

following set of generalizations (35):

15 Sentences like (30) constitute the first type of the three types of globally ambiguous Russian sentences
that I used for the sentence processing study described in Chapter 4. I will retumn to these facts later, in
Chapter 4.

16 Konieczny, Scheepers, & Hemforth (1994) discuss a similar NOM/ACC ambiguity in German and show
that in sentences like (i) , there is a strong preference to interpreted an ambiguous NP in the vorfeld-position
as the NOM subject:
(i) Die hungrige Fiichsin bemerkte die fette Henne.

the hungry she-fox-NOM/ACC noticed the fat chicken-NOM/ACC



51

(35)  Generalization 1: Any XP can scramble in Russian.

Generalization 2: XP-Scrambling can be multiple.

Generalization 3: XP-Scrambling is bidirectional.

Generalization 4: XP-Scrambling is discourse-oriented.
Generalization 1 states that clause-internal XP-Scrambling in Russian is much freer than in other
scrambling languages with respect to what constituents can be affected by XP-Scrambling (cf. (26)
above). Generalization 2 is illustrated in (15) above; however, general questions about the status
of multiple XP-scrambling constructions in terms of acceptability and about the relative order in
which the scrambled phrases appear on the surface require a separate investigation. XP-
Scrambling although mostly leftward can be rightward, as is the case with postverbal subjects (cf.
(26e) above). Finally, surface scrambled word orders are licensed under different discourse
conditions (cf. (29) above). These descriptive generalizations serve as a basis for discussing the
formal syntactic properties of XP-Scrambling in Russian, which represent consequences of the
language-specific parameter settings within the universal theory of Scrambling.

We now turn to the syntactic tests which formally characterize XP-Scrambling in Russian.

To the best of my knowledge, these tests have not been applied to Russian before this.

242 Syntactic Properties of Clause-Internal XP-Scrambling in Russian

In this section, I apply the criteria developed by Takahashi (lecture notes, CUNY 1995)
following Saito (1985, 1992) and others (see references in Section 2.5) to identify the landing site
of Scrambling in Russian as either an A- or an A’-position. This set of syntactic tests includes the
following: anaphor binding, Weak Crossover, anaphor preposing, and the Binding Theory
Condition C reconstruction effect. The results of these tests adapted for Japanese by Takahashi
are summarized in Table 1. The mutual inconsistency of the Binding Theory Condition C

reconstruction effect with anaphor binding and WCO remedy forced Takahashi to reject the
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movement analysis of XP-Scrambling in Japanese and propose a base-generation theory (see
Takahashi and Boskovi¢], 1995).

Table 1. Tests for Syntactic Characteristics of Landing Site for XP-Scrambling in Japanese
(Takahashi, 1995)

TYPE OF ANAPHOR WCO REMEDY ANAPHOR CONDITION C
SCRAMBLING BINDING BINDING WITH RECONSTRUCTION
PREPOSING
CLAUSE- canbe can be can be cannot be
INTERNAL A-Movement A-Movement A’-Movement A-Movement
LONG DISTANCE cannot be cannot be can be cannot be
A-Movement A-Movement '-Movement A-Movement

In the following sections I will apply these tests to Russian materials and will include an extra
test to see if XP-Scrambling in Russian licenses parasitic gaps. This kind of organization of facts is
just what linguistic theory should aim for. Unfortunately, the data for Russian presented below
(as well as for Korean, German and other scrambling languages, see Section 2.5) are not as tidy as
in analysis of Japanese (see Boskovi€ and Takahashi, 1995) and require more detailed

investigation than the one undertaken in this dissertation.

2421 Anaphor Binding

Anaphor binding facts are used to show A-properties of XP-Scrambling. Mahajan (1990)
and Saito (1985) have shown for Hindi and Japanese, respectively, that XP-Scrambling can rescue
Condition A violations, such as (36a), by providing antecedents for anaphors, as in (36b). This is
a property associated with A-movement.

(36) a. *[otagai;-no sensei]-ga [Johnto Maryh-o  sikatta.
each other teachers-NOM John and Mary -ACC scolded

b. Johnto Maryj-o [otagai-no sensei] -ga t1 sikatta.
Johnand Mary -ACC  each other teachers-NOM  scolded
‘Each other’s teachers scolded John and Mary.”
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Note that in English, anaphor binding facts do not distinguish between A’- and A-
Movement, as shown in (37):
(37)  a. [those pictures of himself;]; seem to John; [§ to be nice].

b. [which pictures of himselfi}; does Johm; like t?
(cf. Which pictures of John does he like?)

Example (37a) is an instance of A-movement and the anaphor embedded within the moved
phrase can be bound. On the other hand, (37b) is Wh-movement, and again binding takes place.
In both examples, the moved complex DP; behaves as if it were put back into its D-structure
position where the anaphor is properly bound by its antecedent. We can see that A-Movement
and A’-Movement behave the same with respect to anaphor binding in English.

In Russian, anaphors are ungrammatical in subject position and examples directly
parallel to sentences like (36) are impossible. However, we can test anaphor binding with indirect
and direct objects in sentences with Short Scrambling. In (38), the indirect object Petrovym ‘the
Petrovs-DAT’ binds the anaphoric direct object druga druga ‘each other-ACC’, and in (39), the
objects are reversed:

(38) a. */?Ivan predstavil Petrovym drug druga;. UNSCRAMBLED
Ivan introduced the Petrovs-DAT each other-ACC

b. *Ivan predstavil [drugdrugai Petrovym ti. SCRAMBLED
Ivan introduced each other-ACC the Petrovs-DAT
‘Ivan introduced each other to the Petrovs.’

(39) a. Ivan predstavil drug drugu;  Petrovyxi. UNSCRAMBLED
Ivan introduced each other-DAT the Petrovs-ACC
b. Ivan predstavil [Petrovyx]; drug drugu; t. SCRAMBLED

Ivan introduced the Petrovs-ACC each other-DAT
‘Tvan introduced the Petrovs to each other.’

It is standardly assumed that in the underlying structure for other scrambling languages, the
indirect object precedes tie direct object. If the same underlying order is assumed for Russian,
then (38a) and (39a) are unscrambled D-structures. The ungrammatical (39b) is not rescued by

XP-Scrambling. Its ungrammaticality can be attributed independently to felicity reasons as well
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as the Principle A violation: the antecedent Pefrovym ‘the Petrovs-i)AT' does not c-command the
reciprocal drug druga ‘each other-ACC’. Example (39a) is grammatical (and stays that way after
XP-Scrambling has applied to it, as in (39b)) so the rescue test canmot be applied here. We can
conclude that the anaphor binding data in Russian are compatible with either an A’- or an A-type

analysis for Short Scrambling.

2422 Weak Crossover
The paradigm for WCO in English is used to distinguish between A-Movement which
remedies WCO violations (40a, b) and A’-Movement which preserves WCO violations (41a, b):

(40) a. *Itseems to his; mother that every boy; is intelligent.
b. Every boy: seems to his; mother [t to be intelligent].

(41) a. *His; mother likes every boy;.
b. *Which boy; does his; mother like t:;?

King (1993) argues that there is no WCO phenomenon in Russian comparable to that in
English. She gives (42), with a reflexive, as a translation of (41b):
(42) *Kakogo: mal'tika lubitsvojai mama (4
which  boy-ACC loves self's mother-NOM
*Which boy: does his; mother like?’
In English, (43a) without a quantifier — variable relation contrasts with (41a), but (43b) is no better
than (42) in Russian:
(43) a. His; mother loves Ivan;.
b. *Svoja; mama ljubit Ivana;.
Self's mother-NOM loves [van-ACC
‘His; mother loves Ivan;.”
The use of reflexives like svoj ‘self is allowed in subjects only with arbitrary reference. Since (43b)
is ruled out for independent reasons, its variable—binding versions such as (42) or the Russian
equivalent (41a) cannot be used as a test of WCO.
In order to render the same interpretation as the English example (43a), it is necessary to

use a possessive pronoun ego ‘his’ since possessive pronouns in Russian can have reflexive and
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non-reflexive interpretation. If the possessive pronoun is used, the contrast between the English
examples (40) and (41) holds for Russian, as shown in (44) and (45):
(44) a. *Ego; mama predstavila gostjam kaZzdogo mal'tika;.

his mother-NOM introduced guests-DAT every  boy-ACC
*His; mother introduced to the guests every boy:.”

b. [Kazdyjmal'¢ik]; byl predstavien gostam & ego: mamoj.

Every boy-NOM was introduced guests-DAT his mother-INSTR
‘Every boy; was introduced to the guests by his; mother.”

(45) a. *Ego; mama ljubit kaZdogo mal'¢ika;.
his motherloves every boy

*His mother loves every boy.’

b. *[Kakogo mal'¢ika}; Hubitt ego: mama?
which boy loves his mother

*Which boy does his mother love?

In (45a), the quantified expression in the direct object position serves as a binder, while the
possessive pronoun embedded in the subject is the bindee. When the quantified expression
moves past the pronoun in (45b), the standard configuration for WCO is obtained, and the
sentence is ruled out in contrast to (44b).

Let us consider how WCO effects interact with XP-Scrambling. Frank et al. (1992)
analyzed the whole range of possibilities with respect to the way binding facts interact with XP-
Scrambling in double-object constructions in German and Korean. When the paradigm of
binding possibilities with the double-object construction suggested by Frank et al. is applied to
Russian it produces mixed results very similar to the results found for Korean and German
sentences.

The interaction of binding facts (for both anaphors and bound pronouns) with XP-
Scrambling shows that while some instances of clause-internal XP-Scrambling in Russian, can be
of A-movement type, as illustrated by example (46), others, such as (47) are of A’-movement type.
Thus, just as Takahashi suggested for Japanese (see Table 1 above), XP-Scrambling in Russian can

have properties associated with A-movement. Note that this analysis is consistent with Tada’s
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non-uniform approach to XP-Scrambling. In (46) and (47) the object is above the subject, for
which the judgments differ. XP-Scrambling of object (direct or indirect) below the subject is A-
Movement, while XP-Scrambling of object (direct or indirect) above the subject but within the
same clause can exhibit both A’- and A-movement properties. This distinction possibly
corresponds to different landing sites for XP-Scrambling of objects: VP-adjunction for object
scrambled below the subject but above the verb; IP-adjunction (and SPEC, FP; see Chapter 5 for
discussion) for objects scrambled above the subject.’”

(46) tified expression (Indirect Object) binds ive pronoun in Subj

a. *Ego‘ sosed pokazal kaZzdomu gostju; kartinu. D-STRUCTURE
his neighbor-NOM showed every guest-DAT painting-ACC

b. *Ego; sosed [kazdomu gostju;] pokazal t kartinu. VP-ADJUNCTION
his neighbor-NOM  every  guest-DAT showed picture

c [Kazdomu gostjul: ego: sosed pokazal t; kartinu. IP-ADJUNCTION
every  guest-DAT his neighbor-NOM showed painting-ACC
‘His neighbor showed every guest the painting.’
Example (46a) is a D-Structures, with no Scrambling involved. It is ungrammatical because the
bindee, the pronoun, is not c-commanded by the binder, the quantified expression. In (47b),
Middle XP-Scrambling of the quantified object over the pronoun embedded in the other DP
changes an otherwise ungrammatical sentence into a grammatical one, in parallel with the A-
movement example (44). If reconstruction were obligatory in such sentences, they would have
stayed ungrammatical even after XP-Scrambling produced a proper c-commanding configuration
at S-Structure. However, this is not the case with the examples in (47). The reconstruction is not
obligatory. This is a property associated with A-movement.
47) antified ion (Subject) binds ive pronoun in Indirect Obj

a. *Kazdyj gost's pokazal ego: sosedu kartinu. D-STRUCTURE
Every guest-NOM showed his neighbor-DAT painting-ACC

b. *Kazdyj gost'; [ego: sosedu]y pokazal t; kartinu. VP-ADJUNCTION
Every guestNOM his neighbor-DAT showed painting-ACC

17 Miyagawa (1997) argues that object scrambling below the subject in the double-object construction in
Japanese is not a movement but a base-generation phenomenon. I will leave this issue for future research.



c *[Ego: sosedu]; kazdyj gost; pokazal t; kartinu. IP-ADJUNCTION
his neighbor-DAT every guest-NOM showed  painting-ACC
‘Every guest showed the painting to his neighbor.’
The examples in (47) show properties different from those of the examples in (46). The
ungrammaticality of (47b) stems from the fact that the possessive pronoun ego ‘his-DAT" within
the indirect object which is scrambled to the left VP-adjoined position can only have a non-
reflexive interpretation. As a non-reflexive pronoun, it obeys Principle B and cannot be bound by
the quantified expression (for coreference, an overt reflexive svoemu ‘self-DAT’ is required.) An
ungrammatical D-Structure in (47a) remains ungrammatical after XP-Scrambling to either vP- or
[P-adjoined position has applied, as in (47b,c) respectively, which is presumably due to obligatory
reconstruction of the scrambled quantified expression into its D-Structure position, in parallel to
A’-movement illustrated in (45). Note that both instances of XP-Scrambling, to a VP-adjoined
position and to an I[P-adjojned position, behave exactly alike with respect to their binding
properties. In short, the interaction of binding facts (for both anaphors and bound pronouns) with

XP-Scrambling suggests that Russian clause-internal XP-Scrambling is of mixed A’/ A-type.

2423 Anaphor Preposing
In Japanese, an anaphor can be preposed to an A’-position, as shown in (48), similar to
standard topicalized constructions (cf. (49)):

(48) a. Johniga  zibunzisini-o hihansita.
John -NOM himself-ACC criticized

b. [Zibunzisini-oh Johni-ga t hihansita.
himself-ACC  John-NOM criticized
‘John criticized himself.’
In English, anaphors in topicalized constructions exhibit the same A’-properties:

(49) a. Himselfy, John; likes t;.
b. *Himselfi seems to Johm; [t: to be sick].
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(49b) is ruled out as a Condition C violation (and as a Condition A violation at the same time),
because as subject, the anaphor himself raises into SPEC, IP, an A-position from which it would
be forced to bind John; the sentence is ungrammatical with or without reconstruction In (49a), the
anaphor is in an [P-adjoined position, and it does not bind John from there which indicates
possible reconstruction.

Comparable examples are found in Russian as well:

(50) a. Ivam sebja; uvaZaet t;.
Ivan-NOM self-ACC respects

b. Sebja; Ivam uvaZaet t.-
self-ACC Ivan-NOM respects
‘Ivan respects himself.’
Therefore, anaphor preposing in Russian exhibits A’-properties in constructions with clause-

internal XP-Scrambling.

2424 Condition C Reconstruction Effects (Strong Crossover)

Strong Crossover effects are standardly interpreted as violations of Principle C of the
Binding Theory, which requires R-expressions to be free. An example of Principle C violation is
shown in (51a):

(51)  a.*He likes Johm's mother.
b. *[John's mother]z, he; likes t..
c. *[Whose; mother], does he; like t?

d. [John's mother] 2 seems to him [t; to be sick] .

In English, Condition C Reconstruction effects are not found with A-movement (51d), but they
are found with A'-movement (51b-c). Sentences (51b-c) are derived from (51a) via Topicalization
in (51b) and Wh-movement in (51c). Thus ungrammatical D-Structure representations remain

ungrammatical, after Topicalization and Wh-movement, due to obligatory Reconstruction. The
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R-expressions reconstruct into their D-Structure positions where they are bound by the coindexed
pronoun. Therefore, (51b-) are ruled out as Condition C violations.

Russian shows standard cases of a Condition C violation (52):
52) *Om uvaZaet professora Ivana;.

he-NOM respects professor-ACC Ivan-GEN

‘He: respects Ivam's professor.’
Just as for WCO, a double-object construction illustrates the SCO paradigm of binding
possibilities. This is shown in (53)-(54):
(53) tified expression within Direct Object binds pronoun (Inirect Obj

a. *Ivan pokazal emuy; fotografii kazdogo; mal’¢ika. D-STRUCTURE
Ivan-NOM showed him-DAT  picturessACC every  boy-CEN

b. *Ivan [fotografii kazdogo; mal'¢ika]; pokazal emy; 4. VP-ADJUNCTION
Ivan-NOM pictures-ACC every  boy-GEN showed  him-DAT

c *[fotografii kazdogo: mal'¢ika}; Ivan pokazal emu; ti. IP-ADJUNCTION

pictures-ACCevery  boy-GEN Ivan-NOM showed him-DAT
‘Ivan showed him every boy’s pictures.’

(54)  Quantified expression within Subject binds pronoun (Indirect Object):

a. *[Sestra kazdogo; mal'¢ika] pokazala emu; fotografii. D-STRUCTURE
sister-NOM every boy-GEN showed him-DAT pictures-ACC

b. *[Sestra kazdogo; mal’¢ika] emu; pokazala t; fotografii. VP-ADJUNCTION
sister-NOM every boy-GEN him-DAT showed  pictures-ACC

c *Emuy; [sestra kazdogo; mal'¢ika]: pokazala t; fotografii. IP-ADJUNCTION
him-DAT sister-NOM every  boy-GEN showed pictures-ACC
"He showed the pictures to every boy’s sister.”
The sentences in (53)—(54) are less clear with respect to the interaction between binding
possibilities and reconstruction than the WCO examples in (46)—(47). All the examples where
the pronoun precedes and binds into the referential DP are ungrammatical due to a Condition C
violation. However, XP-Scrambling of the referential DPs above the pronoun does not rescue the

sentences. It is not clear whether this is due to reconstruction or to other reasons, possibly having

to do with focus which depends on intonation and stress assignment. For the examples like (53),
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we can only say that reconstruction is possible, while for the cases with the subject as binder (54),
in parallel to WCO (see (47) above), reconstruction is obligatory. Again, as for the WCO
examples (46) —(47) above, the SCO sentences (53) —(54) with VP- and IP-adjunction sites do not
differ with respect to their binding properties.

Japanese (Takahashi, 1995) also shows obligatory Condition C reconstruction effects with
the subject binder (55):

(55) a. ™Karerga [Johnyno hahaoyal-o  aisiteiru.
he -NOM John -GEN mother -ACC likes

b. 7*[Johnz-no hahaoyaj;-o karerga t; aisiteiru.
John -GEN mother -ACC he -NOM likes
‘John's mother, he likes.”
To conclude, the Strong Crossover facts for Russian show either possible or obligatory Condition
C reconstruction effects. A-movement never exhibits such effects (see the contrast in (44) above).
Under an A-movement analysis, we would expect (53b)-(54b) to become acceptable, contrary to
fact. We have to conclude that XP-Scrambling in Russian (just like in German, Korean, and

Japanese) cannot be A-movement only.

2.4.2.5 Parasitic Gaps

Parasitic gaps (PGs) are used as a diagnostic of A’-movement because it has been
established that only A’-moved phrases can license them (Chomsky, 1986); see (56a). Russian
also exhibits constructions with PGs where overt Wh-movement occurs, as in (56b):
(56) a. [What report]; did he file t; without reading PG;?

b. [Kakuju knigu]; ty otdal & ne proitav PGi?

which book-ACC you-NOM returned  notreading

‘Which book did you return without reading through?’
It is easy to construct a parallel example with XP-Scrambling which is just as acceptable as the

example with Wh-movement:

(57) a. [Novuju knigu]; my otdali t, ne prolitav PG
new book-ACC we-NOM returned not reading
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b. My otdali novuju knigu;  ne procitav e
we-NOM returned new  book-ACC not reading
"We returned the new book without reading through.”
(57a) is the sentence derived by Scrambling from the unscrambled example (57b). However, the
existence of the empty category in (57b), a sentence without Scrambling, seems to undermine any
argument that (57a) has a PG. Russian, just like Japanese and Korean, allows for null arguments,
and it is possible that the empty category in both (57a) and (57b) is some sort of object pro.
Unfortunately, then, it is not possible to establish whether (57a) is a true parasitic gap

construction (licensed by overt movement), so we cannot be sure whether XP-Scrambling in

Russian can license PGs, as would be expected of A’-movement.

2426 Summary
The results of the discussion in Sections 2.4.2 1- 2.4.2.5 can be summarized in Table 2:

Table 2. Syntactic Properties of XP-Scrambling in Russian with Respect to the Landing Site

ANAPHOR wCoO ANAPHOR CONDITION C PARASITIC

BINDING PREPOSING RECONSTRUCT. GAPS
CLAUSE-  can be A- can be A- can be A’- cannot be A- can be A’-
INTERNAL movement movement movement movement movement

This discussion of syntactic properties of clause-internal XP-Scrambling in Russian leaves us with
mixed results. Some standard syntactic tests that establish landing sites provide evidence for its
A-movement nature (anaphor binding and WCO). Others (anaphor preposing and Condition C
Reconstruction), support an A’-movement analysis. Thus, Russian XP-Scrambling appears to
exhibit mixed properties associated with Scrambling in other languages for which a unified
theoretical explanation is still under debate.

The descriptive properties of Russian XP-Scrambling discussed above can be formalized

as language-specific parameter settings for Russian, within the Universal theory of Scrambling.
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XP-Scrambling is a movement operation which moves an XP into a VP-adjoined position, as in
(58a), or an IP-adjoined position, as shown in (58b):

(58) a. Mal'¢ik [pe knigu}: Citaet t.
Boy-NOM book-ACC is reading

b. [opkniguly mal¢ik ¢itaet t.
[book-ACC] boy-NOM is reading

c. Citaett; knigu [or mal'¢ik]s.

Is reading book-ACC boy-NOM

‘The boy is reading the book.
Two most obvious cases for VP-adjunction are Scrambling of object below the subject but above
the verb, as in (58b) and Scrambling of subject (Right Extraposition), as in (58c). This
parameterized theory of landing sites (see Miiller and Sternefeld, 1993)8 is contrasted with the
[P-adjunction-only analysis (Saito, 1985, and others). According to the latter, an object scrambled
below the subject has to be [P-adjoined. The subject will have to move out of its SPEC, IP position
and adjoin to [P above the scrambled object in order to derive the SOV surface word order.
According to the parameterized theory of landing sites for Scramblingthat I adopt here, a
language may permit the scrambled object to be VP-adjoined while the subject stays in SPEC, IP.
Everything else being equal, this analysis should be preferred over the IP-adjunction-only
analysis because it is more general one and permits simpler derivations; thus, I will adopt the
parameterized theory of landing sites here. Note that independently, King (1993), Bailyn (1995),
and Junghanns and Zybatow (1995) propose arguments in favor of Right Extraposition (XP-
Scrambling) of subjects, and show that the postverbal subject is VP-adjoined.

XP-Scrambling of subjects represents a crucial case of bidirectionality. It is plausible that
other instances of XP-Scrambling can be rightward as well, e.g., adverb placement. Formal
investigation of properties of rightward XP-Scrambling and its comparison with an alternative

analysis along the lines of Kayne’s antisymmetry (VP-Evacuation) hypothesis goes well beyond

18 Miiller and Sternefeld (1993) assume VP and IP as possible landing sites, and also propose to include CP
as a possible landing site to accommodate LD-Scrambling in Russian.
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the scope of this dissertation. In Chapter 5 it will be argued that rightward FP-adjunction
constitutes a second step in the Double-Movement analysis of Split Scrambling; therefore,
rightward movement is needed independently from XP-Scrambling of subject. Thus, the landing
sites parameter for XP-Scrambling has the values IP, VP (and FP) in Russian, while the direction

of movement parameter is set as both left- and rightward.

25 Syntactic Properties of XP-Scrambling Cross-Linguistically

In Section 2.4, in order to establish the properties of XP-Scrambling in Russian, I applied a
range of standard syntactic tests developed in the literature to identify A’- or A- properties of
movement (Saito, 1985; Frank et al, 1992; Takahashi, 1995). These tests were shaped up in the
debate on the nature of Scrambling in a variety of languages. The present section briefly
summarizes the data, arguments and conclusions that have been presented in the literature. The
discussion of Russian is resumed in Chapter 3.

Saito (1985) showed that the properties that Scrambling exhibits in Japanese require it to
be analyzed as movement. Since Scrambling interacts with such phenomena as pronominal
coreference, Crossover effects, and Quantifier Floating, Saito concluded that it had to be an overt
S-Structure movement and not a stylistic rule applicable at PF.

Since Scrambling obviously affects maximal projections, it could not be an instance of
Head Movement, but must be XP movement. Only two options (or a combination) were left to be
tested — whether XP-Scrambling is an A’- or an A-Movement. The answer is to be found in the

constraints it is subject to.
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25.1 XP-Scrambling as A’-Movement (Saito 1985, 1992; Lee and Santorini, 1994; Frank et al.

1992; Miiller and Sternefeld, 1993)

The best-studied instances of A’-movement are Wh-movement and Topicalization. Wh-
movement is assumed to be a movement into SPEC, CP which can take place overtly in the
syntax, as in English, or covertly, at LF, as in Japanese. Wh-movement creates an operator-
variable relation where the trace must be properly bound. The term Topicalization subsumes
different phenomena in different languages and as a result there is no agreement on its precise
nature. Saito (1985) considers Topicalization in English to be an instance of A’-movement with
adjunction to [P Neeleman (1994) provides arguments for Topicalization in Dutch as A’-
movement with properties identical to Wh-movement. Both are claimed to be operator
movements into SPEC, CP: there is an overt Wh-operator in Wh-movement and a null operator
in Topicalization. Miiller and Sternefeld (1993) take Wh-movement and Topicalization in
German both to be instances of A’-movement but with different properties. The differences have
to do with the order of complementizer and topic, the Verb Second phenomenon and island
effects. Miiller and Sternefeld conclude that Topicalization in German moves a phrase into SPEC,
T(opic)P which is a functional projection lower than the CP.

Standard instances of A’-movement, such as Wh-movement and Topicalization, are
usually assumed to have the following properties (59):

(59) (a) The moved element originates in a [+Case] position (for arguments) but the landing
site is an A’-position which is [-Case]. This landing site is either an adjoined position
or the SPEC of a functional projection higher than VP (SPEC, CP for example);

(b) A’-Movement is subject to the Strong Crossover (SCO) and Weak Crossover (WCO)

constraints;?

19 Saito (1985) argues that topic in Japanese is base-generated in the sentence-initial position, and, therefore,
Topicalization in Japanese is not a movement phenomenon.

2 It is widely assumed in the literature that the SCO and WCO constraints and the context in which they
apply, are universal (see Saito, 1985 for Japanese; Mahajan, 1990 for Hindi; Frank et al. 1992 for German).



(c) Itlicenses parasitic gaps (PGs);
(d) Itcan be long-distance;
() It obeys island constraints (including the complex NP constraint, the coordinate

structure constraint, the adjunct condition).

The properties of XP-Scrambling cross-linguistically (German: Lee and Santorini, 1992;
Bayer and Komfilt, 1994; Vikner, 1994; Frank et al., 1992; Haider, 1994; Miiller and Sternefeld,
1993; Dutch: Neeleman, 1994; Hindi: Mahajan, 1994; Korean: Frank et al, 1992; Lee, 1993;
Japanese: Saito, 1985, 1992; Latin: Ostafin, 1985) appear to resemble the properties of Wh-
movement and possibly Topicalization. XP-Scrambling is uniformly leftward? in verb-final
languages such as Japanese, Korean, Hindi, German ard Dutch. XP-Scrambling licenses parasitic
gaps in all these languages. In Japanese, Korean and Hindi it can be long-distance as well as
local, can cross a lexically filled complementizer, and LD-Scrambling obeys island constraints. In
Germanic languages, XP-Scrambling is local, that is, clause-bound, with the exception of a certain
class of infinitival complement clauses, but it can be multiple.

The many similarities between XP-Scrambling and Wh-movement have led Saito and
Miiller and Sternefeld among others to put the two together in the same class. However, there are
a few problems with the A’-Movement analysis of XP-Scrambling. Bayer and Kornfilt (1992) and
Haider (1994) argue against it on the basis of 1) binding, 2) parasitic gaps, 3) the types of phrases
that can be affected by movement, and 4) island effects. I will sketch these points in turn.

As noted in 2.4.2.2, only A-movement creates new binding relations, as in (60), while A’-
moved phrases must reconstruct at LF, as indicated by the judgments (61):

(60) a. *Itseems to his; mother that [every boy]; is intelligent.
b. [Every boy]i seems to his; mother [t; to be intelligent].

2 The leftward character of XP-Scrambling has been shown (see the language-specific references above) to
be the consequence of at least three factors: the Proper Binding Condition for the trace of Scrambling,
adverb placement (in German and Dutch), and final position of V in all SOV languages.



(61) a. *His; mother likes [every boy]:.
b. *[Which boy]; does his mother like t;?

If XP-Scrambling is an instance of A’-movement, then it should never change binding relations;
reconstruction should be obligatory. However, German XP-Scrambling in the double-object
construction can remedy a WCO violation, as in (62), a property associated with A-movement (cf.
(61)):

(62) a. *Ich glaube, dap der J6rg [seinem; Vater] jeden; gezeigt hat.
I think that John his-DAT father everyone-ACC shown has

b. Ich glaube, da der J6rg jeden; [seinem; Vater] t: gezeigt hat.
‘I think that John has shown his father everyone.’ (Frank et al. 1992: (21))

XP-Scrambling as an instance of A’-movement should also be able to license PG. (63)
shows a minimal pair between Topicalization in German which licenses PGs, and XP-Scrambling
which does not:

(63) a. ?Diesen Mann; hat man [ohne PG; verwarnt zu haben] t; ins Gefingnis gesteckt.

this man hasone without warned to have in the prison put

‘One has put this man into jail without having warmed (him).’

b. *Da hatdiesen Mann; der Polizist [ohne PG;verwarnt zu haben] t; ins Gefangnis
therehasthis man the policeman without wamed tohave in the prison
gesteckt.

put

“The policemen has put this man into jail without having warned (him).’

Extraction out of A’-adjuncts is prohibited, but according to Haider (1994), it is possible
to extract a phrase out of the scrambled phrase in German (64):

(64)  Wen; hat denn [damit & zu erschrecken] jemand beabsichtigt?

who has withit to terrify someone intended

‘Who has someone intended to terrify with it?’ (Haider, 1994: (9))

An additional difference between standard A’-movement and XP-Scrambling concerns
which XPs can move. For example, in German, VPs, resultative predicates, verb-associated
particles, idiomatic constructions with PP, subparts of DPs cannot scramble, but they can under

both Wh-movement and Scrambling in Russian.



67

The interaction between Crossover and XP-Scrambling, in which XP-Scrambling exhibits
A-movement properties, as in (62) above, constitutes the most commonly used argument against
analyzing it as A’-movement. Lee and Santorini (1994) and Frank et al. (1992) in an attempt to
reconcile A’-movement properties of XP-Scrambling with its ability to affect binding relations,
proposed a special type of A’-position which would serve as the landing site for scrambled
phrases. They claim that XP-Scrambling in German and Korean is A’-movement to a non-
operator A’-position. The scrambled element can license a PG as a result of being in an A’-
position, but because it is in a non-operator position, it does not have to reconstruct, making it
possible to remedy WCO and SCO2 violations. This solution, however, has not been widely
accepted by most syntacticians who work on XP-Scrambling. Instead, the problems raised by the
A’-movement analysis of XP-Scrambling have led other researchers to try to analyze XP-
Scrambling under certain conditions as an instance of A-movement similar to Passive and

Raising.

252  XP-Scrambling as A-Movement (Mahajan, 1990; 1994; Young-Suk Lee, 1993)
A-Movement is standardly assumed to have the following properties (65):

(65) (a) Itis driven by the requirements of Theta-theory and Case theory: the launch site is
[-Case], and the landing site is a [+Case] A-position, which is usually a SPEC of a
higher projection;

(b) Itcan create or destroy binding relations, that is, reconstruction does not (necessarily)
occur;

() Itaffects only DPs;

(d) Itdoes notlicense PGs;

(e) Itis strictly local (clause-bound);

2 Frank et al. noticed that the WCO data do not license conclusions as strong as those licensed by the SCO
data. In the case of a subject binder in WCO situations, the relevant WCO data imply only that
reconstruction is possible. (See Frank et al., 1992, for details).



(f) Itis obligatory.

Notice that one of the structural differences that is said to distinguish A’-movement and
A-movement is the assumption that the former may adjoin the moved phrase to some higher
projection, as well as substitute into a SPEC position, while the latter only substitutes it into the
SPEC of some higher projection in which it can receive case. Advancement of the theory of
Functional projections (Abbey, 1989; Pollock, 1989) allowed Mahajan (1990; 1994) to propose a
radically different solution to the puzzling mixed properties of XP-Scrambling.

Mahajan distinguishes two different types of XP-Scrambling: Argument Shift and
Adjunction to XP, both of which are instances of Move .  Argument Shift in Germanic

languages is Object XP-Scrambling. It moves a DP into a SPEC position of a functional projection
other than CP within the same clause. This movement is Case-driven in the sense that if a DP
does not have a lexical Case, it must move out of its Caseless D-Structure position to a different S-
Structure position where it will receive Case. Since structural Case assignment proceeds through
the SPEC-head agreement relation, this S-Structure position has to be a SPEC position of a higher
projection, such as TP, AgroP, Agr,P, and AuxP. If it has a lexical Case, it does not have to move.
Argument Shift precedes application of the Binding theory, and therefore overrides WCO effects,
and is not reconstructible.

Mahajan shows that Argument Shift in Hindi (which like German, is also an underlying S
IO DOV language) has the properties of an A-Movement. For example, fronting of a direct object
overrides WCO effects with pronominal binding, as shown in (66) (on a par with the German
example (63b) above):
(66)  [sab daasiyaaN; raajaa-ne unke; pitaa-ko [twb to too LOTAA diiN]].

all maids-DO king-SUB their father-IO retun  give-F-PL

‘The king returned all the maids; to their; father.’

Second, Argument Shift does not undergo reconstruction either for Condition A or for Condition

C effects, illustrated for Condition C in (67):
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(67) a. *mE-neuse; raam:ki kitaabdii
[-SUB him-IO Ram GEN book give

lit. ‘I gave to him Ram’s book.”
b. mE-neraam; ki kitaab; use; t dii

I-SUB Ram GEN book him-IO give

lit. ‘T gave Ram’s book to him.’ (Mahajan 1992: (18)-(20))
On the basis of these arguments Mahajan established a difference between Argument Shift and
Adjunction to XP in Hindi. Thus, Adjunction to XP shows WCO effects and does not create new
binding possibilities. Mahajan concludes that Hindi XP-Scrambling must be viewed as two
distinct operations: an Argument Shift operation and an Adjunction to XP operation. Argument
Shift involves substitution, and it shows binding properties normally associated with A-
Movement. Adjunction to XP, on the other hand, shows properties associated with A’-
Movement.

Lee (1993) compares the properties of three distinct syntactic processes in Korean: Left-
Dislocation, Topicalization and XP-Scrambling. She shows that in Korean, both a subject and an
object move out of VP at S-Structure in order to receive Case, and the moved arguments can be
arranged in any order for the purpose of case licensing, giving rise to scrambling effects. Thus,
according to Lee, XP-Scrambling in Korean is defined as case-driven obligatory A-movement
which derives non-base word orders by moving phrases into adjoined positions at IP, which
behave as A-positions.

In Lee’s account, the two major problems for the A-movement theory of XP-Scrambling
(licensing of PGs and occurrence of limited reconstruction) are solved as follows. There are no
standard PGs in Korean, but only empty pronouns which must be bound by scrambled phrases
(68). As evidence, she notes that Korean PGs do not obey Subjacency, in contrast, to English PGs

in (69) (Chomsky, 1986):
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(68) John-i etten pyenci-lul {rax & [r2 § e ponay-n] yecaylul ciltwuha-nun]
John-NOM which letter-ACC send-REL woman-ACC be-jealous-of-REL

caki-pwuini-eykey & poye cwuess-ni.

self’s wife-DAT showed-QM

‘Which letter; did John show e; to his wife who is jealous of the woman who sent ?

(69)  *This is the man John interviewed t before giving the book to PG;.

In order to explain limited reconstruction, Lee adopts the analysis proposed by Frank et
al. (1992) according to which the subject has a special status in binding relationships. Under Lee’s
analysis all the arguments in Korean, including the subject, must undergo Scrambling to receive
Case. Thus, XP-Scrambling acquires the status of an obligatory movement, obviating criticism
based on the Economy approach where movement is considered as the Last Resort (Chomsky,
1991; 1992).

However, the A-movement account of XP-Scrambling faces as many problems as the A’-
Movement account. Bayer and Komfilt (1992) and Frank et al. (1992) show that these problems
have to do with analysis of PGs and anaphor binding. First, XP-Scrambling does license PGs,
while typical A-movement does not. Mahajan’s analysis of XP-Scrambling does not suffer from
this drawback, because it distinguishes two types of XP-Scrambling in Hindi: Object Shift and
Adjunction to XP. Adjunction to XP is an A’-movement, and, therefore, can license PGs. Lee
(1993) solves the problem of PG licensing by claiming that the so-called parasitic gaps in Korean
and Japanese are not real gaps. Similarly, Haider (1994) argues that there are no classical PGs in
German and, therefore, there is no need to be concerned about A’-chains.

The second problem that the A-movement account of XP-Scrambling faces is anaphor
binding. Frank et al. (1992) notice that there is a discrepancy between pronoun and anaphor
binding in WCO and SCO cases making it difficult to use these constraints with anaphors to
distinguish between A’- and A-positions.

Another concern about the A-movement analysis of XP-Scrambling is that serious

problems arise in relation to Long-Distance Scrambling. LD-Scrambling allows a phrase from an
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embedded clause to scramble to the matrix clause, sometimes across a complementizer, and in
doing so, it crosses barriers, as is the case in the German “Third Construction” (70):
(70) weil Heinrich den Wagen: versprochen hat [PRO t; zu waschen].

since Heinrich the car promised has to wash

‘because Heinrich has promised to wash the car.” (Bayer and Kornfilt 1992: (12))

The scrambled object DP, den Wagen; ‘the car’, crosses two barriers on the way up. A-movement,
which is strictly local, should be impossible under these circumstances.

The A-movement analysis of XP-Scrambling also faces some theoretical problems (Bayer
and Kornfilt, 1994) concerning motivation and the economy of derivation. Consider the problem
of the functional motivation for XP-Scrambling. Scrambled elements are assigned Case already in
their D-Structure positions, and, therefore, do not need to scramble to satisfy Case requirements.
The solution proposed by Lee (1993) for Korean, according to which Case is not assigned within
VP at D-Structure, so Case requirements do drive XP-Scrambling in this language may not be
available for all the scrambling languages. Bayer and Kornfilt (1994) show that German
Quantifier Floating has properties of movement to an A-position, but the quantifier left behind is
Case-marked. This suggests that XP-Scrambling of DPs cannot be universally Case-driven.

The lack of functional motivation for XP-Scrambling presents only one aspect of the
problem. The other closely related aspect is the optionality of XP-Scrambling. XP-Scrambling is
almost always optional while standard instances of A-movement are always obligatory.
Neeleman (1994) remarks that this optionality of XP-Scrambling presents a problem for the
Minimalist program (Chomsky 1995), according to which movement obeys principles of
economy: no movement can take place unless there is a trigger for it. Only recently, an
interesting solution to the lack of functional motivation/optionality for XP-Scrambling has been
proposed, under which it is driven by Focus considerations (see Chapter 3 for discussion).

Finally, the issue of the exact number of functional categories and their hierarchical order
raises theoretical problems for the A-movement analysis of XP-Scrambling. A-positions are

defined as SPEC positions of functional projections (and as complement positions of lexical
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projections). A scrambled phrase has to move to a SPEC position, and each functional projection
has only one such position. In cases of muftiple XP-Scrambling we would have to postulate
different orders of Agr phrases depending on the order in which scrambled phrases appears at S-
Structure. Yet it is desirable to assume that these functional projections have a universal
hierarchical order.

When so many problems arise with either a purely A’-movement or A-movement
analysis of XP-Scrambling, it seems natural to try to merge the two approaches and test whether a

non-uniform analysis of XP-Scrambling is more satisfactory.

253 XP-Scrambling as Non-Uniform Movement (Webelhuth 1989; Mahajan, 1994; Vikner,

1994; Neeleman, 1994)

Webelhuth (1989) discussed two classes of examples from German and argued that XP-
Scrambling can behave like A-movement as well as A’-Movement because the landing site
possesses properties of both A’- and A-positions. These cases involve parasitic gap constructions
with binding of a pronoun, as in (71), but they are apparently created by the XP-Scrambling of the
direct object:

(71)  Peter hat jeden Gast; [ohne  PG; anzuschauen] seinem; Nachbarnt;  vorgestellt.

Peter has every guest without to look at his neighbor-DAT introduced

‘Peter introduced every guest to his neighbor without looking at him/her.’

Webelhuth claims that the scrambled phrase jeden Gast; is in a mixed position because it can bind
the pronoun and also license a parasitic gap in the adjunct clause [ohne PG; anzuschauen] ‘without
to look at’. This property of a scrambled element to create pronoun binding and at the same time
to license a parasitic gap has become known in the literature as Webelhuth's paradox.

Mahajan carefully examined Webelhuth's data from German and the data from Hindi
and came to the conclusion that sentences like (80) can have an alternative derivation which

obviates the necessity of introducing a mixed position. The movement of the scrambled phrase

proceeds in two steps: first the phrase moves into SPEC, AgroP, and from this position it will bind
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the pronoun. Second, it moves higher up to adjoin to the IP containing the adjunct. Mahajan
argued that it is possible to separate these two movement steps and thus to distinguish two types
of XP-Scrambling: the first type, Object Shift (discussed in Section 2.5.2), is an A-movement, while
the second type, Adjunction to XP, is an A’-movement. XP-Scrambling as substitution involves
movement of a scrambled phrase into SPEC positions of the functional projections TP, Agr.P,
Agr,P. XP-Scrambling as Adjunction to XP involves adjunction to the same functional projections
TP, AgroP, Agr.P, and possibly VP too. It shows the same properties as standard A’-Movement: it
does not enter binding theory, shows WCO effects, can be non-local (subject to the ECP and
Subjacency) and is reconstructible.

Lee and Santorini (1994) provide (72a) as a counterexample for Mahajan’s explanation for
Webelhuth’s paradox:
(72) a. 2daB} Maria jeden; seinem; Nachbarn [ohne PG; anzuschauen t] vorgestellt hat

that Mary everyone his neighbor-DAT without to look at introduced has

‘that Mary introduced everyone: to his; neighbor without looking at him;."
(Lee and Santorini 1994: (21))
b. *[The article] was filed t; without reading PG;.

The relative acceptability of (81a) is unexpected given Mahajan’s assumptions. If jeden ‘everyone’,
which licenses the PG, has scrambled via an A-position from which it binds the pronoun seinem
‘his’, then the derivation violates standard assumptions concerning licensing of PGs. In this case,
the scrambled quantified phrase (or its trace) in the A-position illicitly c-commands the PG, and
the clause (72a) should be ungrammatical as in the parallel English sentence (72b). On the other
hand, if jeden scrambled directly to an A’-position, then XP-Scrambling should license
reconstruction more generally than it does.

Vikner (1994) proposed to solve Webelhuth’s paradox by distinguishing between XP-
Scrambling and Object Shift in a way similar to Mahajan’s approach; however, he refers to these
processes as “two types of object movement in the Germanic languages”. Object movement in the

Germanic SVO languages (Danish and other Scandinavian languages and Faroese) has different
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properties from object movement in the Germanic SOV languages (Afrikaans, Dutch, Flemish,
Frisian, German and Yiddish) with respect to such properties as PG licensing, Case assignment,
landing site, and V Raising. Vikner refers to the first type as Object Shift, and to the second type
as XP-Scrambling.

Vikner argues that Object Shift and (Object) XP-Scrambling are in complementary
distribution, that is, only Scandinavian languages possess Object Shift while German and similar
Germanic languages only have XP-Scrambling. If so, it is possible to hypothesize that both are
adjunctions to VP/TP/Agr.P (and possibly IP) where Object Shift is A-movement, whereas XP-
Scrambling is A’-movement. The complementary distribution of Object Shift and XP-Scrambling
in Germanic languages allows Vikner to propose a parameter according to which in Object Shift
languages the adjoined position of scrambled phrases is an A-position to which Case can be
assigned, while in XP-Scrambling languages it is an A’-position. For example, in Object Shift
languages a PP object cannot move, and a DP object or floating quantifier cannot be moved to a
position between two adverbials, precisely because the adjoined position for scrambled phrases in
these languages is a Case-assigning A-position. While Vikner's analysis of XP-Scrambling in
general is not strictly a non-uniform movement type analysis, because it is based on a language-
particular parameter, it nevertheless is a mixed position approach.

Tada (1993) takes this general idea about the non-uniform nature of XP-Scrambling one
step further, suggesting that there is a correlation between the distance of XP-Scrambling and the
possibility of having properties of A-Movement. S(hort)-Scrambling is XP-Scrambling of direct
object over indirect object, and it shows properties of A-Movement. M(iddle)-Scrambling is XP-
Scrambling of an object whether direct or indirect over subject, and it may or may not show
properties of A-Movement. L(ong-Distance)-Scrambling is always an A’-Movement. Thus Tada
argues for three different types of XP-Scrambling. His S-Scrambling is identical to Mahajan’s
Object Shift, and his L-Scrambling is the same as long-distance examples of Mahajan’s Adjunction

to XP. M-Scrambling is a separate type, because it behaves as A-Movement with respect to some
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syntactic tests and as A’-Movement with respect to the others, as shown in Table 3 (cf. Table 2

above):
Table 3. Properties of S-, M-and L-Scrambling in Japanese
PROPERTIES S-SCRAMBLING M-SCRAMBLING L-SCRAMBLING
WCO- A-Movement A-Movement A’-Movement
NEUTRALIZATION
RECIPROCAL A-Movement A-and A’- '-Movement
BINDING Movement?
SCO A-Movement A’-Movement A’-Movement
ADJUNCT A-Movement '-Movement A’-Movement
EXTRACTION
254  Summary

Section 2.5 has stepped back from the Russian data to look at the problem of XP-
Scrambling from a more general point of view. The earlier approaches to XP-Scrambling as
movement (Saito, 1985; Frank et al. 1992 and others), showed that XP-Scrambling in Japanese,
German, and Korean exhibits properties similar to those of Wh-movement, the classical case of
A’-movement: it moves phrases into an adjoined position, exhibits SCO and WCO effects with
bound pronouns, licenses PGs, can be Long Distance, and obeys standard island constraints.
However, it was also shown to be different in some aspects from both WH-Movement and
Topicalization (Miiller and Sternefeld, 1993) in that the facts concemning PGs are rather
complicated and not clear cut (Haider, 1994; Lee, 1993), anaphor binding behaves rather
differently from pronoun binding, and all the languages exhibit restrictions of one type or another
with respect to what maximal projections can be affected by XP-Scrambling. These facts brought
some researchers to consider a different approach to XP-Scrambling and to link it to instances of
A-movement, such as Passivization and Raising (Mahajan, 1990; Lee, 1993). However, while
solving some of the problems raised by the A’-movement approach, the A-movement analysis

had to explain the obvious A’-properties of XP-Scrambling. In addition to the empirical problems
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of SCO and WCO effects, possible Long Distance movement, and licensing of PGs, the A-
movement approach faced theoretical problems, such as the proliferation and universal
hierarchical order of functional projections, as well as the problem of the lack of the functional
motivation/ obligatoriness for XP-Scrambling.

As it became obvious that neither the A’- nor the A-movement approach is completely
satisfactory, a third class of analysis of XP-Scrambling has emerged. XP-Scrambling is claimed to
exhibit both sets of properties; it is a non-uniform movement. This approach (Mahajan, 1994;
Vikner, 1994; Tada, 1993) is based on the hypothesis that XP-Scrambling can be either an A’-
movement or an A-movement depending on different factors, for example, on the distance of
movement of the scrambled phrase and its syntactic position. It seems to accommodate the
complexities of the empirical facts (binding, types of XPs affected, etc.) better than the two
uniform movement approaches. The non-uniform movement analysis utilizes familiar principles,
so that the theory itself is no more complex, though it predicts a more complex array of
phenomena. Therefore, this class of approaches seems to be the most promising of the three,
though there seems to be a general sense that it does not yet have the elegance of a fully

principled theory.2

3 Finally, it is important to mention that a fourth class of approaches has recently evolved within the
GB/Minimalist theory. Bayer and Kornfilt (1994), Haider (1994), Neeleman (1994), and Bogkovi¢ and
Takahashi (1995) argue for XP-Scrambling as a base-generated phenomenon. Their analyses investigate this
possibility drawing on data from German (Bayer and Kornfilt, 1994; Haider, 1994), Dutch (Neeleman, 1994)
and Japanese (Boskovic and Takahashi, 1995). The general idea that unites all these accounts is that it is not
necessary to assume adjacency between the verb and its objects in order to satisfy Case and Theta theories.
The mechanisms used to assign Case and theta-roles are: Complex Category Formation (Bayer and Komfilt,
1994), thematic hierarchy (Neeleman, 1994), licensing of scrambling positions as checking positions (Haider,
1994), LF-Lowering (Boskovi¢ and Takahashi, 1995). Complex Category Formation allows certain heads (V
and I) to make their complements visible along their projection line. Language-particular thematic hierarchy
specifies not only the number but also the ordering of theta-roles that are carried over to the syntax. Direct
licensing of Scrambling is based on a hypothesis that scrambling positions are checking positions.
According to LF-Lowering, “scrambled” phrases are base-generated in the surface positions and undergo
movement at LF to the positions where they are assigned theta-roles. Since the focus of this dissertation is
the movement approach to XP-Scrambling, [ will not discuss the base-generated approaches any further.



26 Summary of Chapter 2

A thorough linguistic investigation of XP-Scrambling in the world’s languages is just
beginning and has as yet only scratched the surface. Its goal is to provide a universal theory of
Scrambling, if that is possible, and otherwise to identify and distinguish the phenomena that have
been grouped together in the belief that they are homogeneous. Even among typologically and
genealogically related languages like the Germanic languages, for example, many differences are
found. Data from other language groups can add a further perspective on the range of facts that
a universal theory of Scrambling would have to be responsive to.

I have drawn on convincing arguments in the literature that Russian is configurational
and its canonical word order is SVO, with other surface word orders derived from SVO by XP-
Scrambling. There are tentative reasons to believe that other instances of movement such as Wh-
movement, Topicalization, and Right Extraposition, although distinct processes in other
scrambling languages, in Russian could be subsumed under XP-Scrambling.

In this chapter, it has been observed that the standard syntactic tests standardly used in
the literature to distinguish the landing site of movement as A’- vs. A-positions (tests involving
anaphor binding, WCO and SCO, and parasitic gaps) reveal that Russian XP-Scrambling
primarily uses A’-positions as landing sites (a possible exception being linear serializations of
objects in the double-object construction). Russian is more permissive than other languages with
respect to the range of scrambling operations it allows. The two following parameters
characterize XP-Scrambling in Russian:

- Landing Sites: VP, IP,;

- Direction: leftward, rightward.

Thus, the landing sites for XP-Scrambling include not only IP-adjunction, as is the case for other
scrambling languages, but also VP-adjunction, the two most important cases of which are Short

object Scrambling (below the subject) and XP-Scrambling (Right Extraposition) of subject in
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constructions with postverbal subjects. Finally, in contrast with other scrambling languages, XP-
Scrambling in Russian can proceed in either direction, leftward and rightward. Right VP-
adjunction is the landing site for scrambled postverbal subjects.

XP-Scrambling in Russian is discourse-oriented in the sense that discourse circumstances
impose a particular Focus structure on sentences, and Focus considerations motivate XP-

Scrambling. Chapter 3 presents a Focus-driven analysis of XP-Scrambling.
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31 Introduction

The discussion in Chapter 2 has concentrated on an attempt to clarify the nature of XP-
Scrambling with respect to its structural properties, including the particularly difficult question of
whether its landing sites are A- or A’-positions. Tada (1993) refers to this as the problem of the
landing site. This problem has been addressed by all recent studies of scrambling languages, as
discussed in Section 2.5. However, there is another problem, the problem of optionality: What
syntactic force drives XP-Scrambling? It is usually said that XP-Scrambling is optional. In the
Minimalist framework (Chomsky, 1995), optionality presents a challenge, because all movements
must be obligatorily driven by feature-checking. For example, Topicalization occurs because
there is an optional feature [+topic] which needs to be checked off. The topicalized phrase moved
into this position does the checking and thus justifies the movement.

Along the same lines, XP-Scrambling can be conceived of as moving a phrase with a
particular feature into a position where this feature can be checked off. This feature has to be
strong in order for XP-Scrambling to occur overtly in the syntax. However, this is just a formal
implementation of this operation. To be explanatory, the theory must identify what the nature of
this feature is. We can hypothesize that the feature that triggers Scrambling is assigned as a part
of discourse requirements which make a sentence felicitous in context. These discourse
requirements impose a particular Focus structure on the sentence. In order for the syntactic
structure of the sentence to meet them and receive the required Focus structure, certain
operations have to occur, one of which is Scrambling. I propose that the strong feature in
question is [-S5], ie., no sentential stress. The goal of XP-Scrambling can be understood as that of
taking a phrase and removing it from the domain of default Sentential Focus. Once it is IP- or
VP-adjoined, the scrambled phrase is separated from the rest of the syntactic structure to which
the Generalized Stress Rule applies, so some other phrase will be assigned default Sentential

Focus instead. The scrambled phrase may be unfocused, or an additional procedure which is
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implemented through prosodic means can optionally assign a special constituent stress [+CS] to
this scrambled phrase resulting in Constituent Focus. Since XP-Scrambling as a tree-splitting
procedure, and Focus assignment via prosody, are two separate operations, it is possible to assign
Constituent Focus to a phrase in situ as well as to a scrambled phrase. This will account for the
seemingly free variation between XP-Scrambling and prosodic marking as the means of
expressing Focus in Russian.

The hypothesis that Scrambling is motivated by Focus requirements comes from Reinhart
(1995) who proposes such an analysis for Object Scrambling in Dutch. I will briefly review
Reinhart's account in Section 3.2. Establishing the motivation for XP-Scrambling is important; in
traditional research (Prague school, Soviet linguistics), it has been argued that word order
variation is discourse-oriented, and there are numerous proposals within the framework of
functionalism of how to account for surface word order variation in this language (see Bailyn,
1995, for detailed discussion). Recently, several accounts have appeared in the literature which
strive to integrate the functional concepts of traditional grammar with the formal apparatus of
current syntactic theory. I will turn to the discussion of these proposals in Section 3.3. Finally, in
Section 3.4 I will sketch an account of the motivation for XP-Scrambling in Russian along the lines

of Reinhart’s theory.
3.2 XP-Scrambling and Focus (Reinhart, 1995)
Reinhart starts by examining the semantic theory of XP-Scrambling in Dutch proposed by

de Hoop (1992). It is claimed by de Hoop that there is a correlation between such semantic

characteristics of a DP as familiarity, d-linking, specificity, etc. and its ability to scramble (1):!

! In what follows, I will use the following convention to represent the main sentential stress, emphatic
stress, and focus:

main sentential stress (=default Sentential Focus): the syllable is capitalized

emphatic stress (=narrow Constituent Focus):  the syllable is capitalized in bold

focused constituent: the constituent is underlined



(1) a. omdat ikaltjd EEN KAT heb. UNSCRAMBLED
because I alwaysa cat have

b. *omdat ik EEN KAT altijd heb. SCRAMBLED
becausel a cat always have

In (1a), the direct object een kat ‘a cat is in its D-Structure position, and the sentence is
grammatical. In (1b), this direct object is scrambled as can be seen by the immediate preverbal
position of the adverb altijd “always’, and the sentence becomes ungrammatical. Reinhart argues
that, in fact, what is important in these examples is not the semantic characteristics of the
scrambled DP, but the prosodic characteristics of the sentences. In the unscrambled version (1a),
main sentence stress falls on the object een kat ‘a cat’ , while in the scrambled version (1b), it falls
on the verb. Reinhart goes on to propose that

“certain types of movement (or other structural choices, like adjunction) are motivated by
PF (phonological or prosodic) reasons. These PF considerations, on their part, may
interact with the focus structure of the sentence.” (Reinhart, 1995: 59)

Object XP-Scrambling in Dutch is argued to be precisely such a movement motivated by Focus
considerations. It is acceptable if and only if the resulting focus structure is well-formed.

To support her hypothesis, Reinhart uses Cinque’s (1993) theory of stress and focus. The
main idea behind Cinque’s theory is that the main stress of the sentence will be on its most
embedded constituent. In a two-sister node configuration, the most embedded node is identified
as the one that occurs on the recursive (branching) side of the tree. In a canonical right-branching
language like English, in the VO structure, the object is the most embedded node. In Dutch,
which is a left-branching language, in the OV configuration, the object is also the most embedded
node. The stress will fall on the object and will project according to the Generalized Stress Rule
which locates the stress (asterisk) of line N on line N+1. Here is a sample Dutch derivation:

(2) ...(dat)ik het BOEK las.

I the book read
[ik [[het boek] las]]



a.wordstress: [* [[ * ] *]P

bbNPcycde: [ [[ *1 1

c.VPcycde: [ [ * 1l

d. IP cycle: [ * )| (Reinhart 1995: (22))

Notice that this account of sentence stress is independent of any discourse considerations.
However, it is generally held that sentence stress interfaces with the theory of discourse via the
notion of Focus. Focus is defined as the most informative part of an utterance and is usually
identified by prominent stress. Then following up on the logic of Cinque’s analysis, the set of
possible (neutral)® foci in a sentence is determined by its main stress. There are two possibilities.
Either the neutral focus intonation will mark the entire sentence as new information, or only one
constituent will be marked as the focus, and the rest of the sentence will not be included in the
new information material. Reinhart adopts the following rule from Cinque (1993):

3 The Focus Rule: The Focus of IP is a(ny) constituent containing the main stress of IP, as
determined by the stress rule.

The stress is determined cyclically (see (2)) by assigning to each new cycle the main stress on the
previous one, and the Focus Rule allows that each of these constituents can serve as the Focus.
This means that with this main stress, a sentence, like the English sentence I am reading the book,
can be uttered in contexts in which it is appropriate for any of the three constituents (NP, VP, IP)
to serve as Focus:
(4) a. Whatis happening? - [Lam reading the BOOK]r.

b. Whatare youdoing? -I[am reading the BOOK]s.

c. Whatare you reading? - am reading [the BOOK]r.

Examples (4) illustrates that the main stress on the book enables the sentence to be used in a

variety of contexts, since it allows several possible foci. Constituents not included in the focus set

2 The other two word stresses in the word cycle of the derivation (2) do not project; they remain word-level
stresses, and, therefore, not prominent for purposes of the cycles above the word level.

3 Marked stress is used to change the neutral (default) focus, as will be sketched below (see (5)).
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in (4) are V and the subject. In order to focus such constituents as V and the subject, a separate
rule (5) is needed.
(5) Marked Focus Rule: Relocate the main stress on a constituent you want to focus.
The application of rule (5) is shown in (6), for V and the subject, respectively:
(6) a. Are you looking for the book? -  am [READing]r the book.
b. Who is building a desk? - [My NEIGHbor]¢ is building a desk.
Here there is no option of wide focus, as under (3).

Compared to neutral stress, marked stress is uneconomical in the minimalist sense,
because it involves an additional operation. A language like English can use passive and a few
other rearrangements to move a constituent to a position where (3) will apply to achieve the
intended focus interpretation. Other languages, like Italian, use word order variations instead of
marked stress:

(7) a. Johnsone’ morto.
b. E morto Johnson.

c. *JOHNSson e’ morto.
‘Johnson died.’ (Reinhart 1995: (33))

In (7a), the subject raises over the unaccusative verb and cannot receive the Focus which it
otherwise would receive, being in the most embedded position. The generalization which
Reinhart proposes is that movement out of VP may be due fo phonological reasons, the need to
change the stress pattern, ie., the sentence’s focus structure. This analysis, as Reinhart shows, can
be successfully applied to account for Object XP-Scrambling in Dutch.

When the object scrambiles, it is not in a complement position any more; it is now in an
adjoined position, higher than V’. Therefore, the most embedded node in the sentence is the verb,
and it now receives the neutral sentence stress (8b):

(8) a. dakikgisteren het BOEK las.
that] yesterday the book read



b. datik hetboek gisteren LAS*

thatI the book yesterday read
The sentence (8a) has the focus set {IP, VP, O} while (8b) has {IP, VP, V}. Therefore, it appears
that a major reason to prefer a scrambling structure over a non-scrambled one would be to allow
the verb to receive the Focus. Instead of using the marked focus rule, an option that English
employs, Dutch uses XP-Scrambling.

The hypothesis that Object XP-Scrambling in Dutch is motivated by Focus considerations
can be tested further. First, XP-Scrambling of an object should be impossible when the verb is not
a good potential focus, as indeed is the case with the light verbs (see example (1) above). Second,

a pronoun will obligatorily scramble because it cannot carry the main stress:

9 *Ik heb gisteren het gelezen. vs. Ik heb het gisteren gelezen.
‘I did not read it yesterday.’

Finally, the intuitions with respect to the specificity or definiteness effects of XP-
Scrambling, (e.g., that definites scramble better than indefinites), also follow from the Focus
analysis of XP-Scrambling. It is generally the case that indefinites are better foci, because they
represent new information. Therefore, they do not scramble, but stay in the position where they
are focused. Even definites, however, are restricted in their ability to scramble by the
appropriateness of the resuiting focus structure:

(10)a. *Ik heb [de krant]r nog niet geLEzen, maar ik heb [het boek]r al wel geLEzen.
I have newspaper not yet read but I have the book already indeed read

b. Ik heb nog niet [de KRANT]r gelezen, maar ik heb al wel [het BOEK]r gelezen
‘T have not read the newspaper yet but I have already read the book, indeed.’
(Reinhart 1995): (48)-(49)

In (10a), there is a mismatch between focus and stress, in contrast with (10b), and it renders the
sentence hardly processable. Reinhart argues that all these facts point toward the focus account

rather than the semantic account of Object XP-Scrambling in Dutch.

4 Following Reinhart’s logic, adjuncts can only be focused by the Marked Stress Rule (5).
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Reinhart observes that the logic of this analysis is that Focus is essentially a matter of PF.
Independent discourse considerations determine where stress must be assigned in a sentence,
and the stressed constituent signals focus. The Generalized Stress Rule (Cinque, 1993) applies
first, which is dependent exclusively on the syntactic structure. Next, the focus rule relates stress
and syntactic structures to focus. Each derivation is associated with a set of possible foci, namely,
a set of constituents that can serve as the focus of the derivation in a given context. This
association happens at the stage where both the syntactic tree and stress are visible. What stage is
this? Reinhart proposes that this stage is a more general PF construed as an interface where the
full synfactic tree is represented (up to the stage of Spellout), including all additional properties
like stress, feature erasure and other phonological processes. Next, one member of the focus set is
selected as the actual focus of the sentence and discourse conditions determine whether a
derivation with this focus is appropriate for a given context. Any stress pattern other than that
determined by the stress rule is considered marked.

Reinhart’s insight into the relationship between XP-Scrambling, focus and discourse
circumstances looks very promising for a scrambling language like Russian which is traditionally
observed to be strongly discourse-oriented. Recent syntactic studies of word order variation in
Russian conducted within the GB theory and the Minimalist program have concentrated exactt,

on this topic. We will now turn to the discussion of these studies (Section 3.3).

33 Functional Analyses of XP-Scrambling in Russian

331 Introduction
Recently, a number of interesting studies of Russian word order, particularly Scrambling,
have appeared within GB and the Minimalist program (King, 1993; Bailyn, 1995; Kondrashova,

1996; Junghanns and Zybatow, 1995, among others). The main goal of these studies is to describe
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and explain the freedom of surface word order in Russian and also to provide a functional
analysis of what motivates XP-Scrambling in this language.

What follows is a compilation of functional analyses of clause-internal XP-Scrambling in
Russian represented by King (1993), Bailyn (1995), Kondrashova (1996) and Junghanns and
Zybatow (1995) which combine formal apparatus of current syntactic theory and traditional
functional categories of the Prague school. Some readers may wish to skip this detailed
discussion in Sections 3.3.2 - 3.3.5. It provides background information on functional motivation
for Russian XP-Scrambling which is contrasted with the Focus-driven analysis tentatively
proposed in this dissertation (Section 3.4). This background information is also relevant for
understanding the syntactic characteristics of Russian experimental sentences tested in the
processing study (Chapter 4).

The present section addresses recent syntactic analyses of clause-internal XP-Scrambling
in Russian, and its relationship to the notions of given (Topic) vs. new (Focus) information. It is
shown to reflect the discourse circumstances, either in the syntax (King, 1993), or arguably, at a
new, abstract level of representation referred to as Functional Form (Bailyn, 1995), [-Structure

(Kondrashova, 1996), Information-Structure (Junghanns and Zybatow, 1995).

3.3.2  XP-Scrambling as Discourse-Drivcn S-Structure Movement (King, 1993)
King (1993) establishes the configurationality of the Russian clause and argues for the
conclusion that Russian canonical structure is VSO. The structure she proposes is the following

(11):3

3 King (1993) notes that there is no real empirical or theoretical difference between calling the node between
CP and VP either I% or 29, as long as the head has a structure (i):
(@ =
N
NEG I
TNS
King uses the notation I to show that this position is not simply for inflectional features. It can also host
negation and predicate adverbs. King claims, in addition, that SPEC, IP is not a subject but a focus position
in Russian.



a1) cP
_C
SPEC _ %P
Wh-words C TNUY
particle li /\ VP
W~V

SPEC _—"~_
underlying tv
subject

How are the various surface word orders accounted for if they are derived from the structure in
(11)? Word orders, according to King, encode specific discourse information; topics precede
discourse neutral constituents which in turn precede foci. When the arguments in a clause are
discourse neutral, for example in a sentence which opens a discourse, they remain within the VP.
This is the case of the discourse-opening presentational sentences” (12):
(12) Postroila koza izbusku v lesu.

built  goat-NOM hut-ACC in woods-LOC

‘The goat built a hut in the woods.’
The verb postroila ‘built’ precedes its arguments because it raises to X° (the tensed verb always
raises, not only in presentational sentences) while the subject koza ‘the goat-NOM’ remains in the
SPEC, VP and the direct object izbusku ‘the hut-ACC’ remains a complement to the verb. It is
well-known that Russian is a strongly discourse-oriented language, where given information
(theme, topic) typically precedes new information (Rheme, focus). This discoursé orientation, and
the fact that there are no special morphological markings for discourse functions in Russian, give
King reason to believe that arguments move out of their D-structure positions into various
discourse-specific S-structure positions for the purposes of receiving discourse function

interpretations. The proposed movements, which are not distinguished in terms of A’- or A-

¢ King shows that typically, the particle li ‘whether’ is a syntactic clitic that is adjacent to the phrase being
questioned in a yes-no question. If this phrase raises to SPEC, CP, li follows it and appears on the surface in
the second position.

7 Bailyn (1995) refers to presentational sentences as zero-Theme sentences, and Junghanns and Zybatow
(1995) call them thetic sentences.
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movement, can be of the following types: 1) left-adjunction of internal topics to ZP; 2) right-
adjunction of foci to VP; 3) substitution into the SPEC, XP for contrastive focus, and 4) left-
dislocation of external topics.

Topic is loosely defined as what the sentence is about, the equivalent of “old
information” (Theme). Only constituents that are maximal projections can topicalize®. King
classifies Russian topics into two types, external and internal. External topics, as in (13b), are base-
generated in a special CP-adjoined position, are always in the NOM case, are coreferent with a
resumptive pronoun in the clause, and there can be only one external topic per clause. Internal
topics, on the other hand, are always arguments of the verb bearing a particular case-marking
and move from their VP-internal D-Structure position to adjoin to the P, lower than CP. There
are sentences without topics (presentational sentences (12)), and sentences with multiple
(internal) topics (13a). External topics can only occur in root clauses, while internal ones occur in
both root and subordinate clauses (13b):

(13) a. [Ivan]t [mne]r prislal pis’'mo.
Ivan-NOM me-DAT sent letter-ACC
‘Ivan-TOP sent me-TOP a letter.’

b. [Skolai]ectopic, kakaja ona;?
school-NOM, what it

“The school-TOP, what is it all about?’

In non-interrogative sentences, by virtue of their landing site locations (see the structure in (11)

above), topics are always sentence-initial. According to King, this movement is the only way to
encode the discourse function of topic in Russian. If the argument remains within the VP, it
cannot be interpreted as topic.

Focus corresponds roughly to the traditional notion of “new information” (Rheme). In

Russian, focus can be encoded in many ways: word order change, stress assignment, éto clefting,

8 In King's presentation, a phrase is designated as a (intemmal) topic according to the discourse
requirements. It then has to move out of its D-structure position to the topic position. In that sense, being a
topic and topicalizing are identical terms.
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asking a li yes-no question, and morphological particles. King distinguishes three types of focus:
new-information, presentative, and contrastive. New information (14a,b) and presentative focus

(14¢) are always clause-final. (For notation in these examples and below see footnote 1 above):

(14) a. [Otec}r ¢itaet knigu. NO FOCUS MOVEMENT;
father-NOM reads book-ACC (NEW INFORMATION FOCUS ON THE DIRECT OBJECT)
Otec ¢itaet [KNIgujr TOPICALIZATION
Otec [itaet KNIgu]r
b. Citaet knigu [oTEC]¢ RIGHT-ADJUNCTION
‘The father is reading the book. (NEW INFORMATION FOCUS ON THE SUBJECT)
c. Postroila koza izbusku v lesu.
built  goat-NOM hut-ACC in woods-LOC
ostroila koza izbusku v 3 PRESENTATIVE FOCUS
‘The goat built a hut in the woods.”

King argues that these types of focus (new information and presentative) are characteristic of
non-emotive speech. In non-emotive speech (sentences with neutral intonation and no sentence
stress), topics (old information, the Theme) precede foci (new information, the Rheme). In
emotive speech, with expressive intonation and sentence stress, the order of topics and foci may
be the opposite, that is, the focus may precede the topics. King refers to this kind of focus as the
contrastive focus. Contrastive focus is always marked with sentence stress. Since sentence stress
marks the contrastively focused constituent, word order per se is no longer important for this
purpose. The contrastively focused phrase is usually located immediately before the verb, as in
(15a), but it may appear in other positions, as in (15b):

(15) a. “Evgenija Onegina” [PUSkin]cr napisal.

b. [PUSkin]cr “Evgenija Onegina” napisal.
"Pushkin-CF wrote Eugene Onegin.’

To capture the apparent generalization that the contrastively focused constituent in most
cases appears immediately before the verb, King suggests that the contrastive focus is a property
of a particular structural position in the Russian clause, namely, the SPEC, ZP position. Since
there is only one such position, one contrastive focus is allowed per clause. The expanded

version of the underlying structure of the Russian clause is in (16) (cf. (11)):



(16) (King, 1993): Structure of the Russian Clause
E(xpression)
/\ CP
external P o4
topic SPEC NP
Wh-words C NP
internal Y
topics contrastive_—" VP
focus IV TN
VP new-information focus (for subject) (14b)
UV
SPEC _ "~
underlying tv new-information focus (for object) (14a)
subject

To summarize, King (1993) argues for the canonical VSO order of the Russian clause,
where all the arguments originate within the VP out of which they can move. All surface word
orders are derived by various movements: V Raising, Right VP-Adjunction of the subject (Neutral
Focus), Left IP(ZP)-Adjunction of any other NP (Topic), and Substitution into SPEC, IP(ZP)
(Contrastive Focus). King does not formulate her generalizations in terms of A’- or A-movement
since she is more concerned to identify what motivates them. All movements of arguments out of
the VP in Russian result in either topic or focus interpretation. Therefore, the configurational D-
structure of the Russian clause encodes the argument structure of the predicate, while the S-
structure encodes the grammatical functions, and the final orderings reflect structurally

represented discourse functions of topic and focus.

3.33  Extraposition, [P- and VP-Adjunction and the Functional Form Hypothesis (Bailyn, 1995)
Bailyn (1995) also argues for the configurational nature of the Russian clause but he
proposes a more traditional SVO analysis, shown in (17):

(17) (Bailyn, 1995): Structure of the Russian Clause



(Cpy
P
N
Spec "~ PredP
I _ "~ _Pred’
NPesj _—"_VP
Pred® "V
NPair.obj —"_
Vo NPindic obi.

Various surface word orders are derived from the discourse-neutral underlying word order
represented by the structure in (17). These derivations are implemented by XP-Scrambling, an

instance of Move o which is constrained by the same principles that constrain other movement

rules. Bailyn discusses in detail three types of movement that are involved in deriving surface
word order variants in Russian: Rightward Adjunction (Extraposition), Leftward Adjunction (A’-
Movement), and A-Movement.

According to Bailyn, there are two types of Extraposition in Russian which can occur both
in root and subordinate clauses: heavy elements can right-extrapose just like in English, as in
(18a)1%, and subjects in certain types of clauses!l can extrapose, as shown in (18b) for VS
intransitives (unergatives):

(18) a. Ivan protitalt; synu  [pis'mo, kotoroe prislo po poéte};.

Ivan read son-DAT letter-ACC that-ACC came in mail

‘Ivan read to his son the letter that came in the mail.’

b. Na beregu reki t p’j_ut [stariki];.

On shores river-GEN drink  old men-NOM
‘On the shores of the river old men are drinking.’

% According to Bailyn, Russian CPs are found in Wh and yes-no questions, embedded clauses, relative
clauses and some Topicalization structures. However, it is not necessary to include them in matrix
indicative sentences.

10 Recall from the discussion in Chapter 2 that Bailyn argues for an underlying order of two objects where
DO precedes IO, in contrast to standard assumptions that [O precedes DO.

11 The other two types are surface VS clauses with unaccusative verbs and derived OVS clauses with
transitive verbs.
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Leftward Adjunction (A’-Movement) is the process that accounts for the vast majority of
surface word orders in Russian. Bailyn follows the traditional assumption that XP-Scrambling as
Leftward Adjunction adjoins the moved phrase to a higher maximal projection. As Leftward
Adjunction, it exhibits properties almost identical to Wh-Movement, a well-studied instance of
A’-Movement (see Section 2.3.1 above). Bailyn proposes the following two generalizations (19)
describe what are the possible landing sites for adjunction and which constituents can scramble:

(19)  Generalization 1: XP-Scrambling in Russian is disallowed as adjunction to arguments
(DP, PP, CP).

Generalization 2: 1) Only potential arguments can scramble (NP, PP, CP);
2) [+N] categories (including AP) can scramble.12

The final case of XP-Scrambling in Russian is A-Movement, which Bailyn claims is
responsible for deriving constructions comparable to English double-object constructions with
Dative Shift. Reordering of DAT and ACC arguments within the VP in Russian demonstrates
properties of A-Movement, which is possibly realized as VP-adjunction, and it allows A-binding
of anaphors, as shown in (20a), though in the absence of such movement, a Principle C violation
arises, as illustrated in (20b):

(20) a. Mama predstavila [Petrovym;]; drugdruga; t. SCRAMBLED
mother-NOM introduced the Petrovs-DAT each other-ACC

b. *Mama predstavila drug druga;  Petrovym;. UNSCRAMBLED
mother-NOM introduced each other-ACC the Petrovs-DAT

‘Mother introduced the Petrovs to each other.’

Thus, Bailyn (1995) identifies the specific instances of movement in Russian as A’- or A-
movement following Mahajan’s (1990, 1994) and Tada's (1993) proposals about XP-Scrambling as
a non-uniform movement which can be either XP-Adjunction (A’-movement), which corresponds
to Bailyn's Extraposition and Left IP-Adjunction, or Object Shift (A-movement), which

corresponds to Bailyn’s object rearrangements in the double-object construction.

12 Clause 2) in Generalization 2 is needed to account for discontinuous DPs and PPs (see Part II of this
dissertation).
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Just as for King (1993), the most important question that Bailyn tries to answer is what
motivates XP-Scrambling (and Object Shift) in Russian. He adopts the traditional view that in
Russian, Theme (given information, Topic) precedes Rheme (new information, Focus) and argues
that Theme-Rheme structure is derived by XP-Scrambling, which obeys certain syntactic
constraints. Topic is a phrase that has moved to the left-edge of a clause and is [P-adjoined. It
binds a [+Case] gap down below in the clause. This can occur both in matrix (21) and embedded
clauses:

(21) [Generalovln ja nenaviZu ;.
generals-ACC I-NOM hate

‘I hate generals.’

The right edge of the Russian clause is a Focus position. Syntactic Focus is achieved by
means of a particular word order, intonation, or both, and serves to unambiguously identify an
element as Rhematic (new) material. Right Focus is marked by default intonation, which consists
of gradually lowering pitch, which falls sharply on the last stressed word of a sentence. In the
underlying SVO word order for transitive sentences, objects naturally appear in the sentence-final
position and may not be distinguishable as focused in that position. Sentence (22) can be
ambiguous between having the direct object focused as in (22a), the entire VP focused as in (22b),
and the entire clause focused (22c):

(22) maltik citaet knigu.

boy-NOM reads book-ACC

a. mal'¢ik citaet [KNIgulr

b. mal'¢ik [Eitaet KNIgulr

c. [mal'¢ik Eitaet KNIgujr
‘The boy is reading a book.’

When a subject, as in (23a), or a verb, as in (23b), occur in the sentence-final position, they become
focused, and this is the most common way of focusing these constituents:

(23) a. Citaet knigu L’&ik]r
‘It is the boy who is reading the book.”
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b. Mal'¢ik knigu [¢iTAet]s

‘The boy is reading the book.’

Another way of focusing a constituent is to use Left Focus. Left Focus is a more marked
construction, being always accompanied by Focus intonation, that is, by heavy stress and
interpreted as new information. By being on the left, however, the focused phrase may
potentially coincide with the Topic position, which has been identified as the leftmost position in
the sentence. While both the topicalized and the focused phrases are left-adjoined to IP, Left
Focus in (24a) and Topic in (24b) are distinguished by the presence of the heavy stress on the
focused phrase. They also differ by their discourse status: the left-focused phrases KNIgu ‘the
book-ACC’ and IA ‘I-NOM’ represent new information while topic generalov ‘generals-ACC’ in
(24b) is given information:

(24) a. [KNIgu]ir mal'¢ik ¢itaet.
book-ACC boy-NOM reads
‘It is the BOOK that the boy is reading.’
b. [Generalov]t[JAJtr  nenaviZu.

generalssACCI-NOM  hate

‘It is I who hate generals.’

Left Focus in Bailyn’s account of the examples in (24) corresponds to King’s contrastive Focus in
the examples in (14)13.

In summary, Bailyn identifies the two most common ways of focusing material in
Russian. First, rightward movement (or keeping the constituent in situ) associated with neutral
intonation and, second, leftward movement (or keeping the constituent in sifu) associated with
heavy stress (focus intonation). All these movements (XP-Scrambling) that create Topic-Focus
structures in Russian obey the usual syntactic constraints applicable to A’- or A-movement.
Bailyn concludes that XP-Scrambling in Russian is driven by the tendency to display in the

surface syntax certain linguistic relations that in other languages are specified in discourse. He

13 For detailed comparison of all three accounts of Russian XP-Scrambling refer to Table 5.
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puts forward a hypothesis that surface manifestations of discourse representations can be found
at two distinct levels: LF and FF (Functional Form).

Bailyn notes that since surface word order variations in Russian are motivated by logical
and functional considerations, instances of XP-Scrambling can be regarded as overt movements
deriving FF. Topicalization and Focus Movement, as defined by Bailyn, are not tied to any
particular structural positions in a sentence. This stands in contrast with the theory proposed by
King (1993). Focus and Topic, in her analysis, are associated with particular syntactic
configurations (Section 3.3.2). Bailyn shows, to the contrary, that Topics in Russian can precede
or follow a Wh-complementizer, while Focus can be anywhere in the sentence. Therefore, we
should allow for Topics to be adjoined not only to IP, but to CP as well. Focus, on the other hand,
is associated with intonation and projection, and not a particular configurational slot. Moreover,
Left Focus is not necessarily interpreted as Contrastive Focus, in contrast with King’s proposal.

Since, according to Bailyn, Focus and Topic in Russian are not assigned to unique
configurational slots, it is necessary to encode the partition of a sentence into Topic and Focus
domains. This partition is the information represented at the level of FF, where Topic precedes
Focus.

To summarize, Bailyn argues that clause-internal XP-Scrambling in Russian is A’-
movement in most instances but is A-movement with respect to Object Shift in the double-object
construction. However, in contrast to the previous studies of scrambling languages like Japanese,
Korean, German, Hindi, and Dutch, Russian A’-Scrambling can be bidirectional, that is,
adjunction is either to the right of VP or left of IP. The motivation for XP-Scrambling in Russian is
to derive Topic-Focus structure of the Russian clause. This Topic-Focus structure is not tied to
particular syntactic slots, which play a crucial role in King’s analysis of Russian XP-Scrambling
(Section 3.3.2). It is represented at a special abstract level of representation of Functional Form

(FF), derived from the surface structure by rules sensitive to word order and intonation.



334. F-Scrambling vs. N-Scrambling and I-Structure Hypothesis (Kondrashova, 1996)

Kondrashova (1996) proposes a minimalist analysis (Chomsky 1993; 1995) very similar in
spirit to Bailyn’s (1995) with respect to postulating an independent abstract level at which the
distinction between new and given information in Russian is explicitly represented.

She assumes that XP-Scrambling, like any other syntactic operation, should obey the
Economy Principle (Chomsky, 1995), and just as for any other syntactic movement, the traces left
by XP-Scrambling should be bound by operators. Following Tada (1993), Kondrashova
distinguishes three types of XP-Scrambling in Russian, all leftward, depending on the syntactic
characteristics of the landing site: S(hort), M(iddle) and L(ong Distance) XP-Scrambling. S-
Scrambling consists of permutations of objects in IP, but crucially without crossing the subject.
M-Scrambling is movement to a position past the subject within the same clause. L-Scrambling is
movement to a position outside the clause. S- and M-Scrambling can take place both in matrix
and embedded clauses, all three types can be multiple, and one type of XP-Scrambling can be
combined with another in the same sentence. In terms of the landing site problem, Kondrashova
argues for the solution proposed by Frank et al. (1992) for German and Korean, according to
which XP-Scrambling is a non-operator A’-Movement since it does not establish operator-variable
relations. Kondrashova shows that XP-Scrambling does not have either syntactic or semantic
motivation. Syntactically, there is no uniquely defined landing site for a scrambled phrase; it
basically can adjoin almost anywhere within a clause. Most cases of XP-Scrambling do not
introduce any interpretational changes into a sentence because discourse properties (topic and
focus) are not included in semantics. It is equally grammatical for a DP to stay in situ or scramble.
It is not a targeted movement, since nothing forces the scrambled phrase to move from its A-
position, and nothing seems to be achieved by moving it into the scrambled position. Thus, it
looks as if XP-Scrambling in Russian does not obey the Economy Principle. Should the Economy

Principle be abandoned for Russian XP-Scrambling? Kondrashova does not want to accept this.
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Instead, she advocates a solution according to which XP-Scrambling is motivated by the
principles that apply at a new, abstract level of representation, I-Structure.

I-Structure is a level of representation where discourse principles apply. The main idea
behind this proposal is the necessity of distinguishing between new and given information.
Kondrashova defines given information (Topic) as predictable, salient, and part of the knowledge
shared by the speaker and hearer. New information (Focus) is defined as stressed material. The

two principles that apply at I-Structure are the Discrimination Principle and the Alignment

Principle, as shown in (25):
(25) (a) Discrimination Principle: At I-Structure, every element must be F(ocus)- or T(opic)-
marked.
(b) Alignment Principle: At I-Structure, T-marked elements must precede F-marked
elements in a clause.

The Economy Principle applies at I-Structure, so that the derivation that has the minimal number

of covert movements compatible with satisfaction of (25) is allowed and all the others crash.
Kondrashova's analysis of XP-Scrambling in terms of its syntactic nature is very similar to

the analysis advocated by Bailyn (1995). The structure of the grammar is as in (26a), as compared

to that proposed by Bailyn (1995) (26b):

(26) a. Kondrashova: b. Bailyn:
D-Structure D-Structure
9 ®
S-Structure S-Structure
LF ®
PF LF FF
PF ® Articulatory- Concept. Discourse-
I-Structure Perceptual Intention. Contextual

(Kondrashova1995:(23)) ----- INTERFACES------
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According to Kondrashova, S-Structure is a point in the derivation (26a) at which
Spellout takes place The freer the word order is in a language, the closer S-Structure
representations in this language are to their I-Structure representation. S-Structure of scrambling
languages is often a version of I-Structure mapped into PF, where XP-Scrambling is defined as I-
Structure movement. Therefore, S-Structure must be able to simultaneously satisfy [-Structure
principles and be mapped into LF to satisfy semantic principles.® In contrast, in Bailyn’s
analysis, FF constitutes a third point of interface (the other two being PF and LF) between the
human linguistic system and the non-linguistic portions of the mind.16

How does a syntactic derivation of a sentence proceed in Kondrashova’s system? The
facts analyzed are the same as in King’s (1993) and Bailyn’s (1995) accounts, but the mechanism is
different. A pitch accent in the intonation contour marks particular material that has new
information status in a sentence, as focused [+F]. The movement of an F-marked element is
defined as F(ocus)-Scrambling. Elements that have given-information status get T(opic)-marked
and are subject to a different type of XP-Scrambling, N(eutral)-Scrambling. F-scrambled elements
differ from N-scrambled elements with respect to pitch accent: F-scrambled elements bear a pitch
accent, and N-scrambled ones do not.

F-Scrambling seems to present a problem for the Economy Principle: why move the F-
marked constituent at all if it is more economical to leave it in situ? The explanation comes from
the fact that F-Scrambling has a motivation different from N-Scrambling and can, but does not

have to be, an [-Structure-building movement at all. Focus is not only a syntactic and semantic

14 “_.. starting from a certain point, the derivation takes two different courses: one to build the I-structure,
the other to build the LF. ... I place the LF/I-structure bifurcation in the middle of the derivational path,
before I-structure movements come into play. As for PF, [ assume that since PF rules apply to S-structure,
the PF level forks off at whatever point in the derivation the Spellout occurs, so that PF is floating together
with S-structure”. (Kondrashova 1995, pp. 123-1249)

15 Kondrashova, like Bailyn (1995), argues that the two levels of representation in her system, LF and I-
Structure, can have incompatible properties and thus each is independently needed (see Kondrashova
(1996), Chapter 3).

16 Bailyn’s (1995) dissertation and Kondrashova’s (1996) dissertation, despite the actual difference in dates ,
appeared simultaneously, and, therefore, neither of the authors responded to the other proposal.
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notion, but a prosodic one as well, and X'-theoretical distinctions play a crucial role in the Focus-
formation process. Three rules apply in order to satisfy the Discrimination Principle (25a): the
Basic Focus Rule, the Focus Projection rule, and the Basic Topic Rule. The Basic Focus Rule says
that an accented word is F-marked. The Basic Topic Rule makes everything that is not F-marked,
T-marked. The Focus Projection Rule may or may not include elements into the Focus of the
sentence. Only heads and complements can project Focus, while adjoined and SPEC-elements
cannot, which amounts to saying that the Sentential Focus can project and Constituent Focus
cannot. Pitch accent on the head of a phrase ensures F-marking of its complements and also
allows projection of F-marking all the way up to the highest maximal projection.
Consider the sentences in (27):

(27) a. Kolja poslal MASe pis’mo. D-STRUCTURE
Kolja-NOM sent MAsha-DAT letter-ACC

b. Kolja [pis’moi}r poslal [MASe}r & S-STRUCTURE = [-STRUCTURE

Kolja-NOM letter-ACC sent MAsha-DAT

‘Kolja sent Masha a letter.’
At D-Structure (27a), the indirect object MAse ‘Masha-DAT’ has new information status and the
direct object pis’mo ‘letter-ACC’ has given information status. F-marking applies to the sentence
as shown in (27b) and it tries to mark the sentence-final constituent pis’mo ‘letter-ACC’ as focused.
However, its status as given information is incompatible with F-marking, and in accordance with
the Discrimination Principle (25a), it instead receives T-marking. Being T-marked, it can undergo
N-Scrambling and MASe ‘Masha-DAT’ now becomes the sentence-final constituent, which
receives F-marking by virtue of its position. The Alignment Principle (25b) is satisfied already at
this point in the derivation (at S-Structure): The T-marked material precedes the F-marked
material, and no other movements need to take place at I-Structure.

The situation is different in the examples in (28):

(28) a. Kolja poslal Mase pisMO. D-STRUCTURE
Kolja-NOM sent MAsha-DAT letter-ACC

b. Kolja [piMOj]r  poslal [Mase]r & S-STRUCTURE WITH SCRAMBLING
Kolja-NOM LETTer-ACC sent Masha-DAT
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c. Kolja t poslal [Mase}r [pisMOi]¢ [-STRUCTURE
Kolja-NOM sent Masha-DAT LETTer-ACC
‘Kolja sent a letter to Masha.”

In (28b), the objects have their statuses reversed — pis’MO “letter-ACC’ is defined as new
information and MaSe ‘Masha-DAT’ as given information. Pis’MO ‘letter-ACC’ receives F-
marking (Constituent Focus) and can now undergo F-Scrambling. It does not need to move, since
it is already in the default sentence-final focus position. T-marked material, Mase ‘Masha-DAT’,
also does not undergo N-Scrambling. However, notice that now the structure in (28b) violates I-
Structure’s Alignment Principle, since the F-marked element precedes the T-marked element. In
order to satisfy it, the scrambled pis’MO ‘letter-ACC’ covertly, at [-Structure, moves to the
sentence-final position (28c). Thus, XP-Scrambling is driven by the information status of
arguments: phrases with new information status are focused and undergo F-Scrambling, while
phrases with given information status are topics and undergo N-Scrambling.

Since XP-Scrambling is an adjunction operation, pitch accent on the adjoined scrambled
phrase is not allowed to project The direct object pis’MO ‘letter-ACC’ in (28a) cannot be
interpreted as Constituent-focused in this position, because it is always possible to project Focus
from the object all the way to include the entire sentence. The only way to ensure that it gets a
Constituent Focus is to scramble it. Then it will receive a Constituent Focus, which cannot
project. T-marked arguments may N-scramble to avoid being included into the Focus. When
adjoined, N-scrambled elements interrupt Focus projection. Thus, both F-Scrambling and N-
Scrambling can be motivated by interpretational considerations related to Focus formation. Focus
is an I-Structure phenomenon, since word orders produced by Focus formation are consistent
with I-Structure principles, but are incompatible with the semantic principles that govern

formation of quantificational domains at LF.



102

33.5 Information-Structure (Junghanns and Zybatow, 1995)

Junghanns and Zybatow (1995) (like King (1993) and Bailyn (1995)) consider Russian a
configurational language and propose an articulated structure of the Russian clause with multiple
functional projections. The surface word orders are derived by a series of overt movements.
Except in zero-thetic sentences, the subject raises to SPEC, AgrsP, and the verb to Agrs. The
movement of the subject is motivated by the discourse situation — it raises when it has already
been introduced in the discourse. Overt raising of the object occurs for the purposes of
(contrastive) Topicalization, as shown in (29):

(29) Gazetu; Ivan itaet ;.

newspaper-ACC Ivan-NOM reads

‘It is the newspaper that Ivan is reading.’ (Junghanns and Zybatow 1995: (17))

Examples like (29) show that subject and object (as well as the verb) in Russian can move
out of their base positions. However, such movements are optional since overt morphology does
not render them necessary. Junghanns and Zybatow claim that overt movement is induced by
requirements of a special abstract level of representation, Information Structure (15).

This level seems to be very similar to the Functional Form advocated by Bailyn (1995) and
the [-Structure proposed by Kondrashova (1996). IS refers to the surface order of elements in the
clause, which reflects the communicative situation. IS has two dimensions, that is, there are two
ways of partitioning IS: Focus-Background Structure (FBS) and Topic-Comment Structure (TCS). At
FBS, a constituent that conveys new information is singled out, while at TCS, a constituent that

the clause is about is prominent. Example (30) illustrates the two dimensions of IS:

(30) -Kto tebe podaril kol’co? -Kol'co mne  podaril Ivan.
who-NOM you-DAT gave thering-ACC  ring-ACC me-DAT gave Ivan-NOM
‘Who gave you the ring? ‘It was Ivan who gave me the ring.’

background focus
FBS: [Kol'co mne podaril] [Ivan]
topic comment
TCS: [Kol'co] [mne podaril Ivan]



103

Junghanns and Zybatow make the following two assumptions about the IS of Russian
clauses:

(31) 1.  Constituents move out of the VP only if required to by their discourse functions;

2. Certain syntactic positions are associated with particular discourse functions.
(Different types of topics and foci are syntactically and phonologically encoded in
different ways.)

Important aspects of the sentence characteristics in Russian represented at IS include
neutral sentence stress (neutral focus), contrastive stress (contrastive focus), and overt movement
of constituents. All three factors can overlap in a sentence, and this is responsible for multiple
possible IS representations. The neutral focus is the so-called New Information Focus, which can
be either minimal or non-minimal, that is, it can project higher up in the clause (to include the VP,
or the entire CP). Thus, the focus exponent, the syllable carrying the main stress, carries the focus
feature [+F] and can be associated with different syntactic domains. Junghanns and Zybatow
assume that this focus feature [F] is purely syntactic and is realized via free assignment to any
constituent in the syntactic tree. The pragmatic function of [F] is to emphasize the information
that is important in the given context. The constituent associated with the topic feature must
move to the topic position. The topic position in the Russian clause is the position adjoined to
AgrsP.

Continuing the discussion on the discourse nature of the postverbal subject started by
King (1993) and Bailyn (1995), Junghanns and Zybatow also address this issue. They discuss two
potential solutions: VP-Evacuation and Right Adjunction. VP-Evacuation can be motivated by
the necessity for material which does not belong to the focus to move out of the VP, which
(provided there is neutral focus in the sentence) always gets the [F] feature. The subject will
remain within the VP and its stressed syllable will be the focus exponent. This solution is
adopted by Kondrashova (1996). Right Adjunction means that a narrowly focused subject moves
out of the VP and right-adjoins to it, a solution argued by both King (1993) and Bailyn (1995).

Junghanns and Zybatow show that major problems for minimality arise for the VP-Evacuation
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hypothesis, when the sentence contains more lexical material than just subject, verb, and object,
and so they adopt the Right Adjunction hypothesis for the postverbal subjects.

Recall that the neutral focus is only one type of possible focus in Russian. The second one
is the Contrastive Focus, which in contrast to the New Information (neutral) Focus has emphatic
meaning indicating a contrast with other potential answers. Contrastive Focus always correlates
with contrastive stress and can focus any constituent in situ or after movement. Since the
Contrastive Focus is realized by means of a syntactic feature with corresponding phonological
and semantic consequences, it is not bound to a particular position. This view is in contrast with
King's (1993) theory, according to which the SPEC position of a particular functional projection
(ZP) is the unique syntactic position for Russian Contrastive Focus.

To sum up: Junghanns and Zybatow’s analysis of word order variation in Russian is not
as detailed as either of the first three proposals, King (1993), Bailyn (1995), and Kondrashova
(1996) Assuming the configurational character of the Russian clause, they adopt a Split-Infl
hypothesis for Russian and the VP-internal subject position which allow overt movements of
constituents in the clause. Junghanns and Zybatow, however, do not discuss the syntactic nature
of such movements. They strive to find a motivation for them which comes from discourse
requirements to be fulfilled at the level of Information-Structure. In contrast to the other three
proposals, they claim that Topic and Focus each has its own partition at IS. Note that all four
discourse-function analyses are highly comparable to each other:

Table 4. Comparison of the Four Approaches to Discourse-Relevant
Status of Constituents

DISCOURSE-RELEVANT STATUS OF CONSTITUENTS

KING (1993) Topic - discourse-neutral material - Focus
BAILYN (1995) Topic --------- Xeocoooonnnan - Focus
KONDRASHOVA Topic --------- ), Q. - Focus
(1996)

JUNGHANNS AND Topic ------- Comment

ZYBATOW (1995)
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There is always Topic that precedes Focus, which can be separated by some neutral material X,
most typically the verb. Topic moves out of the VP and adjoins to the left of some higher
functional projection in the expanded IP. Focus can be of two types: Sentential (wide, default)
and Constituent (narrow, contrastive). While sentential Focus is assigned on the right edge of the
clause to a constituent in situ, constituent Focus can be assigned either to any constituent in situ
with the help of special intonation and stress, or via movement of this constituent to a right-
adjoined VP-position.

Topic and Focus movements can happen either at S-Structure or at an abstract level of
Functional Form (I-Structure, Information-Structure). At S-Structure, these instances of
movement are mostly adjunctions (with possible exception of the double-object construction),
which makes them A’-movements. These movements can also occur at FF. FF-movements are not
defined with respect to their A’-/A-properties because this distinction is not relevant at the FF
level. The crucial point is their driving force. Since the driving force behind Topic and Focus
movement is discourse requirements, which are satisfied at FF, Topic and Focus movements are
defined as discourse-motivated XP-Scrambling, which is presented as an argument in favor of the

level of Functional Form.

336 Summary
In order to understand the relationships among the different proposals described

in sections 3.3.2 to 3.3.5, I present here in Table 5 a concise comparison of the four functional

approaches to XP-Scrambling in Russian:
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Table 5. Comparison of the Four Functional Approaches to Word Order Variations in Russian

KING (1993) BAILYN (1995) KONDRASHOVA ~ JUNGHANNS AND
(1996) ZYBATOW (1995)
Configurationality VSO SvVO SVO SvVO
Relevant Functional ZP PredP AspP, AgroP, CP,
Projections NegP, TP, AgrsP
Position of Subject SPEC, VP SPEC, PredP SPEC, VP SPEC, VP
Verb Raising Vo—>p VO —> Pred® V —> Agrs
XP-Scramblingas 1) Right VP- 1) Rightward VP- 1) S-Scrambling
Movement Adjunction Adjunction =A-Movement
2) Left ZP- 2) A’-Movement 2) M-Scrambling =
Adjunction IP-Adjunction A’ or A-
3) Substitution 3) A-Movement Movement
into SPEC, ZP =left VP- 3) L-Scrambling
Adjunction =A’-Movement
XP-Scrambling 1) Focus Mov-t 1) F-Scrambling.
types 2) Topicalization = 2) N-Scrambling
Focus types 1) new info.2) 1) Right Focus = 1) Sentential Focus 1) new
presentational 3) new information 2) Constituent information
contrastive 2) Left Focus Focus 2) contrastive
Focus position: right-edge of the right-edgeof the right-edgeof the right-edge of the
new info focus; clause - in situ; clause - in situ; clause - in situ; clause - in situ;
Focus position:  0- right VP- right VP- Left movement of right VP-
Theme sentences adjunction adjunction constituents adjunction
Focus position: SPEC, ZP anywhere in the anywhere in the
Contrastive focus clause clause
Focus and 1) Basic Focus 1) Basic Focus
Intonation (Stress) 2) Stress Focus 2) Constituent F
3) Phrasal Focus  3) Projection of F
Special level of none Functional I-Structure Information-
representation Structure (FF) Structure (IS)
Motivation for XP-  Discourse to derive FF to derive I- to derive IS;
Scrambling functions Structure; to to disambiguate
associated with disambiguate Focus ambiguities
unique S-Struct. Focus ambiguities
positions
Rules/Principles none “Generalized Tree Discrimination 2 dimensions:
of special level Splitting”: Principle Focus-
Topic Raising Alignment Background
Focus Raising Principle Topic-Comment
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King (1993) argues that word order in Russian directly, ie., syntactically, encodes the
discourse functions of topic and focus. In the unmarked case, initial elements are topics, they are
followed by discourse-neutral information, and final elements are foci, resulting in typical SVO
word order. Multiple topics and foci are allowed and are even quite frequent. Topics move out
of the VP and adjoin to the ZP. New-information focus usually occurs at the right-edge of the
clause and can project all the way to include the entire clause. A contrastively focused phrase
moves out of the VP into the SPEC, ZP. Presentational focus is used in so-called presentational
sentences with no topics, and the subject in such sentences stays in situ while the verb moves
above it, and this results in the presentational VSO word order. King does not provide any
explanation about how particular phrases get marked as topics and foci. She assumes that these
functions are provided by the discourse circumstances, and the goal of syntax is to syntactically
realize them, since Russian is one of the languages that bears its discourse-orientation on its
sleeve.

Bailyn (1995), Kondrashova (1996), and Junghanns and Zybatow (1995) all argue against
King's proposal, that discourse functions are associated with unique syntactic positions in the
Russian clause. And if they are not, then the conclusion is that S-Structure is not the right
representation for discourse functions. For these purposes, an additional abstract level of
representation is required?, Functional Form (FF) (Bailyn, 1995), [-Structure (Kondrashova, 1996),
Information-Structure (Junghanns and Zybatow, 1995), which is necessary to uniquely encode
these functions and to disambiguate possible functional representations of a Russian sentence. A
particular functional structure of the clause, marked by intonational means, is derived by moving
topics and foci via XP-Scrambling. XP-Scrambling may remove a particular phrase out of the
scope of focus by moving it to a position outside the VP. On the other hand, intonation may mark

the same phrase with special pitch, which will allow or disallow a certain functional

'7_A similar proposal is advocated by Erteschik-Shir (1993) in her manuscript Dynamics of Focus Structure
based primarily on data from English and Hebrew. She argues for a universal abstract level of Focus
Structure.
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interpretation. At FF/I-Structure, phrases marked as [+topic] must precede phrases marked as
[+focus]. If XP-Scrambling has already done the job by providing a legitimate order (topics
precede foci), the FF/I-Structure of the sentence will coincide with its S-Structure. If not, covert
movement at FF/I-Structure will ensure that topics precede foci (see Section 1.3 above for
discussion).

While Bailyn and Kondrashova discuss at length the differences between FF/I-Structure
and LF, showing that both are independently needed, they do not address the relationship
between PF and FF/I-Structure (nor do Junghanns and Zybatow, 1995) or whether one is
reducible to another. However, in contrast to King's theory, both Bailyn and Kondrashova try to

show how the topic/focus distinction is realized at FF by using Selkirk's (1995) theory of focus.

34 XP-Scrambling in Russian and the Syntax-Phonology Interface

In Section 3.2, we have reviewed Reinhart’s (1995) arguments in favor of XP-Scrambling
as driven by Focus requirements. This analysis becomes especially attractive when applied to
languages like Russian which are traditionally known to have discourse-oriented ‘free’ word
order. In Section 3.3, it has been shown that recent studies of XP-Scrambling in Russian (King,
1993; Bailyn, 1995; Kondrashova, 1996; Junghanns and Zybatow, 1995) pay special attention to the
question of its motivation, an important issue within the Minimalist program. These analyses can
be identified as a discourse-function approach to XP-Scrambling because they are less concerned
with the issue of the structural characteristics of XP-Scrambling in Russian than with its
motivation. Relying heavily on already well-established facts in functional grammar (for
instance, Yokoyama, 1982), particularly notions of new/given, and combining them with formal
GB principles, these analyses attempt to link word order variation in Russian with the
Topic/Focus distinction, a relatively new field of interest in current generative grammar. Topic

and Focus movements in Russian are argued to be driven by the necessity to satisfy a principle of
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organization of discourse in Russian, according to which Topic precedes Focus. Within the
discourse-function approaches, this principle is presumed to operate at a special abstract level of
representation, Functional Form (FF) (a.k.a I-Structure, Information-Structure), for the existence
of which the authors propose various arguments.

The introduction of a new level of representation is a serious step in the modification of
the current linguistic theory, and it has not yet been shown convincingly whether FF is necessary.
Reinhart’s (1995) theory makes it possible to investigate an alternative to this modification, that is,
a syntax-phonology interface analysis of XP-Scrambling. In the present Section 3.4 I will present
an attempt to describe XP-Scrambling in Russian in terms of Reinhart's analysis of a syntax-
phonology interface, an alternative to the four functional analyses of Russian XP-Scrambling as
FF movement.

As has been argued in Chapter 2, freedom of XP-Scrambling in Russian is considerable. 18
It is very difficult to find examples of ungrammatical XP-Scrambling, other than those exhibiting
unacceptable ambiguity or violating a particular grammatical cdmt such as binding and
bounding constraints. However, among possible word orders for a particular sentence, there is a
sort of hierarchy of choices according to which some are better and some are worse. Investigation
of the factors relevant to the acceptability or naturalness of XP-Scrambling goes well beyond that
of syntax. These factors concern the communicative structure of the Russian clause, that is, its
focus structure which encodes specific discourse functions. Under normal circumstances, Topic
(Theme) usually precedes focus (Rheme) in neutral speech (32):
(32) a. Zero context: the opening sentence of the discourse:

@ Ja sly$al, ¢to uexal [Ivan]. MARKED
I heard that left Ivan-F

(ii) Ja sly3al, ¢to Ivan [uExal]. NEUTRAL
I heard that Ivan left-F

18 The situation is further complicated by the fact that despite the rich morphological system, there are no
special markings on topic and focus in Russian, as is the case in some other languages. There is no
morpheme which indicates topicalized constituents. Also, no visible syntactic changes (such as V2 in
Hungarian) are triggered by XP-Scrambling.
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b. Context:
(i) A: Ivan vsesidit v otkaznikax. OVIR ne daet emu pasporta.
Ivan is still a “refusnik”. The OVIR does not give him his passport.

(ii)B: A jaslySal, ¢to [uExal] Ivan. CONTRASTIVE
ButI heard that left-CF Ivan

Since the context is zero in (32a), the unmarked word order, SVO, is overwhelmingly preferred.
Felicitous use of the proper name presupposes that [van has the status of given information and
so it should precede new information, the fact that he left, as in (32a(ii)). This restriction is
violated in (32a(i)), thus rendering the sentence odd with neutral intonation. It is not
ungrammatical, however. Proper context (32b) makes it perfectly acceptable: uexal ‘left’ receives a
contrastive interpretation.

In this chapter, I propose to examine the focus structure of a sentence as encoded at the
syntax-phonology interface, where focus structure is understood broadly along the lines of
Reinhart (1995). I will consider how this structure is defined by intonation and stress patterns,
and how focus considerations motivate XP-Scrambling. Discourse circumstances require each
sentence to have a particular focus structure since focusless sentences are prohibited. The Focus
structure of a sentence is represented at the syntax-phonology interface, “an enriched PF”,
according to Reinhart’s terminology. It is enriched in the sense that the syntactic tree is
augmented with certain segmental and prosodic features. Although Reinhart does not state this
overtly, I understand the enriched PF as being able to capture such phenomena as sandhi, timing
differences, pitch resetting, etc.

Such prosodic features as [-SS] and [+CS] introduced in this section will be a part of the
focus structure of a sentence with Scrambling; the [-SS] feature can be associated with one or
more phrases, in the case of multiple Scrambling. Particular applications of XP-Scrambling are
triggered by the necessity to check off this feature. At the enriched PF, this feature can be
instantiated as [-sentential stress] since prosodic means are argued to be a part of it. It is a strong

feature and it will require an overt movement in the syntax. The goal of XP-Scrambling is
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understood as an operation which takes one or more [-SS] phrases and removes them from the
domain of default Sentential Focus. Scrambled phrases land in IP- (or VP-)adjoined positions
which block projection of Sentential Focus. The remaining part of the sentence will receive
default Sentential Focus through the Generalized Stress Rule, with the most embedded
constituent bearing [+sentential stress] and it will have a gradually falling intonational contour.
Thus, the only function of XP-Scrambling is to de-focus a phrase; this operation cannot be
achieved by prosodic means (which can only assign stress but not remove it). This fact explains
frequent combination of XP-Scrambling and prosody in assigning focus structure in Russian.

Under special circumstances, discourse may require a particular constituent to have a
Constituent Focus interpretation, which can but does not have to be contrastive. The process of
assigning Constituent Focus represented by the feature [+CS] is independent of XP-Scrambling.
Note that this feature, in contrast to [-SS], has to be weak otherwise it would trigger overt
movement as well, contrary to empirical facts. Since the feature [+CS] can be assigned anywhere
in the sentence including the scrambled phrase itself, Constituent Focus can be assigned to any
phrase in a sentence. That phrase will be marked with special stress, will have its own separate
intonational contour and will have a pause after it.

Consider now how a focus structure can be assigned to a typical Russian unscrambled
SVO sentence given in (33). According to the Generalized Stress Rule adopted by Reinhart from
Cinque (1993), the most embedded constituent in the clause will receive the default sentential
stress. In Russian which, like English, is a right-branching language, the most embedded
constituent in a SVO configuration (without adverbs, etc.) is the object:
@) P

T
mal¢ik _ " _VP
boy-N ¢ditaet; _ "V’
is reading ——_~.DP
& KNIgu [+SS] ¢ sentential stress by Generalized Stress Rule
book-ACC « Sentential Focus by the Focus rule

‘The boy is reading [the BOOK]-SF.
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The set of possible (sentential) foci in the clause, as argued by Reinhart, is determined by
its sentential stress. The stress is determined cyclically by assigning at each new cycle the main
stress based on the assignment from the previous cycle (34a), and the Focus Rule (see Section 3.2
above) allows each of these constituents to serve as the Focus (34b):

(34) a. Mal'tik citaet knigu b. RESULTING F-STRUCTURES:

boy-NOM is reading book-ACC
[mal’¢ik[Citaet [knigu]]]

1. word stress: [ * [ * [ * 1

2.DPcyde: [ [ [ * 1M mal'¢ik Gitaet{KNIgu]
3.VPcycle: [ [ * 1 mal'¢ik [Citaet KNIgu]
4. IP cycle: 1 * ] [mal’&ik Citaet KNIgu]

Reinhart notes that Cinque, in his theory of stress assignment, does not count subject as a
constituent which should be included in the extended focus projection; he suggests that the
subject possibly constitutes a separate cycle. Reinhart is tentative about this point, speculating
that adjoined constituents and constituents in SPEC positions probably are not included in the F-
projection. In (34) and (35) below, the subject mal'¢ik ‘the boy-NOM’ is not included in the F-
projection. This is consistent with empirical data from other languages.

Because of the possibility of projecting focus up, the sentence in (33)-(34) is functionally
ambiguous, as argued by King, Bailyn, Kondrashova, and Junghanns and Zybatow. That is, with

the sentential stress on the direct object KNIgu ‘the BOOK-ACC', it can be uttered in any of the

three following contexts (35):
(35) a. Cto proisxodit? - [Mal'¢ik &itaet KNIgu].
what is happening? [The boy is reading the BOOK]-SF
b. Cto delaet mal'¢ik? - Mal'¢ik [¢itaet KNIgul].
What is the boy doing? The boy [is reading the BOOK]-SF
c. Cto ¢itaet mal'¢ik? - Mal¢ik citaet .
what is the boy reading? The boy is reading [the BOOK]-SF

A theory along the lines proposed by Bailyn, Kondrashova, and Junghanns and Zybatow

requires the FF/I-Structure level to represent the three different possible focus structures
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assigned to this sentence. However, for Reinhart, it is not necessary to have a special level of
representation to account for this functional ambiguity. At the syntax-phonology interface, the S-
Structure, with its full syntactic tree, is enriched with the relevant elements of the phonological

structure, such as main stress and necessary prosodic features (36):

(36) .JP « (35a): Sentential Focus (SF) projected by the Focus Projection rule
U
mal'éik _ VP « (35b): SF projected by the Focus Projection rule

boy-N ¢itaey _ "~V
is reading _—~DpP
t KNIgu [+SS] & (35c¢): SF by the Focus rule
BOOK-ACC ¢ sentential stress by Generalized Stress Rule

The Focus rule, which relates stress and syntactic structures to focus, applies at the syntax-
phonology interface, where it associates a set of possible foci (35a-c) with each “enriched” PF
representation (36). Reinhart did not provide a formal notation for representing this enriched PF.
[ use (36) just as a convenient way of illustrating her general ideas ((36) is, in fact, three separate
PF-representations collapsed together, representing (35a-c)). Via the notion of focus, sentential
stress interfaces with the theory of discourse. The sentential stress assigned by PF enables
sentence (33) to be used in a variety of contexts, since it permits a broad set of possible foci {IP,
VP, DO}, as in (35), from which the context can select the appropriate one. Note that I set aside
here questions about what the restrictions are on possible focus selection and which focus
selection is appropriate for which discourse. For present purposes what is important is that if the
functional ambiguity of structures like (35) at the enriched PF is disambiguated with the help of
the theory of discourse, and each structure is associated with a unique PF, as in (36), one reason
for postulating the FF/I-Structure does not exist any more. Reinhart’s theory makes it possible to
unify XP-Scrambling and intonational means of assigning the focus structure to a sentence,
without resorting to this special additional level.

The second reason that has been given for positing the FF/I-Structure as a separate

abstract level of representation is to account for the standard requirement in Russian that topics

(given material) precede foci (new material) in the sentence. To make this so at S-Structure may
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be the purpose of XP-Scrambling, as these authors claim. However, in cases where XP-Scrambling
is not used, but intonational means are used instead, covert movement at the FF/I-Structure level
is called for in order to fulfill this discourse requirement. For example, in Bailyn’s (1995) theory
(see Section 3.3.3 above), there are two movement rules that operate at the level of FF: Focus
Raising and Topic Raising. Focus Raising requires all material marked [+F] to adjoin to PredP,
and the Topic Raising rule adjoins all the material marked with [+T] to IP. These rules operate
just in case there is no overt XP-Scrambling in a particular sentence, but where Focus precedes
Topic in violation of the principle that topics precede foci. This principle holds in most languages
(but not all; see Mithun and Miller (1996) on Mohawk). Similarly, Kondrashova (1996) (see
Se:tion 3.3.4) proposes the movement rules of N- and F-Scrambling, which can operate overtly at
S-Structure, or covertly at I-Structure. In order for T-marked elements to precede F-marked
elements, particular constituents may undergo movement at I-Structure to create the proper order
of T- and F-marked constituents (see example (28b), Section 3.3.4 for details). Note that covert
movement in these theories happens only when topic and focus are marked with special
intonation. Since Reinhart’s theory unifies XP-Scrambling and intonational means of assigning the
focus structure to a sentence, no covert movement is necessary. Intonational means of assigning
focus is reflected in special stress [+CS] on a phrase in the sentence. The process of assigning
feature [+CS] is a separate process driven by discourse circumstances in which the sentence
occurs, and any phrase can carry this feature resulting in Constituent Focus. Thus, the example
described in (33)-(36), can have additional, Constituent Focus structures, shown in (37):
(37) a. Mal'¢tik citaet [KNIgu].

‘The boy is reading the BOOK[+CS]".

‘It is the book that the boy is reading.”

b. Mal'¢ik [&iTAet] knigu.
‘The boy is READing[+CS] the book.’
‘What the boy is doing, he is reading the book.’
c. [MAL'¢k] Citaet knigu.

"The BOY[+CS] is reading the book.”
‘It is the boy who is reading the book.’
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How is Focus structure assigned to sentences with XP-Scrambling? In order for the object
in (33)-(36) to receive Focus, the object can remain in sitw. The verb and the subject cannot receive
sentential Focus independent from the object. They can only be included into the domain of
sentential Focus by projection. Suppose discourse circumstances require one of them to be
focused. There are two equal ways to achieve this, by XP-Scrambling the object and by
assignment of Constituent Focus. If the object is removed by XP-Scrambling out of the VP and
adjoined to IP (or VP), the verb becomes the most embedded constituent and it will receive
sentential Focus, as shown in (38a, b). That is, in order to obtain Focus on the verb, we de-focus
the object. Employing the mechanism of movement, a scrambled phrase with the feature [-SS] is

moved into one of the possible landing sites, [P-adjunction in (38a), or VP-adjunction in (38b):

(38) a IP
P « SF projected by the Focus Projection rule

bOOk-A ma.l'éik /\V'

bOY-NOM /\
SF by Focus Rule —» &iTAet [+SS] t
is READing
(i) Knigu mal'¢ik [¢iTAet]. (ii) Knigu [mal’¢ik &iTAet].
lit. ‘the book the boy [is READing][+SS]." lit.'the book [the boy is READing][+SF].

b. IP
/\VP
mal'éik __—"~__VP
boy-N knigwi[-SS] __— —~—~—_
book-ACC &iTAet[+SS] &
SF by Focus Rule —» is READing

Mal'¢ik knigu [¢iTAet].
lit. “The boy the book [is READing] [+SS].’

(38a) is still ambiguous because it will allow two focus structures at PF: one with just the verb as
the focused constituent (i), and one including the entire IP (ii). The scrambled object knigu ‘the
book-ACC’, however, will not be included, because being adjoined to VP, it is outside the focus
projection. In (38b), both the object and the subject are not included in the focus set resulting in a

structure which is unambiguous with respect to its focus interpretation: the verb is the only
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constituent that can be focused. In this respect, Russian is similar to Dutch, where XP-Scrambling
is used to assign focus to a constituent from the set of possible foci which cannot get focused
otherwise. This is the case of Dutch sentences with Object Scrambling: the verb receives
sentential focus after the object is scrambled. This procedure identifies the main function of XP-
Scrambling in both languages — tree-splitting for the purposes of De-Focusing.

What is the formal motivation for XP-Scrambling in examples like (38a-b)? The [-SS]
feature is imposed on the object DP kmigu ‘book-ACC’, and will trigger overt application of
movement. In addition, after XP-Scrambling has changed the focus structure of the sentence by
removing a constituent out of the purview of the sentential focus, an independent operation
which assigns Constituent Focus can also be performed, if required by discourse.’® The Marked
Focus Rule applies (see Section 3.2.4) to assign special stress [+CS] on a constituent that needs to
be Constituent-focused. Note that this feature in contrast to the feature [-SS] is weak and does not
trigger an application of XP-Scrambling. The resulting structures will be similar to (37) differing
only in having XP-Scrambling of the direct object:

(39) a. [KNIgu] mal'¢ik ¢itaet.
‘The BOOK[+CS] the boy is reading’.
‘It is the book that the boy is reading.’
b. Knigu mal'¢ik [¢iTAet].
“The book the boy is READing[+CS].’
‘What the boy is doing, he is reading the book.’
c. Knigu [MAL'¢K] ¢itaet.

‘The book the BOY[+CS] is reading.’

‘It is the boy who is reading the book.’

The nature of the features [SS] and [CS] is prosodic, so they are PF features. The question then
arises why they need to be checked off in the syntax. Reinhart’s concept of the enriched PF allows

such features to participate in the syntactic derivation because all the relevant prosodic

information is represented in the tree at this interface. Stress is assigned pre-syntactically which

19 Bailyn (1995) refers to constituent focus as Left Focus (Section 3.3.3). Kondrashova (1996) argues that her
rule of F-Scrambling applies to phrases to which either sentential or constituent focus is assigned (Section
3.3.4). For Reinhart’s notion of constituent focus, see Section 3.2.
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allows it to play a crudial role in deriving focus structure.® Different combinations of the two
features will result in four possible options in terms of stress, related to focus assignment:

(40) [+59] [-ss]
[+CS]  aphrase in its D-Structure a scrambled phrase which is
position which is assigned assigned Constituent Focus
Constituent Focus SPEC, FP substitution
[[CS]  aphrase in its D-Structure a scrambled phrase which is
position which is assigned not assigned any Focus
sentential Focus IP (VP)-adjunction

Note that the account of what motivates XP-Scrambling in Russian presented above
differs from Reinhart's theory of Scrambling as driven by Focus requirements in Dutch in one
aspect. According to Reinhart, Scrambling not only can serve the purposes of de-focusing, but
can also be used to move a constituent to a position where it will receive Constituent Focus. She
suggests that assignment of Constituent Focus can be a matter of cross-linguistic variation. In her
account of narrowly focused su.bjects, she notes that English resorts to intonation and stress, while
Italian, which permits some limited word order variation and right-extraposition of subject,
achieves the same goal by movement (see (7), Section 3.2 above). To allow both ways of assigning
constituent focus, XP-Scrambling and relocation of the main stress without movement, would go
against economy considerations unless each of these means is the only way to achieve a particular
interface goal. In the case of Russian, as I have suggested, XP-Scrambling is used only for the
purposes of de-focusing, ie., removing a constituent from the domain of sentential Focus.
Assigning of Constituent Focus is an independent operation separate from Scrambling.

The hypothesis that XP-Scrambling is used as a tree-splitting operation for the purposes
of de-focusing makes some predictions. For example, application of XP-Scrambling in sentences

where the entire clause should be included in the domain of sentential Focus such as the

® This is the rule ordering problem. If stress applies before movement, it will always give the same
structure. But for movement to apply first, it must be driven by Focus. Essentially, it is possible that what is
involved is simultaneous satisfaction of multiple constraints.
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presentational sentences (41a) (see Section 3.3) should result in a pragmatically odd structure
(41b). This is the case.
(41) a. Odnazdy vesnoju, v ¢as nebyvalo Zarkogo zakata, v Moskve,

once in the spring at the hour unbelievable hot sunset in Moscow

na PatriarSix prudax, pojavilis’ dva graZzdanina.

at Patriarch Ponds appeared two men

b. ?0dnaZdy vesnoju, ... dva graZdanina pojavilis’.

once in the spring two men ap
‘Once in the spring at the hour of the unbelievably hot sunset two men appeared
at the Patriarch Ponds in Moscow.’

The same should also hold for sentences in neutral or zero context (see (32) above). In addition,
intonation is not available in the written form, and the speaker has to rely exclusively on word
order to assign a focus structure to a written sentence. Finally, derivation of Split Scrambling
constructions which are the main topic of Part II of this dissertation, proceeds through XP-

Scrambling as the first step, and such constructions obligatorily have Constituent Focus.

35 Summary of Chapter 3

This chapter has addressed the issue of discourse properties of XP-Scrambling in Russian.
Discourse circumstances impose a particular Focus structure on a sentence. Typically, a sentence
can have one of two types of foci: default Sentential Focus or narrow Constituent Focus.
Focusless sentences are prohibited. Focus structure of a sentence depends on its prosodic
characteristics: the most deeply embedded constituent receives the main sentential stress [+SS] by
default, and the Basic Focus Rule assigns sentential Focus to this constituent. According to the
Focus Projection Rule, Focus can project up the syntactic tree resulting in a functionally
ambiguous structure in which either (or both) VP and IP are in the domain of the projecting
Focus. Besides sentential Focus, a sentence can have a Constituent Focus which is licensed by
specific stress [+CS] which can be assigned to any constituent in the sentence, including the one

carrying the sentential stress, or a scrambled phrase.
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Reinhart (1995) suggested that XP-Scrambling and Focus interact: the object scrambles in
Dutch in order to move from the most embedded position, thus making it possible to assign
sentential Focus to some other constituent in a sentence, e.g., the verb. The scrambled phrase by
virtue of its adjoined landing position creates a barrier for projecting Focus; thus, Dutch sentences
with object Scrambling have a special Focus structure. Reinhart argued that XP-Scrambling and
Focus can interact because there is an interface, the enriched PF, where both the full syntactic tree
and relevant prosodic and segmental phonological features, including [SS] and [CS] are present
simultaneously at the same point in the derivation.

In this chapter, it has been proposed that Reinhart's Focus-driven analysis of object
Scrambling in Dutch can be applied to XP-Scrambling in Russian. Discourse circumstances may
require that a constituent which would receive sentential Focus by default should not be focused.
There is only one way to de-focus such a constituent ~ to scramble it. XP-Scrambling copies it
from its D-Structure position in the domain of the sentential Focus, and this operation changes the
Focus structure of the sentence. Thus, XP-Scrambling in Russian serves the purpose of tree-
splitting since the IP- (or VP-)adjoined scrambled phrase cannot be included in the projecting
Focus. This movement is triggered by a feature [-SS] on the phrase which undergoes XP-
Scrambling. This feature is present at the enriched PF since it is important prosodic information
which participates in building the Focus structure of the sentence. It is a strong feature, and in
virtue of being strong, this feature needs to be checked off overtly in the syntax. In this sense, XP-
Scrambling becomes obligatory.

The enriched PF provides an interface at which XP-Scrambling and prosody interact, and
this obviates the necessity to postulate an additional abstract level of Functional Form. The four
functional approaches to XP-Scrambling in Russian briefly described in this chapter (King, 1993;
Bailyn, 1995; Kondrashova, 1996; Junghanns and Zybatow, 1995) pursue an alternative type of
Focus-driven analysis. The level of FF is claimed to host covert Scrambling (in addition to overt

Scrambling in the syntax) in order to make all surface word order in Russian obey a general
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principle according to which given information (Topic) should precede new information (Focus).
In contrast, the proposed Focus-driven analysis of XP-Scrambling which occurs at the enriched PF
level makes it possible to account for Scrambling without postulation of this additional abstract
level. It also permits an explanation of the interaction between XP-Scrambling and prosodic
signalling of topic-focus structure, and how it affects ambiguity related to projecting Focus. This
analysis also provides a necessary first step toward uncovering the specific focus properties of

Split Scrambling discussed in Chapter 6 of this dissertation.
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41 Introduction

The general goal of the research reported in this chapter is to investigate the processing
characteristics of XP-scrambling constructions in Russian. The two experimental studies reported
here are designed to lay the foundation for a model of Russian sentence processing by addressing
basic questions about the processing of XP-Scrambling. To the best of my knowledge, the
processing characteristics of XP-Scrambling in Russian have not been studied before. In
particular, two hypotheses are tested. Hypothesis one is that the proposed universal strategy,
Minimal Everything, of the Garden-Path theory (which subsumes principles of structure building
- Minimal Attachment, Late Closure, the Minimal Chain Principle — and the principle which
guides second pass parsing, Minimal Revisions) applies in the processing of Russian and is
sufficient to account for processing of Russian XP-scrambling constructions. Hypothesis two is
the Scrambling Complexity hypothesis; that is, there is an increased processing load associated
with XP-scrambling operations. It is known that Wh-movement carries a processing cost. A
tentative suggestion has been made in Chapter 2 according to which since Wh-movement and
XP-Scrambling in Russian share the same characteristics, (both are of A’-movement type and
leave a trace behind) they possibly may be manifestations of the same phenomenon. So it is
plausible to suppose that the various word orders derived by XP-Scrambling are processed like
familiar filler-gap dependencies of the Wh-movement type.

The Garden-Path theory of sentence processing (Frazier, 1978; Frazier and Fodor, 1978;
Frazier and Clifton, 1996 and references therein) (Section 4.2.1) holds that MA, LC, the MCP, and
Minimal Revisions are innate and universal; all languages are processed in the same way, and no
parameterization of the parser is necessary. (See Frazier and Clifton, 1996, Chapter 2 for
discussion of apparent counterevidence to universality of Late Closure.) The question of whether
there are processing differences among languages with respect to XP-Scrambling is currently

being investigated. Two recent processing studies of XP-Scrambling, in German (Bader, 1994)
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(Section 42.2) and in Japanese (Yamashita, 1996a; 1996b) (Section 4.2.3), have not found
complexity in terms of processing load associated with scrambled word orders in these two
languages. This seems somewhat surprising given the linguistic hypothesis that scrambled word
orders are more complex in terms of structure than unscrambled ones. So further empirical
results would be welcome to clarify this issue. Russian XP-scrambling constructions present a
new set of materials to test the Scrambling Complexity Hypothesis.

The experimental sentences chosen for the purposes of testing the two hypotheses are
globally ambiguous sentences of three types, the NOM/ACC, INSTR and DAT ambiguities. The
NOM/ACC ambiguity is chosen because it is found in many basic sentences and provides a good
starting point for a general investigation of the processing characteristics of Russian. It is also
found in many other languages and its implications for processing theory have been discussed for
German by Hemforth, Konieczny, Scheepers, and Strube (1994). The INSTR ambiguity is a novel
one since it is based on an ambiguity between an adjunct and an argument, an ambiguity
important for Construal (Clifton and Frazier, 1996). Finally, the DAT ambiguity is an ambiguity
of attachment site which crucially relies on bidirectionality of Scrambling. In general, the
intention has been to capitalize on specific aspects of the Russian grammar, particularly its rich
inflectional morphology, not found in many other languages whose processing characteristics
have been studied in psycholinguistics.

In order to investigate how these globally ambiguous Russian sentences are processed, it
is necessary to consider their syntactic structure first. In Section 4.3 the syntactic background
necessary for analyzing the experimental materials is provided. In addition, theoretical
predictions are set out about how such structures can be expected to be processed if the Garden-
Path model is correct for Russian.

Experiment 1 (Section 4.4) is an off-line questionnaire to test application of the MCP and
Minimal Revisions in processing of Russian XP-scrambled constructions and to provide a basis

for an on-line Experiment 2 (Section 4.5). Experiment 1 tests the meaning accessibility for each of
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the three ambiguity types by asking subjects to rate how natural each possible meaning is. If it
can be shown that subjects systematically favor unscrambled structures and avoid revisions, this
would be prima facie evidence for the MCP and Minimal Revisions.

Experiment 2 (Section 4.5) is an on-line reading study designed to investigate how XP-
scrambling constructions in Russian are processed by comparing comprehension question data
and reading times for scrambled and unscrambled sentences. The comprehension question data
should provide more information about whether the MCP and Minimal Revisions are at work in
processing of Russian XP-scrambling constructions. Easier accessibility of one meaning over the
other and a shift in patterns of accessibility as a function of word order will be an argument in
favor of these principles. With respect to reading time, if the data show that reading times
lengthen as a result of XP-Scrambling, this can taken as evidence for an extra processing load
associated with XP-Scrambling, that is, the Scrambling Complexity Hypothesis.

Chapter 4 concludes Part I of the dissertation, whose goal was a syntactic, functional and

psycholinguistic investigation of Russian XP-Scrambling.

4.2 The Garden-Path Model of Sentence Processing

421 Overview

Syntactic sentence processing is the set of mental operations by which hearers and
readers assign syntactic structure to sentences. This process consists of two major components.
First-pass parsing consists of building a phrase marker by assigning category information to
terminal nodes (lexical items) and combining them to create larger constituents. Reanalysis is the
revision of this initially-built structure if it later turns out to be incorrect. These operations are
modeled by several competing theories of sentence processing, which differ both in details and in
basic assumptions about the architecture of Human Sentence Processing Mechanism (HSPM).

Though there is some degree of consensus, there remain differences on some central issues.
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Depending on how the initial structure of a sentence is built, the models can be divided
into three major classes, serial, parallel and delay models. Serial models argue for incremental,
left-to-right construction of one particular structure for each given sentence (Kimball, 1973; Fodor,
Bever, and Garrett, 1974; Frazier, 1978; Frazier and Fodor, 1978; Frazier, 1987, 1993; Inoue and
Fodor, 1995; Fodor and Inoue, 1995; Frazier and Clifton, 1996; Gorrell, 1992, 1993; Weinberg,
1993, 1994, among others). Parallel theories assume the building and maintenance of several
competing structures simultaneously (Gorrell, 1989; Gibson, 1991; Berwick and Fong, 1995,
among others). HSPM constructs all possible structural analyses and carries these along in
parallel, abandoning a candidate analysis either when incompatible material (ruling that analysis
out) is encountered or when working memory overload and some representations must be
sacrificed. Theories of the third class require delay in building a structure until ambiguities are
resolved in the input (Marcus, 1984; Pritchett, 1992). HSPM delays making structural
commitments until evidence indicating which analysis is correct becomes available.

The first and most influential of serial parsing theories is the Garden-Path model
(Kimball, 1973; Frazier, 1978; Frazier and Fodor, 1978; Frazier, 1987; De Vincenzi, 1991). HSPM
constructs just one structural analysis, and is prepared to abandon that analysis (and construct an
alternative one) if the initial analysis proves to be incorrect. Presumably, costs are associated with
reanalysis (revision). An important component of this model is a set of parsing principles which
are argued to be universal and innate. Informally stated, Minimal Attachment (MA) does not
allow postulation of any potentially unnecessary nodes. Late Closure (LC; also known as Right
Association) requires attachment of new items into the clause or phrase currently being processed
if grammatically permissible. These principles determine the preferred syntactic analysis of
ambiguous strings. While processing of unambiguous sentences (provided they do not contain
special difficulties) is uneventful, ambiguous sentences present a challenge for HSPM which can
help to reveal its underlying properties. Thus, ambiguous sentences are extremely important

materials for the purposes of studying principles that lie in the basis of the HSPM.
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A clause is syntactically ambiguous when it has two (or more) different syntactic
structures (which usually correspond to two separate meanings). Syntactic ambiguity can
manifest itself in two ways: it can be global or temporary. In a case of global ambiguity there is
more than one valid syntactic structure that can be assigned to a sentence as a whole (1). In cases
of temporary ambiguity, at some point in the sentence the identity and/or attachment site of a
constituent is locally indeterminate. If the sentence is well-formed, at least one choice of local
structure will prove adequate as a whole, but other choices will lead to an incorrect structure
which conflicts with later words in the input string (2). In these examples, the ambiguity region is
shown in italics:

(1) Flying planes can be dangerous.

STRUCTURE1: [or AN] MEANING 1: ‘Planes that fly can be dangerous.’
STRUCTURE1: [vp VDP] MEANING 2: ‘To fly planes can be dangerous.”

2 The horse raced past the barn fell.
‘[op The horse] [veraced ...’ INTTIAL INCORRECT RESOLUTION OF TEMPORARY AMBIGUITY
‘[op The horse [cp raced ..." FINAL REVISED RESOLUTION OF TEMPORARY AMBIGUITY
In the Garden-Path model, MA accounts for preferences in resolution of such ambiguities
as main clause/reduced relative clause (see (2) above), VP attachment over DP attachment of the
PP, as illustrated in (3), DP-conjunction analysis rather than IP (CP) conjunction, as shown in (4).

The examples that follow are drawn from the literature (particularly, Frazier, 1989), and will not

be credited individually.

3 John hit the girl with a book.
John [ve hit[op the girl] [pp with a book]] MINIMAL ATTACHMENT
John [ve hit [op [the girl] [pp with a book]]] NON-MINIMAL ATTACHMENT

“4) Ernie kissed Marcie and her sister laughed.
Ernie kissed [pp Marcie and her sister] MINIMAL ATTACHMENT
[cp Ernie kissed Marcie] and [pp her sister laughed] NON-MINIMAL ATTACHMENT
Late Closure is a HSPM strategy which chooses between two existing equally minimal

attachments. Late Closure states that “when possible, attach incoming material into the clause or
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phrase currently being parsed” (Frazier, 1978). It will favor the direct object analysis in (5), and
low attachment of the adverb and of the PP, as shown in (6) and (7), respectively:
5) Since she always jogs a mile seems like a short distance to her.

Since she always [ve jogs a mile] .... LATE CLOSURE
Since she always [vp jogs][cp a mile ..... EARLY CLOSURE

(6) Joyce said Tom left yesterday.
Joyce said Tom [ve left yesterday] LATE CLOSURE
Joyce [ve said [Tom left] [yesterday]] EARLY CLOSURE

™ Jessie put the book Kathy was reading in the library ...
Jessie put the book Kathy was [ve reading [ep in the library]] LATE CLOSURE
Jessie [vp put [pr the book Kathy was reading] [re in the library]] EARLY CLOSURE
In current versions of the Garden-Path model, MA and LC are viewed as falling out of
the general architecture of HSPM. The processor adopts the first analysis available to it. The
Minimal analysis will be available earlier than nonminimal ones due to the fact that fewer
nonterminal nodes will be required to build the former compared to the latter. Initially, cross-
linguistic work on a variety of materials from languages as diverse as Italian, Spanish, and
Japanese were compatible with MA and LC being universal principles of structure-building.
However, this assumption about universality of the structural principles was challenged in the
late 1980s because when tested on materials from other languages, it appeared that Late Closure
is a language-specific strategy (Cuetos and Mitchell, 1988; 1991). It applies broadly in English,
but Spanish, Italian, German, Japanese and some other languages seem to favor Early Closure in
some constructions in which English favors LC. Frazier and Clifton (1996) summarize data
showing than even in English, LC preference varies depending on constructions. Their Construal
theory claims that non-primary phrases such as relative clauses, adverbial clauses, adjunct
predicates are not necessarily immediately integrated into a fully determinate syntactic phrase
marker. Instead, they simply “associate” to the current thematic processing domain (the
extended projection of the last theta-assigner). This association constitutes a part of the Construal

principle. According to the second part of Construal, the processor may then use any structural
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and non-structural information to determine the appropriate place for the non-primary phrase
within this thematic domain. Influencing this decision will be the variety of contrasts with other
constructions that might have been employed instead, which vary from language to language.
(See also Gilboy and Sopena, 1996; Frazier and Clifton, 1996; Gibson, Pearlmutter, Canseco-
Gonzales, and Hickok, 1996 for discussion).

Investigation of constructions with filler-gap dependencies revealed another principle,
the Minimal Chain Principle (MCP) (de Vincenzi, 1991) which is also argued to be universal. A
movement chain consists of a moved phrase and its trace. The MCP states that unnecessary
chain members should not be postulated; and when necessary, postulation of required chain
members should not be delayed. The MCP predicts, for instance, that in cases of ambiguity
involving null subjects, the parser will prefer to postulate a pro that is in a singleton chain, as in
(8a), to a pro that is in a longer chain, as in (8b):

(8) a. pro telefonera’.

pro will telephone

‘pro will telephone.’

b. pro: telefonera’ Gianni;.

pro will telephone Gianni

‘Gianni will telephone.’

Generalizing over these principles, Inoue and Fodor (1995) have proposed that the Garden-Path
parser follows the single strategy of Minimal Everything. That is, given two possible structures,
one more complex than the other, the parser pursues the less complex one until there is evidence
to the contrary.

Summarizing up to this point, the Garden-Path theory of sentence processing describes
the HSPM as a serial device that is (constructing one analysis at a time), incremental (constructing
the analysis as the words of a sentence are encountered), and full-attachment (constructing a
connected tree that incorporates all words of the input received so far). The grammar does not

always uniquely determine the analysis of an input sentence. Because the input can be

ambiguous, tree building is guided by ambiguity-resolution principles, Minimal Attachment, Late
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Closure, the Minimal Chain Principle, and Construal. Since these principles are argued to be
innate and fully universal, there is no parameterization of the parser.

Advocating a serial, incremental, and full-attachment processing, the Garden-Path model
predicts that the HSPM will sometimes make mistakes. So it also has to account for what the
HSPM does when the current analysis of the sentence turns out to be incorrect. Since it appears
that the HSPM often manages to recover after such an error, this requires a mental mechanism
which is responsible for reanalysis. A number of models of garden-path recovery have been
proposed; see the papers in Ferreira and Fodor (in press). For example, in the Diagnosis model
(Fodor and Inoue, 1995) the complexity of revising an analysis is a function of the transparency of
the error signal. Reanalysis is governed by the same general preference principles as first
analysis, namely, MA, LC, and the MCP. In general, as is the case with the structural principles
that govern the initial syntactic analysis, in reanalysis the parser follows the Minimal Everything
strategy. In the case of reanalysis this becomes the Minimal Revisions strategy: Don’t make an
unnecessary revision, and when revision is necessary, make the minimal revision, maintaining as
much of the already assigned structure and interpretation as possible.

Until recently, the majority of the studies which tested the predictions of the Garden-Path
model have been conducted on English. Recent cross-linguistic studies provide an opportunity
for testing whether the processing principles identified to date have been biased by language-
specific aspects of English. Research has been conducted on languages varying from languages
quite closely related to English, such as German and Dutch, to other Indo-European languages
such as Spanish, Italian, and French, and there is now a fast growing body of experimental
studies of Japanese, Korean, and Chinese.

Slavic languages, and Russian in particular, make it possible to expand this variety and
several of their typological properties make them an interesting test ground for predictions of the
Garden-Path theory. Although Russian is an SVO, right-branching language (like English), it

exhibits rich inflectional morphology with overt Case markers (like German) and free word order
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often thought of as discourse-oriented (like Japanese). On the other hand, unlike English it is a
Scrambling language, and unlike German and Japanese it is not verb- or head-final. In addition,
it allows Split Scrambling, i.e., discontinuous DPs and PPs. All these characteristics make Russian
an interesting case for testing models of sentence processing. In what follows it will be claimed
that the Garden-Path theory of sentence processing can successfully account for the processing of

Russian XP-scrambling constructions without need for modification.

422  Processing of Scrambling Constructions in German (Bader, 1994)

An important question in current research on sentence processing is whether languages
are processed in the same way or differently. The Garden-Path model of sentence processing
makes the strongest claim in arguing for one universal parser which handles all languages in the
same way, subject only to differences in their grammars. Bader (1994) has investigated the
implications of the universal parser hypothesis for the processing of German. German is closely
related to English, but differs from English in being SOV and in allowing more freedom of word
order. Bader shows that despite these differences, both languages are processed largely in accord
with the same principles.

As a part of this larger project concerning the processing of German in general, Bader
investigates implications of the Garden-Path theory for the processing of scrambling
constructions in German, in particular, whether the MCP is applicable to such constructions. In a
broad range of examples, almost every permutation of arguments and adverbials can be found.
Bader distinguished between basic and derived word orders, on the one hand, and neutral and
discourse-marked word orders, on the other. He observes that there is no simple one-to-one
mapping between the two divisions. With lexical DFs, a word order is unmarked when it is basic.
A scrambled clausal word order is derived but can be perceived as either marked or unmarked

depending on definiteness of the two DPs involved.
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The results of an on-line self-paced reading experiment for sentences with lexical DPs
showed that no additional processing complexity was associated with scrambled word order,
even when temporary ambiguity due to Case neutralization would be expected to result in
misanalysis on-line. Examples are shown in (9):

(9) a. ..dap Maria das Ungliick geahnt hat.

that Maria-NOM/ACC the disaster-NOM/ACC foreseen  has.
‘that Maria has foreseen the disaster.’

b. ..daP Maria das Ungliick erschiittert hat.
that Maria-NOM/ACC the disaster-NOM/ACC shattered has
‘that the disaster has shattered Maria’ (Bader 1994: (71))

In the examples in (9), each of the two sentence-initial DPs is ambiguous with respect to Case.
The MCP would predict that the parser will always initially adopt the non-movement analysis,
since a singleton chain is the preferred option. Thus, in both (9a) and (9b), the two Case-
ambiguous DPs should be interpreted as a NOM ACC sequence; when the verb is encountered in
the input, this prediction is fulfilled in (9a) but turns out to be incorrect in (9b) since the
selectional properties of the verb require the second DP to be the subject. A garden-path effect is
thus predicted for (9b); however, this MCP prediction was not confirmed by the experimental
findings.

Bader notes that intuitions of processing complexity indicate also that (10a) is no more
difficult to parse than (10b) is, though the singular agreement at the verb in (10a) belatedly forces
an analysis in which the first (conjoined, plural) DP is a scrambled object.

10)a. ... dap [Fritz und Maria]; niemand & retten konnte.
that Fritzand Mary nobody  rescue could-SG

‘that nobody could rescue Fritz and Maria.’

b. ...dap [Fritz und Maria] niemand retten konnten.
that Fritzand Maria nobody  rescue could-PL

‘that Fritz and Maria could rescue nobody.’

Bader concludes that of the three factors which characterize derived (scrambled) sentences like
(10) — word order being derived, word order being marked, and underspecification for Case —~

none of them alone is sufficient to produce extra processing load. The results of German
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experiments combined with intuitive judgments show no increased processing complexity of XP-
scrambling constructions, in contradiction to the Minimal Chain Principle of the Garden-Path

theory.1

423  Processing of Scrambling Constructions in Japanese (Yamashita, 1996a; 1996b)

Yamashita (1996b), citing a Japanese corpus study by Yamashita and Suzuki (1996), notes
an extremely low frequency of scrambling constructions in Japanese; the study found that the
frequency of any type of scrambled sentence in a transcription of informal discussions was less
than 1%. Canonically ordered sentences have their arguments in the order NP-ga NP-ni NP-o,
that is, S IO DOV, as in (11a). Non-canonical word orders (11b-d) are derived from the canonical
(11a) by XP-Scrambling which adjoins the scrambled phrase to the left of IP:

(11) a. Wakai zimuin-ga mukuti-na syatyoo-ni omosiroi hon-o ageta. UNSCRAMBLED

young secretary-NOM quiet president-DAT fun book-ACC gave
‘A young secretary gave the quiet company president a fun book.

b. Mukuti-na syatyoo-ni wakai zimuin-ga omosiroi hon-o ageta. DAT SCRAMBLED
c. Omosiroi hon-o wakai zimuin-ga mukuti-na syatyoo-ni ageta. ACC SCRAMBLED
d. Omosiroi hon-o mukuti-na syatyoo-ni wakai zimuin-ga ageta. DAT, ACC SCRAMBLED

The scrambled word orders (11b-d) were read as quickly as the canonical order (11a), that is, no
significant difference was observed across the four word orders. Yamashita concluded that
contrary to expectations, there was no increased difficulty in processing scrambled sentences in
Japanese, and she speculates that this is because the parser appears to have utilized Case

information independently of the word-order.

1 See also Gorrell (1996) on the processing of Wh-movement and Scrambling constructions in German;
Friederici (in press) presents ERP experiments on German examples.
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43 Analysis of Experimental Sentences with XP-Scrambling

In order to determine the predictions of the Garden-Path model for the processing of the
Russian experimental sentences with XP-Scrambling, it is necessary to consider their syntactic
structures. There were three types of Russian sentences tested in Experiments 1 and 2, involving
ambiguities for phrases in the NOM/ACC, INSTR, and DAT Cases. As will be shown, each of the
three ambiguity types raises different issues with respect to XP-Scrambling. In what follows I will
discuss each ambiguity type in turn, considering for each the specific characteristics of its
syntactic structure and how processing load is predicted to vary, for three surface word orders.

The sentences used as experimental materials in the two experiments reported in this
chapter were all globally ambiguous. For such sentences more than one valid syntactic structure
can be assigned, resulting in two distinct semantic interpretations which will be referred to as
“meanings”. The three word orders? which were prepared for each globally ambiguous sentence
differed in the surface word order placement of one crucial constituent - a DP marked
morphologically as NOM/ACC, INSTR, and DAT, respectively — which occurred below the verb,
immediately above the verb, or sentence-initially. Examples (12), (15), and (20) below illustrate
each of the three ambiguity types in turn, together with their two possible meanings, and also
present the three word order variants. The constituent whose placement differs among variants

is italicized.

431 The NOM/ACC Ambiguity
The ambiguity illustrated in example (12) arises because the NOM and ACC case-

markers coincide in DPs trolleybus ‘trolleybus-NOM/ACC’ and avtobus ‘bus-NOM/ ACC’; either

2 Experiment 1 (Section 4.4) employed all three variants of each sentence, in an off-line task which gathered
judgments about the availability of the two meanings. However, Experiment 2 (Section 4.5) employed only
two word order variants, (a) and (c) sentences in example (14), and (a) and (b) in examples (17) and (22).
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could be subject or direct object. Word order does not disambiguate because of the possibility of

XP-Scrambling; either subject or direct object, or both, can be scrambled:?

(12) a. Trolleybus obognal avtobus. BELOW THE VERB
trolleybus-NOM/ACC  passed bus-NOM/ACC

b. Trolleybus avtobus obognal. ABOVE THE VERB

c. Avtobus trolleybus  obognal. SENTENCE-INITIAL

MEANING 1: "The trolleybus passed the bus.’
MEANING 2: ‘The bus passed the trolleybus.

The NOM/ACC ambiguity is frequent in languages of the world for which word order is
not an invariant cue to grammatical function. Languages which employ overt case marking differ
with respect to how much morphological ambiguity they exhibit, and which particular Cases fall
togethert In Russian, there is NOM/ACC neutralization only for nouns belonging to Declension
classes 2 and 3 when these are matched in gender and animacy. Thus, in (12), trolleybus
‘trolleybus-NOM/ACC’" and avtobus ‘bus-NOM/ACC’ are both from Declension Class 2,
masculine and inanimate.

Given the hypothesis that the canonical word order in Russian is SVO (see Section 2.2,
Chapter 2), Meaning 1 is obtained when example (12a) is taken as an unscrambled word order
with the S-Structure schematically shown in (13a). In order to obtain Meaning 2, it is necessary to

assume that both the subject and the direct object are XP-scrambled, as shown in (13b):

3 In English, a similar ambiguity is possible only between direct and indirect object in sentences with Wh-
movement (see Fodor, 1978, for discussion):
@) Who did the nurse bring the doctor?

a. Who; did the nurse bring t; the doctor?

b. Who; did the nurse bring the doctor t?

4+ See Hemforth, Konieczny, Scheepers, and Strube (1994) for discussion of a similar ambiguity in German.
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(13) a. P b. IP
VP NP
DP: N DP: N
trolleybus V DP; trolleybus VP DP,
trolleybus-NOM | | trolleybus-ACC "\ avtobus
obognal avtobus tt  _\_ bus-NOM
passed bus-ACC v t2
obognal
passed

MEANING 1: ‘The trolleybus passed the bus.”  MEANING 2: ‘The bus passed the trolleybus.’

In contrast to (12a), where Meaning 1 and Meaning 2 reflect unscrambled and scrambled
word orders, respectively, in example (12b), XP-Scrambling is necessary for both meanings, as

shown in (14a, b):

(149) a IP b. P
DP, NP DP; VP
trolleybus DP2. _ "~ trolleybus DP1 7~
trolleybus-NOM avtobus V t trolleybus-ACC avtobus V t2
bus-ACC obognal bus-NOM obognal
passed passed

MEANING 1: ‘The trolleybus passed the bus.’ MEANING 2: ‘The bus passed the trolleybus.’
Notice that (14c) has a reversed order of DPs compared to (14b), and thus the analyses with
respect to meanings are in mirror image. In schemata (15)-(16) and below, I abstract away from
details of the syntactic derivation such as movement of subject to SPEC, IP, and movement of the
verb to I9. What is relevant is that, following the syntactic assumptions concerning the nature of
XP-Scrambling in Russian as discussed in Chapter 2, the scrambled direct object is left-adjoined to
VP in (16a) and left-adjoined to IP in (16b).

Let us consider how the Below the Verb word order in (14a) might be processed,
supposing that the parse proceeds from left to right in a strictly incremental fashion. When the
parser encounters the first DP in the input trolleybus ‘the trolleybus-NOM/ACC' in (14a), it is
confronted with a morphological ambiguity: Should that DP be assigned NOM or ACC case?

Certainly an interpretation as the NOM subject is predicted by the MCP: Given a choice between
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an unscrambled structure (15a) and one with object Scrambling, the parser should pursue the
unscrambled structure since it does not require the postulation of a chain. The verb follows the
first DP in the input and finally the second DP, will be interpreted as ACC direct object,
completing the parse as a simple SVO structure to support Meaning 1 for (14a).

What is required for the parser to compute Meaning 2 for (14a)(=15b)? Two XP-
Scrambling chains have to be postulated: One for object XP-Scrambling, and one for subject XP-
Scrambling (subject Right Extraposition). And this is not all: If the MCP has applied to force
interpretation of trolleybus ‘trolleybus-NOM/ACC as NOM and avtobus ‘bus-NOM/ACC’ as
ACC, revision operations also will have to be invoked without any trigger in order to arrive at
Meaning 2, violating the Minimal Revisions Principle. Thus, the structural interpretation required
for Meaning 2 results in an OVS structure, and is presumably more complex because it involves
postulating fwo scrambling chains and revision. Although the meaning is possible, it should be
strongly dispreferred.

Processing of Above the Verb word order (14b) will depart from that for (14a) when the
parser encounters the DP avtobus ‘bus-NOM/ACC’ as the second phrase in the input. Since no
verb has yet been found, the parser at this point will be forced to postulate at least one chain for
XP-Scrambling of a direct object. The choice is between retaining the first DP as subject, without
revision, which forces the second DP to be the object, or else revising the first DP to be a
scrambled object, which allows the second DP to be attached (without Scrambling) as the subject.
Note that a processing account of the first alternative presupposes a particular theoretical stance
on Object Scrambling. As we shall see, the processing account differs depending on whether we
adopt an analysis permitting [P-adjunction only or a parameterized landing site theory for XP-
Scrambling (the position taken in this dissertation, see Chapter 2). In contrast to the former
analysis, the parameterized landing site analysis of XP-Scrambling allows both IP and VP to serve

as adjunction sites.
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If the SOV structure of (14b) for Meaning 1 were analyzed under the assumption that
only IP is available as a landing site, the processing account must say that two chains are
postulated: one S-Structure chain for object XP-Scrambling, and one covert chain for subject
which would have to move across the IP-adjoined object to derive the surface word order. Thus
the structure would be complex, and the first DP would require revision even though it remains
the subject In contrast, if the processing account assumes the parameterized landing site
analysis, only one chain is postulated: The scrambled object is VP-adjoined, and no covert
movement of subject is required. As will be shown in Section 4.4, the experimental data obtained
in Experiment 1 are compatible with the parameterized landing site analysis, confirming the
assumption that XP-Scrambling in Russian allows VP to serve as an adjunction site for object
Scrambling. In what follows, I consider only the analysis permitting adjunction to both IP and
VP.

Building the OSV structure for (14b) in order to obtain Meaning 2, as shown in (16b), will
require a single but longer object XP-Scrambling chain, now adjoining to IP rather than VP, and a
revision of role (from subject to object) for the first encountered DP, violating the Minimal
Revisions Principle. For the Sentence-Initial variant (14c), considerations of processing precisely
reverse those for Above the Verb (14b). Note that (14b) and (14¢) differ only notationally, both
involving a DP DP V structure. Meaning 2 for (14c) will require one XP-Scrambling chain while
Meaning 1 will require one longer XP-Scrambling chain plus revision. Taken together, (14b) and
(14c) are expected to support the generalization that, given two sentence-initial DPs both
ambiguous between NOM and ACC, the preference is to assign these as subject and object, in

order of their encounter.

432 The INSTR Ambiguity
Example (17) exhibits an ambiguity between a non-verbal secondary predicate and an

adjunct by-phrase, the agent in passive constructions.
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(17) a. Smirnov byl poslan nazavod direktorvm. BELOW THE VERB
Smirnov-NOM  was sent to the plant  director-INSTR

b. Smirnov direktorom byl poslan  na zavod. ABOVE THE VERB

c.  Direktorom Smirnov bylposlan na zavod. SENTENCE-INITIAL

MEANING 1: ‘Smirnov was sent to the plant as a director.’
MEANING 2: ‘Smirnov was sent to the plant by the director.”

This ambiguity arises from the language-specific fact that the default morphological Case for
Russian non-verbal secondary predicates in Russian is INSTR, exactly the Case taken by the
adjunct agent DP in passive sentences. While the syntactic status of the non-verbal secondary
predicate remains unclear, it looks like a standard instance of an argument small clause, as
illustrated in (18):
(18) Ivan sCitaet Petra durakom.

Ivan-NOM considers Peter-ACC fool-INSTR

‘Ivan considers Peter a fool.”
Additional empirical facts such as possible co-occurrence of the non-verbal secondary predicate
and the agent by-phrase in the same sentence (see examples in (20) below), free variability in the
order with the obligatory locative argument (na zavod ‘to the plant’ in (17) above), and lexical
restrictions on the type of verb allow us to assume as a working hypothesis that direktorom
‘director-INSTR’ in (17), taken as a non-verbal secondary predicate, is an argument small clause.

The S-Structure representation for Meaning 1 (small clause) and Meaning 2 (by-phrase) of

example (17a) are shown in (19a) and (19b), respectively:

19) a. IP
/\VP
DP _ VP
Smimov byl _ "V
Smirnov-NOM was P

v SC
N
A\’ PP  direktorom
poslan nazavod director-INSTR
sent  to the plant

MEANING 1: ‘Smirnov was sent to the plant as a director.’
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b. IP
/\VP
DP _~_VP
Smirnov b)'l /\V’
Smirnov-NOM was /\

A\ DP
N direktorom
v PP director-INSTR
poslan na zavod
sent  to the plant

MEANING 2: ‘Smirnov was sent to the plant by the director.’

As the structures shown in (19) illustrate, the INSTR phrase direktorom ‘director-INSTR’, whether
interpreted as small clause (19a) or by-phrase of passive (19b), is attached in same the place in the
tree. However, in rare instances both a small clause and a by-phrase are present in a sentence, as
in (20). The marginal acceptability of (20a) in contrast to the ungrammaticality of (20b) indicates
that the small clause is attached higher than the by-phrase, when these co-occur:
(20) a. ??Smirmov byl  poslan nazavod direktorom  Stalinym.
Smirnov-NOM was sent to the plant director-INSTR Stalin-INSTR
‘Smirnov was sent to the plant as a director by Stalin.’
b. *Smirnov byl poslan nazavod Stalinym direktorom.
Smimov-NOM was sent to the plant Stalin-INSTR director-INSTR
‘Smirnov was sent to the plant as a director by Stalin.’
In the scrambled versions of (17), the INSTR phrase direktorom ‘director-INSTR’ will
scramble either to a VP-adjoined position lower than the subject, as in Above the Verb
(21a)=(17b), or to an IP-adjoined position higher than the subject, as in Sentence-Initial

(21b)=(17¢):

3 The marginality of example (20a) is possibly due to a processing constraint against na doubly applied on-
transparent use of Case (see Uehara, 1997).
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(21) a P b. IP
/\VP /\IP
Smirmmov SC;/DP;_—"~V’ direktorom DP _ "V
direktorom byl _ "~ director-INSTR Smirnov byl "~
director-INSTR was V’ t was V t
P P
\'% PP A% PP
poslan na zavod poslan na zavod
sent  to the plant sent  to the plant

With respect to factors affecting the availability of its two meanings, the INSTR ambiguity
is different from the NOM/ACC ambiguity discussed in Section 4.3.1 above. As we have seen, the
INSTR phrase is ambiguous between a small clause argument and an adjunct by-phrase. Within
any word order variant (Below the Verb, Above the Verb, and Sentence-Initial), different
meanings do not arise with a contrast of unscrambled and scrambled word orders, as they did for
the NOM/ACC ambiguity. In (17a), both meanings involve unscrambled structures, and in (17b)
and (17c), both involve Scrambling, with adjunction to VP and IP, respectively.

The difference between meanings lies, rather, in the internal structure of the INSTR
phrase. For Meaning 2, the phrase is a simple DP, while for Meaning 1 it has the internal
structure of a non-verbal small clause which includes subject PRO. In this small clause, the PRO
subject must be controlled by the subject of the main clause. Thus, certain movements of the
small clause can be ruled out if they result in a violation of Control Theory.¢ In particular, the
matrix subject does not c-command small clause PRO in the Sentence-Initial word order variant
(17c)=(21b). A grammatical constraint should rule out Meaning 1 in this instance.

If grammatical considerations select between meanings for Sentence-Initial (17c), these do
not bear on the remaining word orders, Below the Verb (17a) and Above the Verb (17b). What

processing considerations apply to these latter word order variants, for which the two meanings

¢ In general, as was shown in Chapter 2, IP- and CP-clauses can scramble freely in Russian, and the
working assumption would be that the same holds for small clauses, including those which are non-verbal
secondary predicates. And since Scrambling of a small clause does not involve crossing a complementizer
position, it would be subsumed under clause-internal XP-Scrambling.
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both involve unscrambled structures or scrambled structures, respectively? Recall that Frazier
and Clifton 91996) raised the issue of a possible difference in the way arguments (primary
phrases) and adjuncts (non-primary) are processed (see Section 4.2.1). Briefly, their proposal was
that the processing of arguments is determined by the universal principles of the Garden-Path
theory, while the processing of adjuncts obeys the Construal Principle. The latter principle states
that an adjunct will only be “associated” into the current thematic domain, and that its
attachment is guided by non-structural, ie., pragmatic and semantic, factors. However, given
ambiguity between argument and adjunct status for a phrase, that is, competition between
universal parsing principles and Construal, attachment as argument should win.

It is possible, then, that data on the processing of the INSTR ambiguity can shed light on
this new development of the Garden-Path theory, for a type of construction and a language quite
different to those considered so far. The working hypothesis adopted in this dissertation, albeit
without a detailed examination, favors argument status for the INSTR small clause (Meaning 1),
cf. adjunct status for the by-phrase of the passive (Meaning 2). This being so, Frazier and Clifton’s
proposal seems to predict a preference for Meaning 1, attaching the critical DP as an argument,
over Meaning 2’s adjunct by-phrase attachment.” This pattern should hold, whether the INSTR
phrase is encountered in an unscrambled structure, as in Below the Verb word order (17a)=(19),
or in a scrambled structure, as in Above the Verb (17b)=(21b). Scrambling of the INSTR phrase
does not change its syntactic functions: It can still be interpreted as either an argument (Meaning
1) or an adjunct (Meaning 2). All that changes is its location in the surface word order. In (17b)
the INSTR phrase appears immediately before the verb, sentence-medially; crucially, it is lower

than the matrix subject, so that no violation of Control Theory is at issue. Thus, if the argument

7 If it turns out that examples like (17) in fact involve ambiguity between two adjuncts, contra the working
hypothesis, then the Construal Principle predicts that non-structural factors such as lexical properties of
individual verbs and semantic-pragmatic preferences will determine the pattern of meaning preferences.
Although the verbs used in the sentences with INSTR ambiguity all permit small clauses and by-phrases,
there may be differences in the plausibility of small clause for a particular verb. The verbs also differ in
frequency; the verb poslat’ ‘to send’ of example (17) being by far the most frequent. It also has the most
generic meaning, in the sense that it can replace any other verbs of this class.
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interpretation of the INSTR phrase is preferred in general (as in Below the Verb word order

(17a)), then this preference should remain the same in (17b)’s scrambled word order.

433 The DAT Ambiguity

The DAT ambiguity, as exemplified in (22), arises as an ambiguity between attachment of
a DAT phrase as the subject of the matrix clause and as the indirect object of the embedded
clause. This involves a morphological phenomenon specific to Russian in which modal
predicates arguably take DAT subjects.® In (22), for expository purposes, the direct object of an
experimental item actually employed in Experiments 1 and 2, principy organizacii torgooli ‘the

principles of commerce organization’, has been simplified (or omitted, as in the trees) in what

follows:
(22) a. Prixoditsja ob”jasnjat/ principy prepodavateljam.  BELOW THE VERB®
have to explain principles  instructors-DAT
b. Prixoditsja prepodavateliam  ob”jasnjat’  principy. ABOVE THE VERB
c.  Prepodavatelijam  prixoditsja ob”jasnjat  principy. SENTENCE-INITIAL

MEANING 1: ‘pro have to explain the principles to the instructors.’
MEANING 2: ‘The instructors have to explain the principles.’

The DP prepodavateljam ‘instructors-DAT’ can be understood as the indirect object of the
embedded double-object verb ob”jasnjat’ ‘explain’ (Meaning 1) or as the subject of the matrix
modal predicate prixoditsja ‘have to’ (Meaning 2). While English does not allow DAT subjects, it

does exhibit an ambiguity with DAT arguments in sentences containing two double-object verbs,

8 Two questions concerning the syntactic structure of constructions with modal predicates are still under
debate in Slavic syntax. One is whether Russian really does have DAT subjects. The second is whether
modal predicates behave like auxiliary verbs in English and appear in monoclausal sentences, or whether
they project their own IP structure and take infinitival complements. In this dissertation, I adopt
Kondrashova’s (1992) analysis according to which Russian indeed has DAT subjects and constructions with
modal predicates are biclausal.

% For two sentences of the DAT ambiguity type, the Below the Verb word order involved a late placement of
the DAT-marked DP, but not one that was sentence-final. This was dictated by considerations of felicity.



143

as in (23). This ambiguity in English is similar to the DAT ambiguity in Russian in the sense that
both involve attachment sites low and high in the tree.
(23) Iintroduced the boy that read the book to John.

MEANING 1: [ introduced [pp the boy that read [pp the book] [pe to John]].
MEANING 2: I introduced [pp the boy that read [pp the book]] [pp to John].

There is a small number of modal predicates in Russian and they are not morphologically
uniform. They include verbal predicates like prixoditsja ‘have to’, as in (22), sleduet ‘should’,
udavat’sja ‘manage to’, and so on. These verbal modal predicates differ from adverbial modal
predicates like neobxodimo ‘it is necessary’, pora ‘it is time’, moZno ‘it is possible’, and so on, in that
the former possess verbal characteristics (tense and aspect) while the latter are used with the
auxiliary verb byt’ ‘to be’.® Both types of modal predicate subcategorize for a DAT subject but
show no agreement with that subject (in contrast to NOM subjects). The experimental sentences
with DAT ambiguity tested in Experiments 1 and 2 (see Sections 4.4 and 4.5) included both verbal
and adverbial modal predicates.

The S-Structure of Meaning 1 of (22a) which represents the canonical SVO word order
without Scrambling is shown in (24a), and the S-Structure of Meaning 2 which involves Long-
Distance subject Scrambling (Right Extraposition), is shown in (24b):

(24) a IP
_~_VP
pro P
v VP
prixoditsja PRO /\
had to v DP

ob”jasnjat’ prepodavateljam
explain instructors-DAT

MEANING 1: pro have to explain [the principles] to the instructors.’

10 In traditional Russian linguistics, modal predicates constitute a separate syntactic class referred to as the
category of state. Kondrashova (1992) refers to the adverbial modal predicates as A-predicates (short for
adverb/adjective).
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b. P
/\VP
h P
V _~P
prixoditsja PRO _ "~
have to VP DP,
N prepodavateljam
A’ e instructors-DAT
ob”jasnjat’
to explain

MEANING 2: ‘The instructors have to explain [the principles].’

I assume that the implicit subject in (24a) is pro; (24b), on the other hand, has an implicit indirect
object represented as e (empty category).!!

For the Above the Verb word order (22b), Meaning 1 has the S-Structure represented in
(25a) and Meaning 2, the S-Structure in (25b):

(25) a. IP
VP
pro — P
v P N | 4
prixoditsja. ~ DP; — P
haveto prepodava- PRO N
teljam v t1
instructors-DAT  ob”janjat’

MEANING 1: ‘pro have to explain [the principles] to the instructors.’

b. IP
_—"~—_VP
h VP __— ~——_
P DP,

v ~—"VP prepodavateljam
prixodtsa PRO _ -~ instructors-DAT
have to \' e

ob”jasnjat’
to explain

MEANING 2: “The instructors have to explain [the principles].’

11 See Rizzi (1986) for the theory of implicit arguments and the way they are represented in the syntactic
structure of Italian. Yadroff (1992) applies Rizzi's arguments to Russian, and shows that Russian patterns
with [talian in this respect.
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The Above the Verb word order of the DAT ambiguity is special in that Scrambling is required in
order to obtain either of the two meanings. However, the situation differs from that seen in the
INSTR ambiguity. Here, the two meanings require different scrambles: For Meaning 1, the DAT
indirect object has to move to the left embedded IP-adjoined position, and for Meaning 2, the
DAT subject of the matrix clause has to move to the right matrix VP-adjoined position.

For the Sentence-Initial word order (22c), Meaning 1 has the surface representation in

(26a), while Meaning 2 the representation in (26b):

(26) a. P
/\IP
DPy VP
prepoda- pro — P
vateljam \' VP
instructors-DAT  prixoditsp PRO _ "
have to v t
ob’jasnjat’
to explain

MEANING 1: ‘pro had to explain [the principles] to the instructors.’

b. P
/\VP
DP Pl Y | 4
prepodavateljam \' VP
instructors-DAT prixoditsja PRO N
have to v e
ob’jasnjat/
explain
MEANING 2: “The instructors have to explain [the principles].’
If we compare the S-Structures in (26) with those presented earlier in (24), we can see that (24a)
represents an unscrambled structure (for Meaning 1), and (26b) also represents an unscrambled
structure (but now for Meaning 2): the critical DP prepodavateljam ‘instructors-DAT’ is in a
different D-Structure position in each. Thus, for Below the Verb word order (22a), it is Meaning 1
that does not involve Scrambling, while for Sentence-Initial word order (22c), it is Meaning 2.

Conversely, the critical DP is a LD-scrambled subject (for Meaning 2) which is right-adjoined to
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the embedded verb in (24b), or a LD-scrambled indirect object (for Meaning 1) which is left-
adjoined to the matrix IP in (26a).

How will sentences with DAT ambiguity be processed? Consider how Below the Verb
word order (22a) is processed. The first phrase in the input®? is the modal predicate prixoditsja
‘have to’. Since modal predicates of this type can take either an overt DAT subject or a pro, the
absence of a lexical subject will force the processor to construct a structure with pro subject; the
alternative would require postulation of a chain (for a scrambled lexical subject), in violation of
the MCP. The phrases which follow (the embedded verb ob”jasnjat’ ‘to explain’ and its direct
object principy ‘principles-ACC’) in no way conflict with this initial analysis, to force any revision.
When the phrase prepodavateljam ‘instructors-DAT’ is finally encountered in the input, it is
evident that its attachment as indirect object of the embedded should be preferred by Right
Association and the Minimal Chain Principle. That lower attachment results in a simple
structure, as shown in (24a). Higher attachment in which DP-DAT is treated as a right-
extraposed matrix subject, as shown in (24b), would require postulating a LD-scrambling chain, a
violation of the Minimal Revisions Principle. Since Meaning 1 is an unscrambled structure,
constructed directly off underlying D-Structure, a strong preference is clearly expected.

In contrast, expectations are not at all clear with respect to processing of Above the Verb
example (22b), in which prepodavateljam ‘instructors-DAT’ is encountered early, before the
embedded but after the matrix verb. Meaning 1 requires postulating XP-Scrambling of a DAT
indirect object, but Meaning 2 also requires postulating XP-Scrambling, now for a DAT matrix
subject. If it is the indirect object that is scrambled, it would have to move from its D-Structure
position below the embedded verb and left-adjoin to the embedded IP. If it is the subject of the
matrix verb that is scrambled, it would have to move from its D-Structure position and right-

adjoin to the matrix VP. This is a case of competing XP-Scrambling chains. Above the Verb word

12 Two experimental sentences with the DAT ambiguity had sentence-initial filler phrases for reasons of
felicity.
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order variant of the DAT ambiguity can shed light on the question whether XP-Scrambling in
Russian is indeed bidirectional. If there were leftward movement only, we would expect
Meaning 2 to be strongly dispreferred because it involves rightward XP-Scrambling of the
subject.® If the experimental evidence shows that both meanings are available, the assumption
of bidirectionality of XP-Scrambling in Russian would be confirmed.

Finally, consider now the processing of Sentence-Initial word order (22c). As
foreshadowed in an earlier remark, the situation reverses that for Below the Verb word order
(22a). That is, the first phrase in the input prepodavateljam ‘instructors-DAT’ is ambiguous
between attachment as the scrambled object of a verb yet to be encountered and as an underlying
DAT subject. A string preference for attachment as subject is predicted by the MCP, to avoid a
Scrambling chain.

However, things may be more complicated in sentences like (22c); recall that the Garden-
Path model considers processing to be strictly incremental. The two possible roles for a sentence-
initial DAT phrase may not be equally available with no verb encountered yet in the input, since
only a very limited class of predicates take a DAT subject, cf. the large class taking an indirect
object, scrambled or otherwise. Uehara’s (1997) proposal of a processing constraint against non-
transparent use of Case (for Japanese) may be relevant. If this constraint were to apply, the
parser might initially prefer to take the DAT phrase as a scrambled indirect object, despite the
MCP violation which this would incur, DAT being a non-transparent Case for subjects in Russian.
Note that as soon as the model predicate prixoditsja ‘have to’ is encountered, next in the input, it
would become clear that the DAT phrase can have an analysis as a subject, creating a structure

much simpler than one involving LD-Scrambling (The DAT phrase cannot be an object of the

B A possible alternative analysis along the lines of Kayne’s (1994) Antisymmetry theory would require [0
and the VP to move leftward across the subject. This would not be the problem in the case of matrix clauses
with modal predicates, as in (22) since they rarely contain any additional constituents. However, in other
sentences with postverbal subjects, it can complicate matters substantially. (See Section 2.3.3, Chapter 2 and
Section 3.3.5 for discussion of subject XP-Scrambling (Right Extraposition) in Russian and arguments
against the VP-Evacuation hypothesis.)
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modal predicate itself which obligatorily takes an infinitival complement.) Nothing in the input
after that matrix verb conflicts with the attachment of the DAT phrase as subject. Meaning 2 is
thus expected to have the preferred interpretation, though the early uncertainty arising with
Sentence-Initial word order may make the preference less strong than the Meaning 1 preference

predicted for Below the Verb word order.

434 Summary
In sum, the experimental studies reported in the two following sections are designed to

test whether several theoretical predictions of the Garden-Path theory are consistent with, and
provide sufficient explanation for, the processing of three types of globally ambiguous Russian
sentences. These predictions are as follows:

(a) The Minimal Chain Principle directs the parser to construct underlying unscrambled
structures when they compete with possible scrambling structures (Below the Verb word order in
both NOM/ ACC; Below the Verb and Sentence-Initial word orders in DAT);

(b) The Minimal Revisions Principle directs the parser to avoid reanalysis unless new
input conflicts with current analysis (Above the Verb and Sentence-Initial word orders in
NOM/ACC, under the parameterized landing site theory of XP-Scrambling);

(c) The Construal Principle requires the parser to prefer argument attachment over
adjunct attachment when both are possible (Below the Verb and Above the Verb word orders in
INSTR);

(d) A grammatical principle (e.g., Control theory) can override Construal, a processing
principle (Sentence-Initial word order in INSTR). Possibly, another processing constraint against

non-transparent use of Case contributes to processing of Above the Verb word order in DAT.
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44 Experiment 1: Meaning Accessibility Judgments

Experiment 1 gathered ratings data reflecting the accessibility of each of two competing
meanings of globally ambiguous sentences which fell into three ambiguity types. The
experimental sentences were presented in three word orders, differing in the location of a critical
element in a particular morphologically marked Case. These different word orders in the
experimental sentences were used to set up a variety of situations through which the processing
of XP-Scrambling could be explored. The goal of Experiment 1 was to test whether the relative
accessibility of the meanings of globally ambiguous sentences would differ as a function of
Scrambling, with patterns of meaning preference reflecting hypothesized processing costs for the

structures associated with those competing meanings.

Method

Subjects. Fifty-one volunteer subjects, all native Russian speakers, participated successfully in the
experiment, 17 in each of three versions of the experiment. Roughly two-thirds (N=33) were
students attending Moscow Military Institute of Foreign Languages, the remainder being
undergraduate students at Hunter College in New York who had recently come to the United
States from Russia. Subjects were naive with respect to the purpose of the experiment, in which a
questionnaire was completed requiring judgments about the accessibility of each of two different
interpretations of written sentences. Completion of the questionnaire typically took 45 minutes.
Materials and Design. The experimental sentences, all globally ambiguous, were constructed as 18
triplets; for each ambiguity type, sentences within a triplet differed only in word order. In
materials construction, every effort was made to refine experimental sentences so that its two
possible meanings were equally plausible. There was, however, no formal assessment made of

plausibility, the experimenter’s native intuition serving as the only guide.



150

Materials fell into three types (NOM/ACC, INSIR, and DAT) defined by the Case-
marking on a critical DP whose structural interpretation was the source of ambiguity. For each
type, six triplets were generated around a “basic” sentence (in Below the Verb word order); the
remaining two word orders of the triplet, Above the Verb and Sentence-Initial, placed the critical
DP sentence-medially and -initially, respectively. Section 4.3 has already presented the relevant
linguistic analyses of all three word orders for each ambiguity type. Appendix 1 presents
experimental sentences in full: For convenience, (27)-(29) illustrating NOM/ACC, INSTR, and
DAT ambiguities, respectively, repeat only the basic word order for the examples through which

the ambiguity types have previously been introduced and discussed (see (14a), (17a), and (22a)

above):

(27) Trolleybus obognal avtobus.
trolleybus-NOM/ACC passed bus-NOM/ACC
MEANING 1: "The trolleybus passed the bus.’
MEANING 2: ‘The bus passed the trolleybus.’

(28) Smirnov byl poslan nazavod direktorom.

Smirnov-NOM  was sent to the plant  director-INSTR

MEANING 1: ‘Smirnov was sent to the plant as a director.’
MEANING 2: ‘Smirnov was sent to the plant by the director.’

(29) Prixoditsja ob”jasnjat’ principy  prepodavateljam.
have to explain principles  instructors-DAT

MEANING 1: ‘pro have to explain the principles to the instructors.’
MEANING 2: ‘The instructors have to explain the principles.’

Materials in the experimental set were not controlled for length, though length was, of course,
constant across sentences differing only in word order. Sentences with the NOM/ACC
ambiguity were very short (mean length in characters 22, range 18-27), while those with the
INSTR and DAT ambiguities were substantially longer with greater variability among triplets
(mean lengths 64 and 61, ranges 39-81 and 40-83, respectively).

For each triplet, two unambiguous paraphrases were constructed, each expressing a

different sentence meaning. The meanings expressed in these paraphrases will be referred to here
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in terms of the syntactic role taken by the critical DP on which the ambiguity turns. For the
NOM/ACC type, that DP serves as direct object of the verb (Meaning 1) or as subject (Meaning
2); for INSTR, as a small clause complement (Meaning 1) or as by-phrase of the passive (Meaning
2); and for DAT, as indirect object of the embedded verb (Meaning 1) or as matrix subject
(Meaning 2). A variety of grammatical and lexical means was used to make paraphrases
unambiguous. Thus, for the NOM/ACC ambiguity, a different verb complex was used which
required a non-ACC Case for the direct object, as shown in (31). For the INSTR and DAT
ambiguities, paraphrases utilized either a different passive construction which required

disambiguating agreement on the verb, or an active construction as shown in (32) and (33):

(31) Trolleybus exal bystree avtobusa.
trolleybus-NOM moved faster bus-GEN MEANING 1 (OBJECT)
“The trolleybus moved faster than the bus.’
Avtobus exal bystree trolleybusa.
bus-NOM moved faster trolleybus-GEN MEANING 2 (SUBJECT)
“The bus moved faster than the trolleybus.’

(32) Smirnova poslali na zavod direktorom.
Smirnov-ACC  sent to the plant director-INSTR MEANING 1 (SMALL

CLAUSE)

‘[They] sent Smirnov to the factory as a director.’
Direktor poslal Smirnova na zavod. MEANING 2 (BY-PHRASE)

director-NOM sent Smirmov-ACC to the plant
‘The director sent Smirnov to the plant.’

(33)  Prepodavateljam  ob”jasnjajut  principy.

instructors-DAT explain principles MEANING 1 (EMBEDDED OBJECT)

‘[They] explain the principles to the instructors.’

Prepodavateli ob”jasnjajut  principy. MEANING 2 (MATRIX SUBJECT)

instructors-NOM  explain principles

‘The instructors explain the principles.’

In addition to the experimental sentences described above, 30 globally ambiguous fillers
were constructed; for each of these, only one word order was employed in the experiment. Fillers
differed in length substantially, some being short like NOM/ACC sentences, and others being

quite long like INSTR and DAT sentences. Like the experimental sentences, fillers were



152

syntactically ambiguous, but they represented other types of ambiguity. Eight fillers had
ambiguous attachment of a relative clause within a complex NP, as illustrated in (34), and six
represented thematic role ambiguity within a complex DP, as shown in (35). The remaining 14
had different adverb, PP, and modifier attachment ambiguities. Two paraphrases were

constructed for each filler, each unambiguously reflecting one of the available meanings:

(34) a. Javzjalknigu u podrugi moej sestry, nedanvo uexavSej za granicu.
I took the book from friend-GEN my  sister-GEN recently gone abroad

b. Ja vzjal knigu u podrugi moej uexavsej za granicu sestry. MEANING 1 PARAPHRASE
‘I took the book from my gone-abroad sister’s friend.”

c. ] vzjal knigu u uexavsej za granicu podrugi moej sestry. MEANING 2 PARAPHRASE
‘T took the book from my sister’s friend who has recently gone abroad.’
(35) a. Obvinenie direktora  bylo neobosnovannym.
accusations-NOM director-GEN were ungrounded.

b. Direktor obvinjal neobosnovanno. MEANING 1 PARAPHRASE
‘The director’s accusations were ungrounded.’

c. Obvinenija v adres direktora byli neobosnovannymi. MEANING 2 PARAPHRASE
‘The accusations aimed at the director were ungrounded.’

The three sets of experimental items (six exemplars per ambiguity type, each with three
word order variants) and 30 filler items were assembled to create the questionnaire; an item
consisted of a sentence and its two associated paraphrases. So that identical materials would not
be repeated to any subject, the questionnaire was constructed in three versions, word order
variants of any experimental item being distributed over versions in a counterbalanced design.
Filler items were identical across versions. Thus, any one version of the experiment presented 48
sentence-plus-paraphrases items in total, 18 experimental and 30 filler. The order of presentation
of paraphrases for both experimental and filler items was counterbalanced across each ambiguity
type so that for one sentence a particular type of paraphrase was the first (Meaning 1) while in
the other it came second (Meaning 2). Experimental and filler items were interspersed in a

pseudo-random order.
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Procedure and Data Treatment. Each version of the questionnaire was presented to a different
group of subjects in a paper-and-pencil format. Specific instructions which included two
examples preceded the questionnaire proper. Subjects were instructed to read each sentence
carefully, and then to rate each of its two paraphrases on a scale ranging from 0 to 3. The ratings
were explained as follows:

(36) 0 No such meaning exists for the sentence

1 The meaning does not come to mind easily, but you agree that it is possible

2 The meaning comes to mind second but not immediately, after reading the sentence

3 The meaning immediately comes to mind, right after reading the sentence
Subjects were instructed to circle an appropriate number from 0 to 3 for each of the paraphrases,
separately, to record their judgment about the accessibility of that meaning of the sentence.

Subjects’ rating responses were screened for missing data. Two subjects with more than
two data points missing were rejected and replaced. The ratings data were assembled into 2 x 6 x
17 matrices, for purposes of analysis, to reflect a design factorially combining meanings and
Sentences. This analysis design brings together the ratings of two paraphrases (made by 17
subjects in any version of the experiment) for six exemplars of a given ambiguity type and word
order; these had been distributed over versions by the counterbalanced materials design. In all,
nine such matrices were separately prepared, one for each of three word order variants (Below
the Verb, Above the Verb, Sentence-Initial) in three ambiguity types (NOM/ACC, INSTR, DAT).
The data were analyzed parametrically in analyses of variance taking the Meanings factor as a
repeated measure and the Sentences factor as non-repeated.

Two terms of the analysis of variance bear directly on the question around which the
experiment was designed, and the results report to follow focuses on these. The main effect of the
Meanings factor provides information about whether (for the exemplars of a given type and
order, taken together) subjects gave reliably different accessibility ratings to the paraphrases
which expressed competing meanings of a sentence. Statistical significance in this term indicates

an overall preference for one meaning, and this will be presumed to reflect a lower processing
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cost in assigning the relevant structure. The Meaning x Sentences interaction term of the analysis
of variance is equally important; this provides information about whether the overall preference
pattern seen for the exemplars, taken together, genuinely reflects meaning preferences for the
exemplars considered individually. Non-significance in the interaction term indicates a
reasonable consistency across sentences in the relative accessibility of competing meanings, and
significance indicates variability. The latter is likely to arise when idiosyncratic lexical or
pragmatic factors are contributors to the meaning preference pattern.# Where the two-way
analysis produced evidence of this kind of variation, subanalyses were carried out for each
sentence, independently. These were one-way analyses of variance on the Meanings factor, and
served to identify item subgroups within the set of exemplars of a given ambiguity type and
word order.

The data analyses to be reported were undertaken separately for each word order variant
of each ambiguity type. As Section 4.3 has made clear, very different questions about the impact
of Scrambling on processing arise for different word orders in the different ambiguity types. In
this initial exploratory study, therefore, the materials design is best viewed as an assemblage of
situations that can throw light on questions of the processing of scrambled structures, and the

formal statistical analysis is pitched at this level.

Results and Discussion
For globally ambiguous sentences of the NOM/ACC type, data summarizing the
accessibility ratings given to paraphrases of each of two competing meanings!S are presented in

Table 6 6 below:

" The third term of the analysis of variance, the main effect of Sentences, holds no particular interest in this
study. That term picks up differences among sentences of a given type and order in the average rating given
to its paraphrases. Variability here (signalled by statistical significance) is most likely to reflect the variety
of grammatical and lexical means used to ensure that paraphrases gave unambiguous expression of the
competing meanings of experimental sentences.

15 Data for Below the Verb and Sentence-Initial variants of the NOM/ACC ambiguity are based on five
sentences only, due to a construction error in the preparation of the questionnaire.
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Table 6. NOM/ACC Ambiguity: Rated Accessibility, as a

function of Meaning and Word Order

Meaning 1 Meaning 2
(OBJECT) (SUBJECT)

Word Order Variant
BELOW THE VERB 2.68 1.25
ABOVE THE VERB 236 1.70
SENTENCE-INITIAL 127 252
_ Scale: 0 =No such meaning
3 = Immediately accessible meaning

For the word order variant locating the second of two DPs ambiguously marked
NOM/ACC below the verb, these data showed a strong main effect of Meanings, F(1,80) =94.22,
P <.001, and no reliable interaction of Meanings and Sentences, F(4,80) = 1.37, p > .25. Meaning
1, taking that second DP as object of the verb, was given reliably higher accessibility ratings than
its competitor, and this pattern held over exemplars. This outcome is not at all surprising:
Meaning 1 supposes the sentence to be in canonical order, while Meaning 2 requires postulation
of two scrambling chains, in violation of the Minimal Chain Principle, and processing steps
involving reanalysis, in violation of the Minimal Revisions Principle.

The remaining two word order variants, Above the Verb and Sentence-Initial, place the
two DPs ambiguously marked NOM/ACC adjacently, and differ only in the order of those DPs.
Patterns of meaning preference for these word order variants are expected, therefore, to be
mirror-image. Given the assumption of understanding SVO order in Russian (see Section 22),
either of the two meanings involves scrambled structures, and the parameterized theory of
landing sites adopted in this dissertation makes a clear prediction about which of two meanings
should be most accessible: This will be the meaning which takes DPs in the order of their
encounter, assigning these as subject and object, respectively. Thus, for Above the Verb word
order, Meaning 1 requiring postulation of a chain at the second DP, adjoining to VP, should be
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preferred to Meaning 2 requiring revision and a longer chain at the first DP, adjoining to IP;
Sentence-Initial word order necessarily runs the prediction of preferred meaning in reverse. As
discussed in Section 4.3, a theory restricting adjunction to IP only makes less clear predictions,
since convert as well as overt scrambling chains are at issue.

Inspection of the data in Table 6 6 for these two word orders suggests that the predicted
mirror-image pattern in fact holds, but also that an asymmetry in rated meaning accessibility is
greater for the Sentence-Initial than for the Above the Verb word order variant. The statistical
analyses in some ways confirmed these impressions: certainly, the Meanings main effect was
reliable both for sentences in Above the Verb order F(1, 96) =17.17, p <.001, where Meaning 1
received higher overall accessibility ratings, and for sentences in Sentence-Initial order,
F(1, 80) =76.24, p <.001, where Meaning 2 was favored. However in the data for both word
orders there was evidence of variability among the sentences tested; Meanings x Sentences
interaction approached significance for Above the Verb word order, F (5, 96) = 2.22, p < .059, and
reached significance for Sentence-Initial word order, F (4, 80) = 14.60, p < .001. Subanalyses
showed that, with the critical DP located above the verb, the preference for Meaning 1 was
significant by individual test only for three sentences, the remaining three showing no reliable
preference either way; with the critical DP located sentence-initially, individual tests found higher
Meaning 2 ratings for four sentences only, the remaining one reversing this pattern.

Why are the data less clear, here, than might have been expected? In both word orders,
the MCP has to choose between a shorter chain (VP-adjunction of the scrambled object) and a
longer chain (IP-adjunction of the scrambled object). Assuming that the MCP does take into
account chain lengths, the Minimal Revisions Principle conspires together with the MCP in
favoring Meaning 1 in Above the Verb word order but Meaning 2 in Sentence-Initial word order.
However, non-structural factors may influence the preference patterns; recall that in materials
construction, every effort was made to refine experimental sentences so that its two possible

meanings were equally plausible. There was, however, no formal assessment made of
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plausibility, the experimenter’s native intuition serving as the only guide. It is possible that such
factors as relative plausibility of meanings which goes against initial structural preferences in
such sentences make the results less clear than expected.

In summary: The results are consistent with the claim that the canonical surface word
order in Russian is SVO and that the parser obeys the MCP. Subjects have at the very least a
strong tendency to take the first appropriately Case-marked DP in the input to be the subject, in
all three word orders. This has been observed also in English (Fodor, Bever, and Garrett, 1974),
and in German ( Bader, 1994) which also have canonical subject-before-object order. The first DP
is taken as the subject and no chain is required; taking it as the object would necessitate
postulation of a chain resulting from object Scrambling, a violation of the MCP (and supported by
the Minimal Revisions Principle). When both Meaning 1 and Meaning 2 involve Scrambling, as in
Above the Verb and Sentence-Initial word orders, at least one chain is unavoidable; however,
assuming that the MCP takes into account chain length, the Minimal Revisions Principle favors
such scrambled structure which does not require revisions. Other factors such as relative
plausibility of meanings may however weaken preferences resulting from these two structural
principles.

Table 7 below summarizes the ratings data obtained globally ambiguous sentences of the
second type, those with INSTR ambiguity:

Table 7. INSTR Ambiguity: Mean Rated Accessibility, as a
Function of Meaning and Word Order

Meaning 1 Meaning 2
(SMALLCLAUSE)  (BY-PHRASE)
Word Order Variant
BELOW THE VERB 248 1.61
ABOVE THE VERB 1.90 2,05

SENTENCE-INITIAL 1.52 245
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For the Below the Verb word order variant, these data show that Meaning 1 (small
clause) is reliably rated as more accessible than Meaning 2 (by-phrase of passive); the main effect
of Meanings was significant, F (1, 96) = 30.57, p < .001, and there was ni indication (in the
interaction of Meanings and Sentences) that this pattern differs among the six sentences tested, F
(5, 96) = 1.53, p > .10. Granting the working assumption that small clauses of this kind are
properly analyzed as arguments, the pattern of meaning preference found here apparently
confirms a prediction of Construal theory: Where there is ambiguity in the attachment of a phrase
as an argument or an adjunct, argument status is to be preferred.

However, an account in these terms is not supported by the data for Above the Verb
word order. Although both meanings require construction of a scrambling chain, nothing has
changed other than location of the INSTR phrase and the argument vs. Adjunct distinction
remains as before. Yet the data show a pattern which is quite different to that for Below the Verb
word order. With the critical DP scrambled and left-adjoined to VP, rated accessibility does not
differ between Meaning 1 and Meaning 2; for the Meanings main effect, F < 1. Although there
was a suggestion of variability in meaning preference among the sentences tested, F (5, 96) = 3.40,
p < .01 for the Meanings x Sentences interaction term, individual subanalyses showed this to be
only minor: There was no significant difference in meaning accessibility for the five of the
sentences tested, and the ratings pattern favored Meaning 2 for the remaining sentence.

Clearly, these data for the INSTR ambiguity taken together, raise a real problem: Assume
for the moment that more detailed linguistic analysis confirms the assumption of argument status
for these small clauses. This being so, Construal theory needs to account for the finding that
argument attachment of an XP-scrambled phrase is not preferred to adjunct attachment, in the
way that it is for an unscrambled phrase. Alternatively, assume that closer examination leads to
an analysis of these small clauses as adjuncts, so that the argument/adjunct distinction is not
relevant to the contrast of meanings in these sentences. Again, what (possibly non-structural)

factors can account for the shift in meaning preference patterns seen in the data reported here?
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Notice that lexical idiosyncracies, e.g., the plausibility with which a verb takes small clause vs. by-
phrase remains unchanged whether DP-INSIR is in its canonical position or is scrambled, and
thus an account in these terms is unlikely to be successful. In the end, the appropriate account of
the data may lie in something as simple as the fact that the right outermost position is the most
common, for a small clause of any kind in Russian.

Finally, for Sentence-Initial word order, inspection of the data in Table 7 suggests a
further shift in the pattern of meaning accessibility ratings for sentences with INSTR ambiguity.
Apparently, the preferred meaning is now Meaning 2, taking the critical DP as the agent by-
phrase of the passive. Indeed, the analysis showed a Meanings main effect, F (1, 96) = 2945, p <
.001. This overall pattern is consistent with a grammatical constraint: Control theory requires the
PRO subject of small clause be c-commanded by the subject of the matrix clause. Thus, XP-
Scrambling of small clause above the matrix subject should be ruled out, blocking Meaning 1.
However, both native intuition and the data found here suggest that the constraint is not
absolute. Meaning 1 can still be assigned to sentences with the INSTR phrase in sentence-initial
position; the small-clause meaning status is marginal rather than ungrammatical. Note that the
mean rating for Meaning 1, 1.52, lies midway in the 0 ~ 3 range of the rating scale employed in
this experiment, well away from Rating 0, “No such meaning exists.” On this point it is relevant
that there was even evidence of the variability among experimental sentences. The Meanings x
Sentences interaction term was significant, F (5, 96) = 2.63, p < .05, and individual subanalyses
showed a Meaning 2 preference for five sentences; for the remaining sentence, Meanings 1 and 2
were equally accessible.

In summary: The Below the Verb word order requires no Scrambling for either meaning,
and Meaning 1 (argument small clause) is preferred because the Construal principle favors
argument over adjunct attachment when both are available. However, this preference is not
carried over, as was expected, for Above the Verb word order: While either meaning required

postulating a scrambling chain (that is, both meanings were equally complex to construct),
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Meaning 1 and Meaning 2 were equally available. Possibly, some non-structural factors such as
plausibility of a small clause with a particular verb or even its most common location were
responsible for the shift in meaning preference. An even further shift towards preference for
Meaning 2 (by-phrase) in Sentence-Initial word order can be explained by the fact that a
grammatical principle, Control theory, overrides processing principles: Small clauses cannot be
scrambled above the matrix subject which results in a violation of the c~commanding relation
between the matrix subject and the PRO subject of small clause.

Table 8 presents mean accessibility ratings for the paraphrases expressing Meaning 1

(indirect object of the embedded verb) and Meaning 2 (subject of the matrix verb) of sentences

with the DAT ambiguity:
Table 8. DAT Ambiguity: Mean Rated Accessibility, as a Function
of Meaning and Word Order
Meaning 1 Meaning 2
(EMBEDDED (MATRIX SUBJECT)
OBJECT)
Word Order Variant
BELOW THE VERB 267 1.06
ABOVE THE VERB 2.01 1.90
SENTENCE-INITIAL 1.75 214

For the Below the Verb word order, Meaning 1 was rated as more accessible than
Meaning 2, and this pattern was consistent over sentences; for the Meanings main effect, F (1, 96)
=117.68, p < .001; for the Meanings x Sentences interaction, F (5, 96) = 1.36, p > .10. This outcome
is not at all surprising, and is predicted by both Right Association and the MCP. Meaning 1 can be
constructed directly from the D-Structure of a sentence, without any Scrambling, while Meaning
2 requires postulating a Long-Distance Scrambling chain in which the DAT subject of the matrix
clause is moved and VP-adjoined in the embedded clause. Meaning 2 is at best marginal, as the
data in Table 8 show; the average rating obtained indicates that subjects were prepared to agree

that the meaning is possible, but not one that comes to mind easily.
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There is no difference in accessibility between Meaning 1 and Meaning 2, F <1. For the
Above the Verb word order, postulation of a Scrambling chain is unavoidable in both cases:
Meaning 1 requires leftward XP-Scrambling of the indirect object while Meaning 2 requires
rightward XP-Scrambling of the matrix subject (Right Extraposition). The chains are comparable
in length and differ only in the direction. Thus the lack of an accessibility difference supports the
claim that Scrambling is bidirectional in Russian. The pattern of preferred meaning varied across
the sentences tested, F (5, 96) = 10.78, p < .001 for the interaction term of Meanings x Sentences.
Individual subanalyses showed a rating pattern favoring Meaning 1 for two of the sentences
tested, Meaning 2 for two other sentences, and no preference either way for those two remaining.

Finally, for the Sentence-Initial word order, it is Meaning 2 which can be constructed
directly from the D-Structure of a sentence and involves no Scrambling, while Meaning 1 requires
postulating a Long-Distance Scrambling; the DAT indirect object would have to move across two
[Ps in order to adjoin to the left of the matrix IP. On these grounds, it can be said that this word
order straightforwardly reverses the circumstances of Below the Verb word order, for which a
very sharp contrast of meaning accessibility was found. And indeed, there was an overall
tendency for Meaning 2 to be more accessible than Meaning 1, F(1,96) = 5.55, p < .025. But as
inspection of the data in Table 8 suggests, the preference for Meaning 2 is not a strong one, and
the analysis showed that it was not consistent over sentences; for the interaction of Meanings x
Sentences, F(5,96) = 5.91, p < .001. Subanalyses showed that only two sentences reliably favored
Meaning 2; for three sentences, the individual tests provided no evidence for any preference
between meanings, while for the remaining sentence the pattern reversed, so that Meaning 1 was
favored.

Why are the data not as clear as predicted? When the DP-DAT is scrambled for either of
the meanings, as in Above the Verb word order, the parser has to choose between two chains
which are of approximately the same length but differ in direction of Scrambling. The MCP does

not say anything in terms whether there should be any structural preference reflecting this
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difference. Itis possible that if the grammar favors leftward movement which is universaily the
case across languages, the bias would be towards Meaning 1 which is result of the object
Scrambling to the left IP-adjoined position of the embedded clause. As for Sentence-Initial word
order, much weaker results (the mirror-image of Below the Verb word order) may be due to yet
another processing constraint, a constraint against non-transparent use of Case. In the strictly
incremental processing, the DP-DAT is assumed to be a scrambled indirect object since DAT is a
default Case for indirect objects in Russian; DAT subjects being rare and limited to a very small
class of modal predicates. When the conflict between the MCP and non-transparency is revised
in favor of the MCP one word later, it has already contributed to a much weaker preference of
Meaning 2 than it was expected if a violation of the MCP had been avoided initially.

In sum, the subjects strongly preferred to interpret ambiguous DAT phrase as the indirect
object of the embedded verb (Meaning 1) in Below the Verb word order, as was predicted by the
MCP and Minimal Revisions, since Meaning 1 involves no Scrambling; constructing Meaning 2
(the subject of the matrix clause) would involve a Long-Distance rightward chain. The results
were not so clear for Above the Verb word order, where no difference in accessibility was found.
This is compatible with the fact that either meaning would require postulating a scrambling
chain, making them both equally complex to construct. However, the data showed a slight bias
towards Meaning 2 making it possible to suggest that while both left- and rightward Scrambling
is allowed in Russian, leftward XP-Scrambling is the unmarked case. For Sentence-Initial word
order, the mirror-image of Below the Verb word order was achieved, as predicted; however, the
effect was much weaker in the former case. This was possibly due to the competition between
processing principles, the MCP and non-transparent use of Case: XP-Scrambling could be initially
preferred under strictly incremental fashion in which the parser proceeds; however, this initial

decision very soon is revised, and the DAT subject interpretation becomes available.
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General Discussion

Overall, the findings obtained in Experiment 1's meaning accessibility ratings for
sentences presented in a written questionnaire are consistent with the Scrambling Complexity
Hypothesis. Details to one side, it can be said that subjects disprefer scrambling constructions.
They favor an analysis that requires no XP-Scrambling, i.e., a canonical surface SVO word order,
when one exists. This was the case with Below the Verb word order for the NOM/ACC
ambiguity (XP-Scrambling) and the DAT ambiguity (LD-Scrambling), and also for Sentence-
Initial word order for the INSTR ambiguity. Note for this latter case, however, that a
grammatical constraint is involved.

For some sentences, postulating a scrambling chain was unavoidable. This is so for
Above the Verb word order for all three ambiguity types (and Sentence-Initial word order for
INSTR). In these cases the Scrambling Complexity Hypothesis does not predict any preference,
though it is compatible with there being other factors that play a crucial role in meaning
accessibility. For INSTR and DAT, the relevant factor may be not a difference of complexity of
chains, but lexical factors such as plausibility, and the most common word order for a particular
scrambling construction.

Finally, the accessibility of Meaning 2 in the Sentence-Initial variant for INSTR has a
potential grammatical explanation. The small clause needs a controlled PRO subject and it must
not c-command its controller. Scrambling of the small clause to the left-adjoined position of IP
from which it now may c-command the PRO subject of the small clause creates a violation of the
Control Theory. In contrast, the adjunct by-phrase of the passive is not restricted in this way
because it contains no anaphor, and so it can scramble freely.

Thus, the results of Experiment 1 provide support for the following theoretical
predictions discussed in Section 4.3.4 above. The Minimal Chain Principle and the Minimal
Revisions Principle direct the parser to construct underlying unscrambled structures when both

scrambled and unscrambled structures are possible. All other factors being equal, a least complex
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structure, without Scrambling, is preferred (unless the sentence contains specific evidence to the
contrary). The MCP which takes into account chain length, and the parameters for XP-
Scrambling in Russian which allows both left and right IP- and VP-adjunction allow the parser to
choose among more complex structures: out of two structures with Scrambling, the one that
involves fewer or shorter scrambling chains is preferred. The Construal principle requires the
parser to prefer argument over adjunct attachment when both are possible; however, this
processing principle can be overridden by a grammatical constraint of the Control theory.

In addition, the results of Experiment 1 shed light on the linguistic analysis of Russian, by
choosing between competing accounts of the landing sites and directionality for XP-Scrambling in
Russian. The results are better explained by the parameterized theory of landing sites for
scrambled phrases, with the assumption that in Russian the parameter is set to make both IP and
VP available for adjunction, rather than IP alone. Another finding that is of theoretical linguistic
interest is that the data are consistent with the bidirectionality of XP-Scrambling, in contrast to a

theory permitting leftward movement analysis only.

45 Experiment 2: Whole Sentence Reading Time

Experiment 2 gathered reading time data (and answers to follow-up comprehension
questions) for the three types of Russian globally ambiguous sentences, using a whole-sentence
reading technique. While Experiment 2 utilized the materials of Experiment 1 (with some
modifications), it differed from Experiment 1 in a number of ways.

Experiment 1 gathered judgment data for paraphrases of sentences in each of three word
orders, Below the Verb, Above the Verb, and Sentence-Initial, for each of three ambiguity types,
NOM/ACC, INSTR, and DAT. These ratings of meaning accessibility were collected separately
for each of two paraphrases of any experimental sentence. An imbalance between accessibility

ratings for a given sentence provided evidence of a preferred interpretation of the global
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ambiguity, that preference usually being related by the structural properties of the competing
interpretations. In contrast, Experiment 2 takes as its primary data a reading time measure
which is assumed to be related to the time taken to compute one single successful interpretation
of an ambiguous sentence; the reading time measure is not itself directly informative about which
one of two competing interpretations might have been computed. According to the Minimal
Everything strategy of the Garden-Path model, the interpretation which is likely to emerge first,
successfully, is the computationally simpler one. Thus, while the data analysis for Experiment 1
looked at the balance of rated accessibility judgments for a given word order, within an
ambiguity type, the data analysis for Experiment 2 will compare the reading time for a sentence
in one word order with its reading time in another word order. The secondary data collected in
Experiment 2, in responses to comprehension questions, are more similar to the data gathered in
Experiment 1. Yet even for this task, there could be only one comprehension question (directed
toward one interpretation) for any stimulus sentence, and again it will be an analysis across word
orders which examines the pattern of interpretative preference.

While Experiment 2 utilizes modified materials from Experiment 1, they are not a proper
subset of the latter. The number of experimental sentences was doubled, that is, half the
sentences were entirely new (NOM/ACC sentences 7-14, DAT sentences 19-24, and INSTR
sentences 31-36, see Appendix 2). The remaining half was modified in terms of length; sentences
were shortened in order to fit on no more than two lines on the computer display screen.
Moreover, Experiment 2 uses only two word order variants instead of the three used in
Experiment 1; these being Below the Verb and Above the Verb variants for NOM/ACC, and
below the Verb and Sentence-Initial variants for INSTR and DAT.

These changes from Experiment 1 to Experiment 2 were necessitated by the on-line
nature of the latter. It has been argued that Experiment 1’s findings are consistent with the
principles of the Garden-Path theory, in particular, the MCP and the Minimal Revisions Principle.

Experiment 2 was designed to find out whether there is a directly measurable processing cost
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associated with XP-Scrambling in Russian, that is, whether the Scrambling Complexity hypothesis

can be supported.

Method

Suljects. Forty-four volunteer subjects participated successfully in this experiment, 22 in each of
its two versions. All were college-educated native speakers of Russian living in Moscow at the
time of testing, who were naive with respect to the purpose of the experiment. Typically, subjects
took about 20 minutes to complete the experiment.

Materials and Design. Sentence materials for the on-line experiment were based on a subset of the
stimulus types used in Experiment 1; only two of the original word orders were included. These
were Below the Verb and Above the Verb word order variants for NOM/ACC, but Below the
Verb and Sentence-Initial variants of the INSTR and DAT ambiguity types. Half of the
experimental items were sentences drawn from Experiment 1 which had been modified to fit the
whole sentence reading technique; these were shortened so that they occupied no more than two
display lines on the computer screen. The remaining half of the experimental items was a
completely new set of sentences designed around the same three ambiguity types.

The globally ambiguous experimental sentences were constructed in pairs. Within a pair,
sentences differed only in the location of the Case-marked critical element; one member of the
pair placed the critical DP below the verb, and the other, above the verb (NOM/ACC), or in fact
sentence-initially (INSTR, DAT). For each of three the NOM/ACC, INSTR, and DAT ambiguity
types, 12 pairs of sentences were generated, resulting in a materials set of 72 experimental
sentences, in total. In Sections 4.3 and 4.4, the relevant linguistic analyses and off-line processing
profiles of the experimental sentences have already been presented; examples (36)-(38) below
illustrate experimental materials for Experiment 2:
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(36) a. Trolleybus obognal avtobus. BELOW THE VERB
trolleybus-NOM/ACC  passed bus-NOM/ACC
b. Trolleybus avtobus obognal. ABOVE THE VERB

trolleybus-NOM/ACC  bus-NOM/ACC  obognal

MEANING 1 (OBJECT): “The trolleybus passed the bus.’
MEANING 2 (SUBJECT): ‘The bus passed the trolleybus.’

(37) a. Smimov byl poslan nazavod direktorom. BELOW THE VERB
Smimov-NOM  was sent to the plant  director-INSTR
b.  Direktorom Smirnov byl poslan na zavod. SENTENCE-INTTIAL
director-INSTR  Smirnov was sent to the plant.

MEANING 1 (SMALL CLAUSE): ‘Smirnov was sent to the plant as a director.”
MEANING 2 (BY-PHRASE): ‘Smirnov was sent to the plant by the director.’

(38) a. Prixoditsja ob”jasnjat  principy  prepodavateljam. BELOW THE VERB
have to toexplain  principles instructors-DAT
b. Prepodavateliam prixoditsja ob”jasnjat’ principy. SENTENCE-INITIAL
instructors-DAT  have to to explain  principles.

MEANING 1 (EMBEDDED OBJECT): ‘pro have to explain the principles to the instructors.’
MEANING 2 (MATRIX SUBJECT): ‘The instructors have to explain the principles.’

As in Experiment 1, sentences in Experiment 2 were not controlled for length. Sentences of the
NOM/ACC ambiguity type were the shortest (23 characters on average), while sentences with
the INSTR and DAT ambiguities were substantially longer (averaging 67 and 59 characters,
respectively), with some variability among items.

For each pair of experimental sentences, one comprehension question was constructed.
Different grammatical and lexical means were used to ensure that those questions were
unambiguous, cf. the unambiguous paraphrases of Experiment 1. All questions were of the
Yes/No type, and each was explicitly designed to query one of the two potential meanings of the
experimental sentence pairs with which it was associated: A question directed towards Meaning 1
would be answered positively, that is, with a ‘Yes’ response, just in case the subject had settled on

that interpretation of the experimental sentence; conversely, for a question directed towards
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Meaning 2. Examples (39)-(41) give the questions actually used for the experimental sentences

listed in (36)—(38) above, respectively. Note that (39) is directed to Meaning 2, while (40)-(41) are

directed to Meaning 1:16
(39) Avtobus bystree trolleybusa? MEANING 2 (SUBJECT)
bus-NOM faster trolleybus-GEN NOM/ ACC AMBIGUITY
‘Is the bus faster than the trolleybus?
(40) Smirnova poslali na zavod direktorom? MEANING 1 (SMALL CLAUSE)
Smimov-ACC  sent-PL to the plant director-INSTR INSTR AMBIGUITY

‘Did pro send Smirnov to the plant as a director?’

(41)  Prepodavateliam  ob”jasnjajut principy torgovli? MEANING 1 (EMBEDDED OBJECT)
instructors-DAT  explain-PL  principles commerce DAT AMBIGUITY

‘Do they explain the principles of commerce to the instructors?’

Half of the comprehension questions constructed for the 12 sentences of each ambiguity type,
were Meaning 1 directed, and half were Meaning 2 directed. Appendix 2 lists the set of
experimental sentence pairs and their associated questions, in full.

In addition to the experimental sentences described above, 34 globally ambiguous fillers
were constructed, each with only one word order. These exhibited other types of ambiguity than
the experimental sentences. Eight out of these fillers had ambiguous attachment of a relative
clause within a complex DP, as illustrated in (42a), and six had a subject/ object ambiguity within
a complex DP, as shown in (43a). The remaining 18 sentences had different kinds of adverb, PP,

and modifier attachment ambiguity. Just as for experimental sentences, each filler was also

16 Since only one question was constructed for each pair of experimental sentences, real examples from
Experiment 2 materials are not available for questions directed to the alternative meaning of sentences (36)-
(38). Below, I illustrate the form that would have been taken in a Meaning 1 directed question for
NOM/ACC (36), and in Meaning 2 directed question for INSTR (37) and DAT (38):

Q)] Trolieybus bystree avtobusa? MEANING 1 (OBJECT)
trolleybus-NOM faster bus-GEN NOM/ ACC AMBIGUITY
‘Is the bus faster than the trolleybus?’

(i) Direktor poslal Smirnova na zavod? MEANING 2 (BY-PHRASE)
director-NOM sent  Smirmov-GEN to the plant INSTR AMBIGUITY
‘Did the director send Smirnov to the plant?’

(iif) Prepodavateli ob”jasnjali principy torgovli? MEANING 2 (MATRIX SUBJECT)
instructors-NOM explained principles commerce DAT AMBIGUITY

‘Did the instructors explain the principles of commerce?’
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followed by a comprehension question unambiguously directed to one of its two possible
meanings; (42b) and (43b) are illustrative, cf. (34) and (35) above. Where there were multiple
examples of a particular structural ambiguity among the fillers, care was taken to balance the
comprehension questions; half were directed to one possible meaning, and half to the other.

(42) a. Etuknigujavzjalu podrugi moej sestry, nedanvo uexavSej za granicu.
this book I took from friend-GEN my sister-GEN recently gone abroad

b. Podruga nedavno uexala za granicu? EARLY CLOSURE MEANING
friend-NOM recently has gone abroad
‘Has the friend recently gone abroad?

(43) a. Obvinenie direktora bylo neobosnovannym.
accusations-NOM director-GEN were ungrounded.

b. Direktor obvinjal neobosnovanno? SUBJECT MEANING
director-NOM accused without grounds

‘Did the director accuse without grounds?’

The experimental and filler items (an item constituting a sentence plus its associated
comprehension question) were assembled to create an experiment in two versions. So that
identical materials would not be presented twice to any subject, the experimental sentences of any
word order pair were assigned to the two versions in a counterbalanced design. Each version of
the experiment presented half of the items for an ambiguity type in Below the Verb word order,
and half in the alternative order (Above the Verb word order for NOM/ACC, Sentence-Initial
word order for INSTR and DAT). Thus, any one version of the experiment presented 70
sentence-plus-question pairs in total, 36 experimental (3 ambiguity types x 2 word orders x 6
exemplars) and 34 filler items. Experimental and filler items were interspersed in a
pseudorandom order, a separate pseudorandomization being prepared for each subject. In
addition, five practice items were constructed to precede the experiment proper.

Due to screen-size limitations, only 64 characters could fit on a display line. This
presented no problem for short NOM/ACC sentences or for comprehension questions, and these

could be presented on a single line. However, among the longer INSTR and DAT materials were

some sentences which could not be fit on one line of display. For the purposes of presentation,
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sentences of these ambiguity types longer than 64 characters were split so as to be displayed on
no more than two lines. Sentences were carefully checked to make sure that the line-break
occurred at a phrase boundary. In Appendix 2, the symbol “// ” indicates the location of any
line-break in an experimental sentence. Note that splitting long sentences between lines affected
the location at which the critical INSTR- or DAT-marked phrase was displayed in Below the Verb
word order: In six INSTR sentences which were split between the lines, the INSTR phrase
occurred on the second line, but in six split DAT sentences, the DAT phrase was only once on the
second line. As for fillers, 18 out of 34 were split into two lines, and 2 were split into three lines.
Procedure. Subjects were tested individually, in a quiet location, with a procedure which involved
two tasks: A sentence was presented as a whole, to be read as quickly as possible, and each
sentence was followed by a comprehension question. Materials were presented on the liquid-
crystal screen of a notebook computer in a specially designed simplified Cyrillic font?”, as white
letters on a gray background. Each sentence and question was centered on the screen, with
questions replacing their associated sentences as soon as subjects responded in the sentence
reading task. Stimulus presentation and data collection were under the control of DMASTR
software (Forster and Forster, 1990).

Subjects initiated each item’s presentation by pressing a footswitch. After the footswitch
press, a sentence was displayed as a whole. Whenever the sentence was presented on a single
display line or split between lines, the entire sentence was displayed at the same time. The
subject was instructed to press either of the two response buttons labeled JA ('YES') and HET
('NO’) to indicate that the sentence had been read. Display was response-contingent, i.e., the
sentence remained on the screen until the subject pressed a response button to signal that it had
been read, at which time the sentence was erased and immediately replaced by a comprehension

question. “Timeout” for sentence display was set at 9 seconds; that is, the display was

7 It was an appropriately modified version of Borland’s “Simplex” font. While it was rather unattractive
looking, it was perfectly legible, and the subjects had no problems reading it.



171

automatically terminated (and a question shown) if no button press had been registered. For the
two-choice comprehension task which followed sentence reading, subjects indicated their answer
to the question by pressing the appropriate one of the same two response buttons. Timeout for
questions was set at 9 seconds.

Subjects were instructed verbally about the character of the tasks they were to perform.

They would be reading Russian sentences which would appear on the screen as a whole, and
after each sentence was read, they should press either of two response buttons as soon as possible
but without sacrificing comprehension. When a question appeared on the screen following the
sentence they had just read, they should answer the question by pressing the ‘Yes’ or ‘No’ button,
as appropriate. Again, they were asked to do this as quickly and as accurately as possible. These
instructions were reinforced on the screen before the experiment itself began.
Data Treatment. In total, 49 subjects participated in the experiment, and later they were screened
according to their performance data. Subjects who had an unacceptable rate of timeouts, i.e., no
response given within 9 seconds of the onset of sentence display, were rejected. The cutoff for
acceptable performance was set as 10% or more of the data lost, ie.,, more than 3 out of 36
experimental sentences. This was taken as an indication that the subject was not just reading
normally but had stopped to think about the sentence, thereby jeopardizing the on-line nature of
the experiment. Five subjects were rejected on this criterion, and the analyses that follow are
based on the remaining successful 44 subjects.

Two kinds of data were collected, corresponding to the two tasks (sentence reading,
question answering) which subjects performed in the experiment. Of these, the data for sentence
reading are primary, since the experiment was designed to test the Scrambling Hypothesis
through the direct comparison of overall reading times for sentences in different word orders.
Comprehension questions were included in the first instance simply to ensure that experimental

sentences would be read fully. However, these are also a source of data, namely the patterns of
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meaning preference indicated by subjects’ responses to questions designed to query one of two
possible meanings of the globally ambiguous sentences. Both data types were analyzed.

The sentence reading data were analyzed with analyses of variance, the analyses being
carried out over reading times and over timeout rates, for each of the three ambiguity types
separately. These analyses applied to subject-based data (collapsing over items) and to item-
based data (collapsing over subjects), and these different bases of estimation are indicated in the
report that follows as F, and F, respectively.’® The factor of interest in the analyses of variance
was Word Order, contrasting performance with two word orders; the analyses also included a
dummy factor Groups (subject groups in the subject-based analysis, item groups in the item-
based analysis) arising from the experiment’s two-version design. Prior to the statistical analysis,
standard data cleanup routines were applied to the reading time data. Responses shorter than
250 ms or longer than 3000 ms were discarded as anticipatory or aberrant, respectively; then, to
minimize the distorting effect of outliers, data points lying beyond cutoffs set for each subject at
mean plus-or-minus two standard deviations were replaced by those cutoff values.

The analysis of question-answering data was based on assumptions whose justification
comes from the way questions were constructed to be directed towards a particular meaning of
an ambiguous sentence. A positive response ("Yes') to a question querying, say, Meaning 1, was
taken to indicate that the subject had accepted that meaning, and a negative response was taken
to indicate that the subject had instead settled on the alternative, say, Meaning 2. Given these
assumptions, the patterns of Yes/No answers can provide information about which meaning was
preferred, regardless of the way questions were cast. For the purposes of analysis, the data were
transformed to reflect the rate of acceptance of Meaning 1. Analyses of variance were carried out
on subject- and item-based data, for each ambiguity type separately, as for the sentence reading

data. Again, these had a dummy factor (Groups) in addition to the Word Order factor which is of

18 F values were combined in the minF”’ statistic; since this is known to be conservative, an alpha-level of
10% is accepted for significance (Santa, Miller, and Shaw, 1979). When minF’ fails to reach significance, F;
and F; are reported individually.
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interest, but they also included a third factor, Question Form, through which the assumptions on
which the analysis rested could be checked. No main effect of Question Form emerged in any
analyses, nor any interaction with Word Order, and this factor is therefore omitted in the report

of results.

Results and Discussion
For the NOM/ACC ambiguity, data collected in the sentence reading and post-sentence

comprehension tasks are summarized in Table 9. Note that, for the latter, the table shows not
only the rates at which Meaning 1 was accepted in question responses (ie., the data entered into
statistical analyses), but also the rates at which Meaning 2 was accepted.’® This is intended to
facilitate the comparison with Experiment 1’s data patterns.

Table 9. NOM/ACC Ambiguity: Sentence Reading Time (in

seconds, percent timeouts in parentheses) and Question

Response Preference (peicent) as a function of Word Order

RESPONSE PREFERENCE

SENTENCE Meaning1 Meaning 2
READINGTIME  (OBJECT)  (SUBJECT)

WORD ORDER
Below the Verb  2.80 (0.4) 735 25.0
Above the Verb 327 (1.5) 64.1 341

As the data in the left panel of Table 9 show, it took subjects longer to read NOM/ACC
sentences in Above the Verb word order than in Below the Verb word order, the difference being
047 sec. The data analysis found that this lengthening of reading times was reliable,

minF’(1,17) =11.51, p < .005. The rate at which timeouts occurred follows the reading time data,

19 Meaning 1 and Meaning 2 percentages for each word order sum to a little less than 100%, reflecting the
small proportion of occasions on which no answer had been registered within 9 seconds of the onset of

question display.
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being numerically greater for Above the Verb word order, but because timeouts were so few with
these very short sentences, the difference between word orders failed to reach significance,
Fi(1,42) =3.10, .05 < p < .10, F2(1,10) = 2.14, p > .10.

These results provide evidence in support of the Scrambling Complexity Hypothesis.
Recall that for globally ambiguous NOM/ACC sentences in Above the Verb word order, with
two Case-ambiguous DPs encountered before the verb, a scrambling analysis is required, whether
Meaning 1 or Meaning 2 is adopted (see Section 4.3.1). However, for Below the Verb word order
with its ambiguous DPs on either side of the verb, no scrambling is required for one of the two
available interpretations, namely, Meaning 1 (and Experiment 1 has shown that this is indeed the
strongly preferred interpretation, see Section 4.4). The claim that scrambling constructions are
more difficult to process than their unscrambled counterparts therefore predicts that Meaning 2
will rarely be adopted for a sentence in Below the Verb order; this being so, it predicts further that
Above the Verb sentences (unavoidably taken as scrambled) will take longer to read than Below
the Verb sentences (almost invariably taken as unscrambled) — just as the reading time data have
shown, here.

The interpretation placed on the reading time outcome, above, depends crucially on the
assumption that Meaning 1 is much more likely than Meaning 2 for sentences in Below the Verb
word order. The response preference data arising from Experiment 2's comprehension questions
(Table 9, right panel) confirm this assumption: Meaning 1 for the Below the Verb variant (SVO
order requiring no Scrambling) was preferred better than 3—to—1 over Meaning 2 (OVS,
requiring postulation of two scrambling chains).

Response preferences for the Above the Verb variant do not reflect absence versus
presence of Scrambling, but rather the details of the Scrambling analysis involved in the two
meanings: Meaning 1 (taking the second-encountered DP as object, SOV) results in a short chain
since it supposes the scrambled object to be VP-adjoined; Meaning 2 (taking the second-

encountered DP as subject and the first as object, OSV) has a longer chain since it supposes the



175

scrambled object to be IP-adjoined, and presumably incurs also a violation of the Minimal
Revisions Principle since the assignments of subject and object reverses the order in which DPs
are encountered. It is therefore not surprising that Meaning 1 appears to be preferred for Above
the Verb word order, just as it was for Below the Verb. Equally, the weakening of that preference
(so that Meaning 1 was favored somewhat less than 2—to—1 over Meaning 2) is not surprising,
given the more subtle basis of competition between meanings when sentences are in non-
canonical order. Note the parallel with the findings of Experiment 1 (see Table 6, Section 4.4).

The analysis of response preference data, comparing Meaning 1 acceptance rates between
word orders, showed that the decrease in Meaning 1 dominance from Below the Verb to Above
the Verb was reliable in the subject-based analysis, F; (1, 42) = 5.85, p <.025; however, it failed to
reach significance in the item-based analysis, Fi (1, 8) = 3.26, p = .11. The generalization is thus
not an entirely secure one.

For the INSTR ambiguity, reading time and comprehension question data are
summarized in Table 10. Note that, as in Table 9, response preference data are provided for
Meaning 2 to facilitate comparison with Experiment 1.

Table 10. INSTR Ambiguity: Sentence Reading Time (in seconds,
percent timeouts in parentheses) and Question Response Preference
(percent) as a function of Word Order

RESPONSE PREFERENCE

SENTENCE Reading 1 Reading 2
READINGTIME (SMALLCLAUSE) (BY PHRASE)

WORD ORDER
Below the Verb 442 (1.9) 76.2 235
Sentence-Initial 531 (6.4) 379 61.8

The data in the left panel of Table 10 show that it took subjects longer to read sentences in

which the ambiguous INSTR phrase occurred sentence-initially, in comparison to those in which
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the critical phrase occurred below the verb, a difference of 0.89 sec which was highly significant,
minF’(1,20) = 32.51, p < .001. The difference in the timeout rates, similarly greater for Sentence-
Initial word order, was also significant, minF’(1,48) = 3.62, p < .10. Again, these results can be
interpreted as arguing for an increase in processing load associated with scrambling
constructions. For Below the Verb word order, the INSTR phrase can be interpreted either as a
small clause or as the agent by-phrase of the passive, neither meaning involving Scrambling;
however, when that phrase is placed sentence-initially, a Scrambling analysis is unavoidable.
Thus, the data for INSTR are compatible with the Scrambling Complexity Hypothesis.

The response preference data in the right panel of Table 10 show that Meaning 1 is
strongly preferred over Meaning 2 in Below the Verb word order; the 3—to—1 preference here is
not connected to Scrambling, but may be attributable to the argument status assumed for
Meaning 1’s small clause, cf. adjunct status for Meaning 2's by-phrase of the passive. In Above
the Verb word order, this preference pattern reverses to favor Meaning 2. While both meanings
in Above the Verb word order involve Scrambling, Meaning 1 is more or less unavailable in this
variant due to a violation of the Control Theory; see discussion in Section 4.3 above. Meaning 1 is
not totally blocked, as shown by the nearly 38% of question responses which accept it
Nonetheless, a small clause scrambled above its antecedent is somewhat marginal compared with
Scrambling of the by-phrase of the passive, which is perfectly grammatical. Just as was the case
with the NOM/ACC ambiguity, the data for INSTR parallel the findings in Experiment 1. The
analyses comparing rates at which Meaning 1 was accepted in Below the Verb and Sentence-
Initial word orders found a significant shift in pattern, minF'(1,22) = 27.26, p < .001.

Finally, for the DAT ambiguity, the two data types are summarized in Table 11:
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Table 11. DAT Ambiguity: Sentence Reading Time (in seconds,
percent timeouts in parentheses) and Question Response Preference
(percent) as a function of Word Order

RESPONSE PREFERENCE

SENTENCE Reading 1 Reading 2
READINGTIME (EMBEDDED OB]) (MATRIX SUBJ)

WORD ORDER
Below the Verb  4.28 (0.8) 76.6 223
Sentence-Initial 4.19 (1.1) 40.2 59.5

The data in the left panel of Table 11 show that, in contrast to the NOM/ACC and INSTR
ambiguity types, reading times for the two different word order variants were remarkably
similar. Indeed, sentences in Below the Verb word order differed in reading time from those in
Sentence-Initial word order only by 0.09 sec, F <1 in both subject- and item-based analyses. Nor
was there any evidence of a difference in the timeout rates for the two word orders, F <1 in both
analyses. This is not surprising because (unlike the NOM/ACC and INSTR ambiguities) a simple
structure without Scrambling is available for each of the word order variants of the DAT
ambiguity (Meaning 1 for the Below the Verb variant; Meaning 2 for the Sentence-Initial variant).
In accordance with the Scrambling Complexity Hypothesis, structures without Scrambling are
universally preferred, and that preferred meaning should incur no special cost for either word
order. The lack of any observed difference here strengthens the argument that the reading time
differences found for NOM/ACC and INSTR are indeed due to the cost of Scrambling.

The response preference data (right panel, Table 11) show that indeed subjects strongly
preferred Meaning 1 for sentences in Below the Verb word order more than 3—to~1 over
Meaning 2. This is not surprising given the fact that Meaning 1 requires no Scrambling and can
be read off directly from the D-Structure; to assign Meaning 2 to this variant would mean

postulating of a rightward Long-Distance scrambling chain. For the Sentence-Initial word order,
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it is Meaning 2 which is compatible with a simple structure without Scrambling; constructing
Meaning 1 would involve postulating a leftward Long-Distance chain. Although the data show a
reversal of pattern, the asymmetry between meanings is numerically smaller: Meaning 2 was
preferred over Meaning 1, roughly 3 —to—2. In Section 4.3.3 it has been suggested that there may
be competition between a processing principle, the MCP, and a dispreference for non-transparent
use of Case. Thus, XP-Scrambling could be initially preferred if processing is strictly incremental
to avoid the oddness of a DAT-marked subject; however, this initial decision very soon would be
revised, when the DAT subject interpretation became licensed by a modal predicate. Analyses of
Meaning 1 acceptance rates in the two word orders provided evidence of a highly reliable
difference, minF’ (1,11) = 18.45, p < .005. These results confirm those obtained for DAT ambiguity
sentences in Experiment 1. Subjects most often choose the interpretation which requires

minimally necessary structure, i.e., the one without Scrambling.

General Discussion

The results of Experiment 2 are twofold: First, the sentence reading times were consistent
with the Scrambling Complexity Hypothesis; second, subjects’ answers to the post-sentential
comprehension question data were quite parallel to the meaning accessibility findings of
Experiment 1.

Subjects favor a canonical surface SVO word order, and when Scrambling is unavoidable
the analysis with a shorter chain is preferred. It is reasonable to suppose that this is because XP-
Scrambling imposes an additional burden on the processor and thus is avoided or minimized
whenever possible. This interpretation is supported by the fact that when a Scrambling analysis

must be adopted, reading time increases.
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Overall, the results of Experiment 2 (like the results of Experiment 1) provide support for
the theoretical predictions discussed in Section 4.3 above. Russian XP-Scrambling constructions
do not require any new additional processing principles, since all the data are compatible with
the assumption that they are parsed according to the general strategy Minimal Everything of the
Garden-Path theory. Everything else being equal, the least complex structure is preferred, unless
there is evidence to the contrary. One instance of this is that structures without Scrambling are
preferred where available. Moreover, when two structures with Scrambling compete, the one
that involves shorter scrambling chains wins. The MCP and Minimal Revision Principle account
for almost all the meaning preferences found in the comprehension question data in this
experiment; however, the DAT ambiguity data seem to suggest that there is a processing
dispreference for non-transparent use of Case. In general, there is support for the claim that a
least-effort tendency in the human parser leads to a processing cost for XP-Scrambling in Russian,

as reflected in longer reading times for scrambled word orders.

4.6 Summary of Chapter 4

In this chapter, the processing characteristics of Russian XP-scrambling constructions
have been investigated. It has been argued that the findings in the two experimental studies, an
off-line meaning accessibility questionnaire and an on-line whole sentence reading experiment
involving also comprehension questions, are consistent with the claim that the Garden-Path
theory is universal. The MCP and the Minimal Revision Principle which have been proposed as
universal principles have been shown to apply to these constructions: Subjects choose
interpretations of globally ambiguous Russian sentences which have minimal scrambling chains.

The specific results are as follows. In Experiment 1, subjects gave higher ratings to
meanings resulting from analyzing ambiguous sentences as having canonical SVO order,

compared with derived orders. In Experiment 2, it took subjects longer to read scrambled
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sentences than their unscrambled counterparts. Also, subjects answered questions on the basis of
whichever sentence meaning involved no scrambling chains or the fewest and shortest possible.
These results all support the Scrambling Complexity Hypothesis.

The results of these two experiments contrast with those in previous investigations of the
processing of XP-Scrambling in German and Japanese. As has been reviewed in Sections 4.2.2 -
4.2.3 of this chapter, it has been claimed in the literature for both languages that no extra
processing load is incurred by XP-scrambling. Further studies are needed to clarify the exact
nature of the differences in processing XP-Scrambling in Russian, on the one hand, and in
German and Japanese, on the other hand.

This chapter concludes Part I of this dissertation, whose goal was to investigate the
syntactic and processing characteristics of XP-Scrambling in Russian. In addition to the questions
it could answer in its own right, this investigation was the first step necessary to explore another
and less common type of Scrambling which exists in Russian — Split Scrambling. The syntactic
and processing characteristics of split scrambling constructions constitute the topic of Part I of

this dissertation.
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5.1 Introduction

Regular XP-Scrambling as found in many Indo-European and Asian languages does not
exhaust the phenomenon of free word order. Perhaps the most extreme manifestation of this
phenomenon is discontinuous constituency of phrases (arguments and adjuncts) such as DPs and
PPs. The existence of discontinuous DPs and PPs is one of the most striking typological
characteristics of non-configurational languages of which the best known are the Australian
Aboriginal languages (Hale, 1983; Austin and Bresnan, 1996) where non-configurationality is a
theoretical concept understood to imply a lack of X-bar schemas so that a sentence is generated as
an unstructured string of words, that is, S—>W* (Hale, 1983).

The scrambling languages (except Russian) discussed in Part [ of this dissertation exhibit
relatively free constituent order but do not allow discontinuous DPs and PPs of this type. Note
that the issue in question here is discontinuous constituency of non-sentential argument and
adjunct phrases. This does not mean that other languages do not allow discontinuous
constituency in general. Understood broadly, any type of movement produces discontinuous
constituents. For example, Wh-movement of an object in an SVO language like English results in
a discontinuous VP. However, in these types of movement, a head of a syntactic phrase and its
modifier move together as a whole, so this can be subsumed under the heading of XP-movement.
Descriptively, I define Split Scrambling as an operation which derives discontinuous DPs and PPs
otherwise treated as a unit with respect to Case theory and 8-theory. Discontinuous DPs and PPs
are phrases in which modifiers are separated from the N head by other constituents, as illustrated

in (1) for Russian (the subparts of the discontinuous constituent are underlined):!

! Russian allows any maximal projection smaller than VP to be discontinuous, including AP, AdvP, DP and
PP. In example (i), a degree word oten’ ‘very’ is separated from the head of the adjectival small clause
S¢astlivym ‘happy” it modifies resulting in a discontinuous AP, and (ji) illustrates a split adverbial phrase:
()] Ocen’ Ivan priel domoj $¢astlivym.

very Ivancame home happy

‘Ivan came home very happy.’
(ii) Sliskom Ivan prisel domoj pozdno].

too Ivan came home late
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(1) a. I k _polosatym Dbetiton tigrjatam ... (Komnej Cukovskij ‘Doctor Ajbolit’)
and to striped-DAT runs he tiger cubs-DAT

‘And he is running to the striped tiger cubs ..."

b. Ox, vetry naleteli zlye! ( a folk song)

Oh, winds-NOM came ferocious-NOM

‘And the ferocious winds came.”

Examples of the type (1) are found in two particular registers of Russian — the language of
literature (literary Russian) and spoken (colloquial) Russian.

Split Scrambling can be found in those Indo-European languages which are often
described as having discourse-oriented free word order. These contrast with the scrambling
languages with more restricted freedom of word order such as the Germanic languages, Japanese,
and Hindi, which were discussed in Chapter 2. Classical languages, Latin and Ancient Greek, as
well as Modern Greek, on the one hand, and at least some of the Slavic languages such as Serbo-
Croatian, Polish, and Russian, on the other, are traditionally analyzed as exhibiting such
properties as pragmatically-determined free word order and discontinuous constituency. These
two properties justified a line of research (Yearley, 1993) which investigated the question of
whether they may be non-configurational languages like Warlpiri. However, the lack of other
properties associated with non-configurationality (properties such as no VP constituent, split-
ergative case marking and null anaphora) (Austin and Bresnan, 1996), together with detailed
analysis of the basic syntactic structure of the clause (Ostafin (1986) for Latin; King (1993) and
Bailyn (1995) for Russian), convincingly show that these languages are configurational (see

Chapter 2 for discussion of configurationality of Russian).2

‘Ivan came home too late.’
The constructions with discontinuous AP and AdvP (j)-(ii) will not be discussed here any further, and in
what follows we will focus specifically on discontinuity in DPs and PPs.

2 Australian Aboriginal languages and Latin/Greek and Slavic languages have in common a syntactic
phenomenon of DP and NP-internal morphological agreement of an adjectival modifier with its head noun.
Note that in contrast to Warlpiri, agreement features such as gender, number, and case in Latin and Russian
are always obligatory regardless of whether modifying adjectives and the head noun are adjacent or not. In
Warlpiri, as the contrast between (ia) and (ib) above shows, this agreement is absent in sentences where
modifying adjectives and the head noun are adjacent (ia):

a. Kurdu wita-jarra-tlu ~ =ka-pala maliki  wajili-ni-nyi.
child  small-DUAL-ERG PRES-3duSUB dog.ABS chase-NPAST
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The properties of Split Scrambling, which is the theme of Part II of this dissertation, have
been much less thoroughly investigated cross-linguistically than those of regular XP-Scrambling,
discussed in Part I. Recently, a few analyses of Split Scrambling in German, Latin, Serbo-
Croatian, Modern Greek (Section 53), and Polish (Section 6.3) have been proposed in the
literature. They are relevant to the Double-Movement analysis for Russian split scrambling
constructions argued for in this chapter (Section 5.5). The Double-Movement analysis is
compared to four recent attempts to account for discontinuous DPs and PPs in (Section 5.4).
While some of the details of the proposed structural derivations will be useful, in general these
accounts of Russian (Yearley, 1993; Franks, 1993; Bailyn, 1995; Junghanns and Zybatow, 1995) are
still quite sketchy. They do not provide an explanation for the restrictions on Split Scrambling in
Russian, and do not address the issue of its motivation.

It is generally assumed that the unmarked word order in the Russian DP is Adjective —
Noun where the adjective is continuous with the noun. However, discontinuous orders are quite
common both in literary and spoken Russian. The goal of this chapter is to provide a syntactic
analysis of split scrambling constructions in Russian. In order to do this, it is important to
formulate descriptive generalizations about split scrambling constructions (Section 5.2). The
constraints on it appear to be more restrictive than those on XP-Scrambling which allows any XP
to undergo Scrambling and can be multiple and possibly long-distance. In contrast, Split
Scrambling does not allow phrases with multiple modifiers to be discontinuous, it cannot be long-
distance, it obeys a Periphery Constraint, a One-Split-per-Clause Constraint, and for split PPs it

obeys a Preposition-First Constraint, combined with the No Preposition Stranding Constraint.

Two small children are chasing the dog.' or
Two children are chasing the dog and they are small.'

b. Kurdu-jarra-rlu  =ka-pala maliki  wajili-pi-nyi wita-jarra-rlu.
child-DUAL-ERG PRES-3duSUB dog.ABS chase-NPAST small-DUAL-ERG
‘The two small children are chasing the dog.’ (Austin and Bresnan 1996: (25)-(26))
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Section 5.5 (and Chapter 6 to follow) presents an attempt to explain these restrictions on
Split Scrambling in Russian by means of the Double-Movement analysis. Two parameters are
proposed for Russian Split Scrambling:

Remnant in Situ: Yes/No;

Category of Extracted Element: N’, A’.
Split Scrambling is hypothesized to be an operation which consists of two steps: leftward XP-
Scrambling of a DP (or PP) and a rightward Y’-Extraction. First, a DP is XP-scrambled to a special
position, the SPEC position of F(ocus)P. Then a phrase which is argued to be a Y’ is extracted out
of the scrambled DP (or PP) into the right FP-adjoined position. Both movement operations obey
the standard constraints on movement. While the Double-Movement analysis of Split Scrambling
in Russian faces some unresolved issues, such as justifying the fact thata Y’ can move, it provides
an explanation for the Periphery Constraint, the One-Split-per-Clause Constraint, and the

Preposition-First Constraint.

5.2 Descriptive Properties of Split Scrambling in Russian

As was the case with standard XP-Scrambling (Chapter 2), with respect to Split
Scrambling there are two important issues that need to be discussed. First, how are split
scrambling constructions derived and what is their syntactic structure (Section 5.3)? Second,
what motivates Split Scrambling (see Chapter 6)? Like standard XP-Scrambling, it appears to be

optional.

5.2.1 Restrictions on Discontinuous DPs and PPs
Compared to cases of standard clause-internal XP-Scrambling (Chapter 2), Split
Scrambling appears to be more restrictive. Both theoretically possible split word orders are

available for Russian discontinuous DPs, as in (2) (in contrast to the asymmetrical pattern Adj ...
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N of other languages which allow Split Scrambling; see Section 5.3 below). However, only two
out of all theoretically possible split word orders are available for discontinuous PPs, as shown in

@)-

@  aAdj..N
b.N ... Adj

@) a PAdj..N
b. PN... Adj

Furthermore, an analysis of discontinuous DPs and PPs in Russian reveals that Split Scrambling

obeys the following descriptive constraints (4) which are not characteristic of XP-Scrambling.

(4) (a) Discontinuity within the DP (and PP) tends to involve phrases containing a head
noun and just one modifying adjective (or possessive, etc.). In cases where the head
noun is modified by more than one adjective?, any kind of split appears to be much
less acceptable, as shown in (5b, ¢, d) below, than in cases with a single adjectival
modifier (5a).¢

(b) Long-Distance Split Scrambling is not allowed, as the ill-formed (6a, b) show, in
contrast to XP-Scrambling which while far from being perfect, marginally allows
Long-Distance Scrambling in some contexts (6¢).5

()  The Periphery Constraint: In the overwhelming majority of cases, the constituents of a
phrase are split up into two parts such that one part (a remnant XP) occurs on the left
edge of the clause (sentence-initially), while the other (an Y’) is moved to the right

edge (sentence-finally), as shown in (7a, c). However, since they can appear in other

3 In Russian, nouns can be modified by both prenominal adjectives and postnominal nouns in GEN.
Discontinuous usage of these GEN nominal modifiers is also possible in Colloquial Russian but to a lesser
degree than discontinuous usage of adjectival modifiers. I will not discuss cases of discontinuous nominal
modifiers in this dissertation and leave this topic for future research.

4 Franks and Progovac (1994) (see Section 5.3.4) analyze similar examples in Serbo-Croatian and argue that
when the first modifying adjective is the demonstrative ovu ‘this’ it can be extracted in Serbo-Croatian
leaving the second modifying adjective and the head noun behind. This is not possible in comparable
constructions in Russian.

5 In general, long distance extraction in Russian is allowed only across an overt subjunctive complementizer
¢toby or from infinitival complements.
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positions as well, as in (7b, d), although much less frequently, this restriction appears
to be a tendency and not an absolute constraint, in contrast to Polish (see Section 6.3)
where this constraint is strictly enforced.

The One Split-per-Clause Constraint: Only one split constituent is allowed per clause.
Franks’ (1993) examples of double splits (8a, b) are considered ungrammatical by the
overwhelming majority of Russian speakersé while a single split of any DP in the
sentence is acceptable.

The Preposition-First Constraint, in combination with the No Preposition Stranding
Constraint (for discontinuous PPs only): Discontinuity within the PP can only occur if
some part of the prepositional object remains adjacent to the preposition (Ostafin,
1986), and no part of the prepositional object precedes the preposition, as the ill-

formed (9a, b, c) illustrate.

(5) a. Onsobral Kubimye semejnye fotografii.
he collected favorite-ACC family-ACC pictures-ACC

b. ?*Ljubimye semejnye onsobral fotografii. SPLIT DP

favorite-ACC family-ACC he collected pictures-ACC

c. ?Ljubimye onsobral semejnye fotografii. SPLIT DP

favorite-ACC he collected family-ACC pictures-ACC
"He collected his favorite family pictures.’

d. *?Po novoj korotkoj my poedem doroge. SPLIT PP

on new-PREP short-PREP we willgo road-PREP

‘We will go on the new short road.’

(6) a. ?*Beluju ja xotela, ¢toby ty nadel rubasku. SPLIT DP

white-ACCI would like that-SUBJ you put on shirt-ACC
‘I would like you to put on a white shirt.’

b. 7*Po novoj Masa poprosila, ¢toby my poexali doroge. SPLIT DP

on new-PREP Masha asked that-SUBJ] we went road-PREP

¢ My judgments are based on informal inquiries with numerous Russian informants, linguists as well as
non-linguists. I did not conduct a formal questionnaire study to assess the acceptability of such
constructions because the informants were unanimous about the unacceptability of double splits in general.
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c. Po novoj doroge  Masa poprosila, étoby my poexali.  XP-SCRAMBLED

(8) a.

©) a.

onnew-PREP road-PREP Masha asked  that-SUB] we went
‘Masha asked that we went on the new road.

Interesnuju oni predloZilimoej  docke rabotu. SPLIT DP
Interesting-ACC they offered my-DAT daughter-DAT work-ACC

Oni interesnuju predlozili rabotu moej  docke. SPLIT DP
they interesting-ACC  offered work-ACC  my-DAT daughter-DAT
‘They offered interesting work to my daughter.”

Po novoj my poexali doroge. SPLIT PP
onnew-PREP we-NOM went road-PREP

My po novoj poexali doroge. SPLIT DP
we-NOM on new-PREP went road-PREP

‘We went on the new road.

*Interesnujuy oni dockex predloZili moej> rabotu;. SPLIT DP
Interesting-ACC they-NOM daughter-DAT offered my-DAT work-ACC
‘They offered interesting work to my daughter.”

. *Po novoj na letnjuju, my poexali dac¢u, doroge;. SPLIT PP

on new-PREP to summer-ACC we went cottage-ACC road-PREP
‘We went to the summer cottage on the new road.’

*Novoj my poexali po doroge. spLIT DP
new-PREP we-NOM went onroad-PREP

*Doroge my poexali po novoj. SPLIT PP
road-PREP we-NOM went on new-PREP

*Novoj  doroge my poexali po.
*new-PREP road-PREP we-NOM went on

‘We went on the new road.’

The restrictions in (4) are summarized in Table 12:

Table 12. Restrictions on Split Scrambling in Russian

RESTRICTIONS ON SPLIT SCRAMBLING DP EXAMPLE PP EXAMPLE
(a) Single modifier only (5b, c) (5d)

(b) Clause-boundedness (6a) (6b)

(c) the Periphery Constraint (7a, b) (7c, d)

(d) the One-Split-per-Clause Constraint (8a) (8b)

(e) The Preposition-First Constraint n/a (%9a, b, ¢)
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What is the explanation for the restrictions in Table 12? Since I am only concerned in this
dissertation with the cases where there is only one modifying adjective in the DP, I will not be
proposing a grammatical explanation for the restriction (4a), i.e., the fact that multiple modifiers
do not appear to be extractable. It is possible that the syntactic configuration of the two adjectives
inside the DP is such (e.g., two adjunctions) that their extraction together is disallowed.”
Extraction of multiple modifiers one by one can probably be subsumed under the One-Split-per-
Clause Constraint. But why the remnant cannot contain multiple modifiers is quite unclear.

Nor am [ dealing with Long-Distance Scrambling (4b) here. As was noted above, Long
Distance Scrambling is a marginal phenomenon in Russian grammar, and we need first to find
constructions where it would be fully accepted by informants. If such constructions are
considered strained in general, then together with the greater complexity of Split Scrambling, this
may be sufficient to account for why Split Scrambling does not occur outside of the clause.

The three remaining restrictions, the Periphery Constraint (4c), the One-Split-per-Clause
Constraint (4d), and the Preposition-First Constraint (4e), will be addressed here and it will be
argued in Section 5.5 and Chapter 6 that the Double-Movement analysis of Split Scrambling in
Russian can provide a plausible grammatical explanation for these restrictions. In Chapter 7 a
potential processing explanation for these constraints will be considered and will be argued to
have some plausibility too, but experimental evidence is in accord with this only for the One-

Split-per-Clause Constraint.

5.3 Syntactic Properties of Split Scrambling Cross-Linguistically

It is surprising how little has been written about discontinuous constituency in generative

syntax. The reason probably lies in the fact that for a long time, generative syntax concerned

7 Notice that Siewierska (1984) (see Section 6.3, Chapter 6 below) does not explicitly discuss the source for
this restriction in Polish either. She considers it most probably to be a part of the processing considerations
which limit Polish clauses with split constituents to very short and simple ones.
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itself primarily with English data. English has a very limited set of discontinuous constituency
constructions (Wh-Movement, Topicalization, Extraposition, Preposition Stranding) and no
discontinuous DPs in which an adjective is separated from the N head it modifies by other
constituents. A volume of papers edited by Huck and Ojeda (1987) contains studies of different
movement phenomena in English which produce discontinuity within the VP. The set of these
movement phenomena in English is rather diverse; constructions in which such movements occur
include degree words and their complements, verb plus particle constructions, extraposition out
of NP, PP, extraposition of relative clause, Right-Node Raising constructions, adverb placement,
Stripping, comparatives, and gapping. Note that these constructions are quite different from
discontinuous DPs and PPs, illustrated in (1) above for Russian, and the analyses proposed to
account for the English discontinuous VP constructions in the Huck and Ojeda (1987) volume
appear not to be relevant to the Russian facts, either directly, or by adaptation.

There are other languages to which Russian is genealogically related which exhibit the
phenomenon of Split Scrambling. In particular, ancient classical languages allowed
discontinuous DPs and PPs, and so did Old Church Slavonic and Old Russian from which
contemporary Russian inherited discontinuity. A brief historic overview is presented in the next

section.

5.3.1. Historical Overview

Research in comparative Indo-European linguistics as presented by Hall (1995) shows
that quite a few ancient Indo-European languages had a poetic device known as hyperbaton. This
Greek term comes from a combination of two stems: hyper + the aorist participle of baino ‘to
come’; and means ‘stepped over’, ‘passed over'. In Alexandrian philology the term hyperbaton was

used to describe a movement of one constituent over another, which was regarded as bad style.
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Hall notes examples of hyperbaton in three ancient languages which represent three of the major
branches of the Indo-European family: Latin (10a), Ancient Greek (10), and Sanskrit (10c):#
(10) a. LATIN: ... tibi _suavis; daedela tellus summittitt; flores.

thee sweet-ACCartful earth sends up flowers-ACC
‘[for] thee the artful earth sends sweet flowers.”

b. GREEK: Ménin;,  4eide, thea, Peleiddeo Akhileos
wrath-ACC sing goddess-VOC of Peleiadean-GEN Achilles-GEN
ouloménentty, . ..
destroying-ACC

‘Sing, 0 Goddess, Peleidean Achilles” destructive wrath ...’

. SANSKRIT: hiranydyena; Savitdz t: rithena, 43 t;devé ts yati bhuvanani
[on] golden-INSTR Savitr-NOM car-INSTR to  god-NOM goes beings
péasyan.
seeing
‘... on fhis] golden chariot, Savitr [the]god comes, seeing [all] beings.”

(EHall 1995: (9)-(11))
Summarizing these cases, Hall writes:
“Hyperbaton movement usually seems to occur right to left and to consist of the
preposing of an element, but there are cases of rightward movement as well. Adjectives
and nouns in the genitive seem most likely to be moved but nouns in other cases may be
moved as well. Hyperbaton may occur only once within a constituent. ... The purpose of

hyperbaton ... was rhetorical: it helped the poet foreground essential information and
maintain poetic tension and surprise throughout the sentence.”

Hall proposes that hyperbaton is a poetic device which was inherited by Latin, Ancient Greek, and
Sanskrit from Indo-European. This hypothesis can be strengthened to the extent that there is
evidence that hyperbaton existed in one or more of the other Indo-European languages as well.

There is some suggestive evidence that Old Church Slavonic allowed hyperbaton.
Perevlessky in his The Slavic Grammar (1879) showed the following examples:®
(11) a. previi  pastyri  xvoe blagovestvujutn rozdbstvo.
righteous shepherds Christ's-ACC greet Nativity-ACC
“The righteous shepherds are greeting the Nativity of Christ.’
b. ... xristosovi uéenici blagovetstvovasa xristosovoje iz  mrbtvyix poroZdenije.

Christ's disciples greeted Christ's-ACC from dead-GEN resurrection-ACC
‘The disciples of Christ greeted Christ’s resurrection from the dead.’

8 The traces in examples (10) are placed by Hall.

9 The letters b and B in examples (11) are reduced vowels used in Old Church Slavonic and Old Russian.
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Just two examples are not sufficient to support the claim that Old Church Slavonic had hyperbaton
as a standard rhetorical device inherited from the Indo-European protolanguage, but these
instances hold out some hope that more examples may be found to support this claim.

If it turns out to be true, we would expect to find hyperbaton in later stages of the
development of Old Church Slavonic, ie., in its descendants on the Russian branch. We know
that Contemporary Russian in some of its forms (Literary Russian (12a) and Colloquial Russian
(13b)) has hyperbaton:

(12) a. A v more vysokaja xodit volna.
But in sea-LOC high-NOM rises wave-NOM
‘But a high wave is rising in the sea.’ (Cukovskij ‘Doktor Ajbolit")
b. Vcierasnie lezat na stole gazety.
yesterday-NOM are on table-PREP newspapers-NOM
“Yesterday’s newspapers are on the table.”
The intermediate stages that should be investigated are Russian Church Slavonic and Old
Russian. An adjective separated from its head noun is an especially productive phenomenon in
Colloquial Russian. It could be expected that Old Colloquial Russian might have this
construction as well. There is an extraordinary source of Old Colloquial Russian in the form of
the birchbark notes that have been being excavated in Novgorod, one of the oldest Russian cities
between Moscow and St. Petersburg. Birchbark notes and letters are believed to reflect Old
Colloquial Russian as spoken by merchants between the mid-12th C. and the beginning of the
15th C. Janin and Zaliznjak (1986) conducted an extensive study of the birchbark notes including
their syntactic analysis. They describe a particular phenomenon of the birchbark notes’ syntax —
preposition doubling.1® They identify two contexts in which this preposition doubling occurs.
One of these contexts is specified as where “the noun phrase is split by words that do not belong

toit”:

10 This phenomenon does suggest Copy/Spellout analysis rather than movement.
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(13) a. Letter #601 ..a zasa[ni] po Skounoza dov{oe] ...
and for sleds-ACC 5 kunas for each-ACC
‘and for each sled [is needed] 5 kunas [money unit] ."
b. Letter #10 ... vb volosti tvoej tolikovoda piti v Gorodis&janex.
in region-PREP your-PREP only water to drink in Gorodishchjan-PREP
‘.. in your Gorodishchjan region [there is] only water to drink.’
(Janin and Zaliznjak 1986: p.152)

The authors rnention 5 other birchbark notes that have this construction in them, which makes a
total of seven cases. The excavations are still in progress, so a final word has not yet been said in
the study of this interesting source material.

Lapteva (1976) cites her earlier work (Lapteva, 1970) on noun phrases containing a single
adjectival modifier in Old Russian (RaspoloZenie odinotnogo katestvennogo prilagatel’nogo v sostave
atributionogo slovosoletanija v russkix tekstax XI-XVII vo. ‘Placement of a Single Quantitative
Adjective in the AP in Russian Texts of the 11th-17th C."). Examples with adjectives separated
from their head nouns, both in prenominal and in postnominal positions, can be found in Old
Russian. The prenominal adjective separated from the noun was used with a contrastive function
while the postnominal adjective separated from its noun was used in several functions. All these
functions have been preserved in modern Colloquial Russian and to a lesser extent in literary

Russian. These will be described in Chapter 6.

53.2 PP and NP Breakup in Latin (Ostafin, 1986)

In his dissertation (1986) on Latin word order Ostafin directly addresses the problem of
discontinuous constituency in DPs and PPs. He refers to the general phenomenon of
discontinuous constituents on a lower-level as syntactic breakup. The case of Latin is especially
interesting because discontinuous DPs and PPs in Latin share many common syntactic properties
with split scrambling constructions in Russian. Latin is similar to Russian and differs from the
scrambling languages described in Chapter 2, in that it has pragmatically-oriented word order

patterns. Ostafin follows the classical tradition in specifying the purpose of such lower-level
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discontinuous constituency as emphasis; that is, constituents on either edge of the clause S are

interpreted as emphatic.

53.21 PP Breakup

Anticipating the debate in recent years on the issue of configurationality of free word
order languages, Ostafin convincingly argues that Latin is underlyingly configurational. Possible
surface orderings can be accounted for by positing movement operations to specific landing sites.
With respect to the Latin prepositional phrase, he shows that it is underlyingly P NP, and all
surface orderings are derived by movement to 1) the left periphery of PP; 2) the left periphery of
S, and 3) the right periphery of S.

Two general types of PPs are considered: PPs with unmodified objects and PPs with
modified objects (where the former can be considered to be a subcase of the latter). PPs with
modified objects have a preposition and a noun with an adjective phrase modifying this noun.!
The underlying order of such PPs is shown to be P—AP—NP. There are six logically possible
orderings of these three elements; however, if we include cases where words that are not a part of
the PP can occur between the parts of the phrase, this number increases to 24 logical possibilities

(where X in Ostafin’s notation stands for “one or more words that are not a part of PP, but a part

of the PP’s clause”):

(1) |P-N-A (7) *N-P-AR (13) *A-N-X-P (199 *P-X-N-A
2 |P-A-N 8 *A-N-P (14) *N-A-X-P (200 *P-X-A-N
3 |A-P-N 9 *N-A-P (15) *A-X-N-X-P (21) *P-X-N-X-A
4 |P-N-X-A |(10) *N-X-P-A (16) *N-X-A-X-P (22) *P-X-A-X-N
6) |P-A-X-N |(11) *A-X-N-P (17) *A-P-X-N (3) *A-X-P-X-N
6) [A-X-P-N |(12) *N-X-A-P (18) *N-P-X-A (249) *N-X-P-X-A

11 Ostafin considers only APs that consist of a single constituent, the head A. He does not explicitly state
whether more complex APs behave in the same manner as a single adjective.

12 (7) is a poetic ordering. Ostafin proposes parametric variation between prose orderings and poetic
orderings such that some restrictions operating in prose can be relaxed in case of poetry to render them
relatively acceptable. Only prose orders will be discussed here.
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Only the first 6 of these orderings are actually found in Latin prose; the other 18 orderings are not
possible. Ordering (2) is the underlying ordering, and (1) involves only reordering within NP.
(3) - (6) exhibit a discontinuous NP, and can be derived by the three movement rules in (14). The
application of these rules is constrained by a general requirement of the Proper Binding
Condition: a moved constituent must c-command its trace.
(14) a. Move AP to the left periphery of PP for (3)

b. Move AP to the left periphery of S for (6)

c. Move AP to the right periphery of S  for (4)

d. Move N to the right periphery of S  for (5)
Note that in (14b-d) the landing site is clause-peripheral; this looks very similar to the Periphery
Constraint which is important for discussion of Russian split DPs and PPs. However, Ostafin
makes it clear that the remnant PP out of which an element has scrambled need not be peripheral
but must remain in situ. The orderings (8)-(24) (except for (10)) are violations of the Right
Adjacency requirement proposed by Ostafin: either the adjective or the noun of the NP object of the
preposition P must be right-adjacent to the P. Orderings (8), (9), (11)-(16) all share the property of
preposition stranding by extraction. Orderings (17) - (24) share the property that some element
that is not part of the PP is immediately to the right of the P. The Right Adjacency requirement
does not need to be stipulated: Ostafin claims that it falls out of the universal requirement that
clitics must cliticize to an element in their domain. Latin Ps are lexically specified as proclitics in
the domain of PP, and they must attach forward to an adjacent word on their right (the P and the
adjacent word form a single phonological word for the purposes of primary stress assignment). It
appears that the right adjacent word that the preposition can cliticize to has to be a part of its
object.

Finally, the contrast between a possible ordering (5) and two ill-formed ones, (7) and (10),

is explained by a proposed Head Movement Constraint on leftward nominal movement:

13 Ostafin admits that “The proposed constraint on leftward nominal movement is in a sense theoretically
superfluous. The absence of orderings which would result from violation of such a constraint can be
explained directly by the absence of rules generating these orderings. The reasons for proposing this
constraint are (1) to explain the nature of the apparent movement asymmetry in the prose ordering data and
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“The “head” of a nominal constituent cannot move leftward out of that constituent.”
(Ostafin 1986: 120)

However, the nominal head can move rightward as the well-formed (5) shows.

5.3.2.2 NP Breakup
In Latin, an adjectival modifier or the head N of an NP can move out of an NP, and this
movement is always to the left or right periphery of a clause. There are three legitimate orderings

of the parts of a discontinuous NP (15a-~c):

(15 a A-X-N-X d. *N-X-A-X
b. X-A-X-N e *A1-X-[ b &]-X-N2
c. X-N-X-A £ *Ni-X-[t2 ti] -X- Az

The three acceptable orderings in (15a-c) can be explained by the same movement rules proposed
for the PP breakup in (14). The ordering (15d) is ruled out by the Head Movement Constraint on
leftward nominal movement (just as is the case with the PP breakup). The ill-formed ordering
(15e) is ruled out as a violation of Subjacency. Ostafin claims that Latin movement is constrained
by Subjacency, where the bounding nodes for Latin are NP, S, and S’. He notes that if there is
movement of AP and N to the left and right periphery of S respectively, one of them will
necessarily cross two bounding nodes: the NP node it was contained in and the S node created
by the adjunction of the other constituent. The ill-formedness of construction in (15f) stems from
violations of two constraints at the same time: Subjacency and the Head Movement Constraint.

As was shown in Section 5.2, Russian Split Scrambling allows only one split constituent
per clause. Ostafin does not discuss multiple Split Scrambling cases for PPs but he does show
that in Latin poetry double splitting of NPs is possible, as shown in (16):

(16) a. aurea purpuream subnectit fibula vestem.

golden-NOM purple-ACC  clasps  buckle-NOM cloak-ACC
‘A golden buckle clasps a purple cloak.’

(2) to ascertain what verse violates by allowing a more symmetric ordering distribution than that found in
prose.” (Ostafin 1986: 120)
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b. aurea purpuream subnectit vestem  fibula.
goldenr-NOM purple-ACC  dasps  cloak-ACC buckle-NOM
‘A golden buckle clasps a purple cloak. (Ostafin 1986: 185-186)

(16a) is known in the theory of classical literature as a Golden Line, and (16b) is called a Silver Line.
Notice that the difference between the two orders is the crossing dependency in (16a) and the
nested one in (16b). Ostafin argues that the Golden Line ordering is derived by a movement of
the two N heads of each NP, fibula ‘buckle-NOM’ and vestem ‘cloak-ACC’, to the right periphery
of S. Such movements should be considered as Subjacency violations, and indeed they are not
found in Latin prose which obeys Subjacency. In (16a) the noun vestem ‘cloak-ACC’ must cross its
own NP node and the clause node S by adjoining to the S node created by the movement of the
noun fibula ‘buckle-NOM’. Ostafin allows parameterization of which principles apply to prose
and which are relaxed in poetry. It appears under his analysis that Subjacency restricts prose and
disallows multiple split constituents but it can be violated in verse up to a certain point.

The mechanism which implements the movement operations in (14) is either XP-
Scrambling or Scrambling of the head N, that is, the resulting surface split phrase is derived by a
single movement operation: after an adjective (or a noun) moves out of the XP, the remnant stays
in situ. The fact that discontinuous DPs and PPs in Latin and in Russian share many properties
(the same underlying word order, both obey the Right Adjacency Constraint and the Periphery
Constraint, and have a marked Focus structure) makes it possible to hypothesize that Ostafin’s
analysis can be applied to account for Russian Split Scrambling. However, the differences
between discontinuous constituents in these languages (symmetry in possible discontinuous DP
word orders in Russian and asymmetry in Latin, the Periphery Constraint, the Preposition-First
Constraint in Russian) call for a slightly different analysis of Russian Split Scrambling such that
the remnant XP has to move too. In the next three sections I turn to discussion of versions of this

Double-Movement analysis that have been proposed for modern languages: German (Section
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5.3.3), Serbo-Croatian (Section 5.3.4), and Modern Greek (Section 5.3.5). These analyses provide

important evidence concerning the parametric variation that UG permits in Split Scrambling.

533 VP-Remnant Topicalization (Den Besten and Webelhuth, 1990)

Den Besten and Webelhuth (1990) discuss the following four constructions in German
which exhibit discontinuous constituency in various ways: 1) Remnant VP-Topicalization (17a), 2)
Preposition Stranding (17b), 3) was-fiir- Split (17c), and 4) NP-Extraction (17d):

(17) a. [ve t; gelesen] hat Hans [r das Buch; [r nicht tve]].
read has Hans the book not

‘Hans has not read the book.”

b. weil  Hans[r dai [r nicht]; [ve [t: mit] gerechnet] hat]].
because Hans there not with counted has
‘because Hans had not expected that to happen.’

c. Was; hat Hans [t fiir Leute] getroffen?

whathas Hans for people met

‘What kind of people did Hans meet?

d. Biicher; hat Hans [keine t;] gelesen.

books has Hans none read

‘Hans has read no books.’

Despite the superficial look of a non-maximal projection in the sentence-initial topic
position in these constructions, Den Besten and Webelhuth argue that the topicalized constituents
in (17) really are maximal projections. In (17a), the scrambling operation removes parts of the VP
into the middle field and then the VP-remnant (VP containing in general, one or more traces) is
topicalized. Thus, VP-Remnant Topicalization is derived via a double movement analysis. In
other examples, the scrambled phrases, da ‘there’ in (17b), was ‘what’ in (17c), and Biicher ‘books’
in (17d), represent maximal projections AdvP, NP, NP respectively. This extraction proceeds
through the SPEC, DP position as is illustrated in (17°d) for the NP-Extraction cases:

(17°d) DP
NP D’
=

Biichern D NP

keine |
t1
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Den Besten and Webelhuth show that all the constructions in (17b-d) obey strict
restrictions with respect to the surface order of the topicalized phrase (which they refer to as the
gperator) and the remnant from which it has been extracted. These restrictions follow from the
generalization that an extracted operator has to c-command the remnant at S-Structure together
with the requirement that traces have to be bound, either directly or through reconstruction. In
(17b-d), the traces of the extracted operators are directly bound as argument traces (ignoring the
intermediate traces). In (17a), however, despite the fact that the trace in this VP-Remnant
Topicalization construction is not c-commanded by its antecedent, the sentence is grammatical.
In this case, it is an argument trace bound by reconstruction, and den Besten and Webelhuth
claim it is sufficient for an argument trace to be bound by reconstruction.14

This account of VP-Remnant Topicalization in German was the first Double-Movement
analysis for a phenomenon which can be taken as related to Split Scrambling. Franks and
Progovac (1994) then took up Den Besten and Webelhuth’s idea and applied it to cases of
discontinuous PPs in Serbo-Croatian. Their PP-Remnant Topicalization analysis for Serbo-

Croatian data is discussed in the next section.

5.34  PP-Remnant Topicalization (Franks and Progovac, 1994)

Franks and Progovac (1994) in their analysis of the placement of Serbo-Croatian
pronominal clitics illustrate the nature of this phenomenon using constructions with split NPs
(18a) and PPs (18b):

(18) a. [ne[a zanimljivu] sam knjigu] &itao.

interesting CL. book Iread
‘I read an interesting book.”

4 Den Besten and Webelhuth argue that there is a correlation between the availability of remnant
Topicalization and the existence of scrambling in a language. German and Dutch are the only Germanic
languages that allow remnant Topicalization, and they are the only scrambling Germanic languages.



b.[pr u__velikulje Jovanusao sobu.
intobig  CL Jovan walked room
‘Jovan walked into the big room.”
Franks and Progovac note that these examples illustrate the general possibility in Serbo-Croatian
of separating adjectives from the nouns they modify (18a)> and of separating a noun
complement from both its modifying adjective and a governing preposition (18b).

They consider two possible analyses for the split PP sentences of type (18b): 1) the AP
moves directly to SPEC, CP, in violation of the Left Branch Condition (LBC)'6; 2) The noun
scrambles out of the NP and PP, and the remnant subsequently moves to SPEC, CP. The authors
note that the first solution might in fact be plausible if we recall that Wh-modifiers in SPEC, NP in
Serbo-Croatian, as in many Slavic languages, can in general move out of the NP, as shown in (19):
(19) Cija dolazi sestra?

Whose is coming sister

‘Whose sister is coming?’

However, Franks and Progovac pursue the second alternative which they refer to as PP-Remnant
Topicalization, an approach very similar to den Besten and Webelhuth’s (1990) analysis of VP-
Remnant Topicalization in German (see Section 5.3.3. above). The derivation of (18b) will

proceed as follows:

(18'b) CcP
/”\
PP: (g
N N
P DP C P
u /\ je /\
D AP IP NP
"~ =~ sobu
A NP Jovanusaot
[ [
veliku t1

15 It is interesting to observe that Franks and Progovac do not discuss how the split DP of (18a) is derived.
In fact, they do not even account for split DP constructions in Serbo-Croatian although they use examples
like (19), (23)-(24) below in their article. It is not clear whether it is possible to have N X Adj split order in
this language and whether there are any restrictions on different word order combinations of N and Adj.

16 Bailyn (1995) in his discussion of AP Scrambling in Russian also argues that the LBC should be relaxed
for languages like Russian.
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As the first step, the head noun sobu ‘the room’ moves out of the PP and right-adjoins to the IP.
Then the remnant [u veliku t;] ‘into big’ topicalizes to SPEC, CP. Note that Franks and Progovac
generate an NP as a complement to an A because, as they show, only NPs (20a) but not what they
regard as APs (20b) can undergo the first step (moving out of the PP) in the process of PP-
Remnant Topicalization::
(20) a. [pp u ovu t)] sam se zaljubio [np studentkinju fizike].
inthis CLCL fellinlove student of physics
‘I fell in love with this student of physics.’
b.2? [pp u ovu t;] sam se zaljubio [ar lepu studentkinju};.
inthis CL. CLfellinlove pretty student
‘I fell in love with this pretty student.”

It is possible to scramble the NP studentkinju fizike ‘student of physics’ out of the PP where the
complement fizike ‘of physics’ scrambles along with the head noun studentkinju ‘student’ and then
topicalize the remnant preposition plus adjectival demonstrative v ovu ¢ ‘in this ¢ in (20a). It is
impossible to do the same manipulations with the word combination lepu studentkinju ‘pretty
student’ in (20b), because the modifier lepu ‘beautiful’ cannot scramble along with the head noun.

The construction in (20b) is not the only example of illicit split word orders in Serbo-
Croatian. An NP cannot itself be moved out of the PP and topicalized, as shown in (21):
(21)  *[ne sobu]; Jovanusao {pr u__veliku t;].

room Jovan walked into big

‘Jovan walked into the big room.”
This is reminiscent of the Preposition-First phenomenon in Russian, but Franks and Progovac
suggest that the ill-formedness of examples like (21) stems from a violation of the Scope
Preservation Principle (22):
(22) Scope Preservation Principle:

. “Surface word order respects relative scope as much as possible.”
(Franks and Progovac 1994: (11))

It follows that except in special circumstances, the elements of a DP or PP cannot be reordered
when they are separated from each other. Since in (21) the scrambled NP precedes an adjective

that modifies it, the scope relations are disrupted in this sentence, and the Scope Preservation
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Principle rules it out. In general, in Serbo-Croatian both Scrambling (no clitics, the moved phrase
adjoins to IP), as in (23), and Topicalization, (clitic second, the moved phrase moves into SPEC,
CP), as in (24), preserve scope relations. If there is more than one modifying adjective, the second
one cannot be extracted over the first one, as the contrast between (23a)-(24a) and (23c)-(24c)
shows (where ovu ‘this’ is an adjective):

(23)  a.*[r zanimljiv; [ Jovan ¢ita ovu t; knijgu]].

interesting  Jovanisreading this book
b. *[ip knjigm [rp ¢ita Jovan ovu zanimljivu t]].

c. [rovu [ Jovan ¢ita t; zanimljivu knijgu]].
‘Jovan is reading this interesting book.”

(24)  a *[cp zanimljivu: je [ ovu t: knijgu] procitao].

b. *[cp knjigu1 je [ ovu zanimljivu t; procitao]].

c. [cpovu; je[r t zanimljivu knijgu progitao]].

‘He read this interesting book.’

Franks and Progovac’s analysis of PP-Remnant Topicalization in Serbo-Croatian appears
to be a promising one for Russian because the Serbo-Croatian cases of Split PPs are exactly like
the Russian split PP cases we are interested in (cf. (1a) above) except that Russian does not obey
the Scope Preservation Principle. Also, Serbo-Croatian is related to Russian since both languages
belong to the Slavic family. These constructions are found in modern Serbo-Croatian, a living
language, in contrast to classical Latin and are therefore more accessible for study. However,
there are some problems with this analysis as well as some details that are not discussed but
which would be relevant for the analysis of Russian discontinuous constituents.

First, Franks and Progovac do not extend their analysis of split PPs to split DPs. It
remains unclear what word order restrictions are imposed on discontinuous DPs and whether the
Scope Preservation Principle accounts for all impossible combinations. However, it is crucial that
an analysis of Split Scrambling in Russian could handle symmetrical split word orders for DPs
(see (2) above) which appear to violate the Scope Preservation Principle.

Second, they assume a syntactic structure for the Serbo-Croatian DP in which the AP

takes an NP as its complement (18°b). The only argument they use to support this hypothesis is



203

different possibilities of splitting DPs which contain more than one modifying adjective ((20a) vs.
(20b)). Franks and Progovac claim that the reason for this is the AP status of the complex phrase
in (20b). However, there is a possible independent reason for the ungrammaticality of Russian
examples similar to Serbo-Croatian (20b): a violation of the restriction in Russian on splitting a DP
that has more than one modifying adjective. The Scope Preservation Principle (22) and the AP
dominating the NP structure of Franks and Progovac cannot account for these Russian facts.

Third, Franks and Progovac basé their analysis on the assumption that Serbo-Croatian
has a well-defined rule of Topicalization (substitution into SPEC, CP) which is revealed by the
facts related to the clitic placement restrictions in this language. They also mention that Serbo-
Croatian has Scrambling (adjunction to IP), and the difference between the two processes is
illustrated by examples (23) and (24). However, in Chapter 2 of this dissertation it has been
suggested that possibly there is no separate Topicalization operation in Russian, but everything is
XP-Scrambling. Thus, PP-Remnant Topicalization will not be justified for Russian data though
PP-remnant Scrambling maybe; see Section 5.5 below.

The distinction between Topicalization and Scrambling also bears on the question of
whether in Serbo-Croatian, the second step of the movement, ie., the movement of the PP-
remnant into SPEC, CP is obligatory. Franks and Progovac show that there are examples where
this second step does not appear to be obligatory, as in (25), which they admit may appear
problematic for their analysis:

(25) ?[v__vrlo]je veliku Jovanusao sobu.
into very CL. big Jovan walked room

‘Jovan walked into a very big room.’ (Franks and Progovac, 1994: fn.6)
The preposition v ‘into’ cliticizes onto the adverb vrlo ‘very’ which heads the AdvP in SPEC, AP
and then the adverb moves into SPEC, CP to support the clitic je. If it is not clear how
obligatoriness of the second step of the movement can be enforced in the case of Topicalization
with the clitic second phenomenon, it is going to be even more difficult to enforce it for

Scrambling in Russian.
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Finally, Franks and Progovac propose to account for the ungrammaticality of one
particular split PP word order in Serbo-Croatian, *NP1 ... [rp P Adj ti1], as a violation of the Scope
Preservation Principle which allows leftward movement of the first part of the constituent but
disallows leftward movement of any other parts that are not constituent-initial. Note that both
examples in (23)-(24) have two modifying adjectives one of which is the demonstrative oou ‘this’.
Avrutin (1992), however, showed for Russian that the demonstrative étot/ta/eto ‘this-M/F/N’ has
the property of making any extraction out of the DP impossible, as shown in (26):

(26) a. Ivans’el eto vkusnoe jabloko.
Ivan-NOM ate this-ACC tasty-ACC  apple-ACC
‘Ivan ate this tasty apple.
b. *Kakoe; Ivan seléto & jabloko?
which kind-ACC Ivan-NOM ate this-sACC apple-ACC
‘What kind was that apple that Ivan ate? (Avrutin 1992: (18))

c. Kakoe Ivan s'el t; jabloko?
which kind-ACC Ivan-NOM ate apple-ACC

If Serbo-Croatian demonstrative ovu ‘this’ has the property of blocking extraction on a par with
the Russian étot 'this', then the Serbo-Croatian examples in (23)-(24) are not relevant in showing
the Scope Preservation Principle at work. Also, if the Scope Preservation Principle is at work in all
split constructions we would expect it to rule out the split word order N X Adj for the split DP in
the manner it rules out the Serbo-Croatian example (21) above. However, the N X Adj split order
is grammatical in Russian. Thus, as was noted above, the Scope Preservation Principle is not true
of Russian. It may nevertheless be true of Serb-Croatian, but it would be more satisfactory if one
account worked for both languages. Ideally, the Double-Movement analysis for Split Scrambling
in Russian presented in Section 5.5 should be able to account for Serbo-Croatian, either as is, or

with different parameter values.
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53.5 Split DP Focus Constructions in Modern Greek (Androutsopoulou, 1997)

In Modern Greek, as shown by Androutsopoulou (1997), both DPs, as in (27a) and PPs,
as in (27b), can be split (in Androutsopoulou’s notation, the focused constituent is capitalized):
(27) a. o KOKKINO idha forema

the RED saw-1s dress
‘It is the RED dress that I saw.’

b. me BLE eghrapsa molivi.
with BLUE wrote-1s

‘T wrote with a BLUE pencil’ (Androutsopoulou 1997: (14), (39))
The constituent on the left, separated from its noun, can be of various syntactic nature: possessor,
demonstrative, numeral, quantifier, attribute adjective, and longer DP-internal string. These split
DPs obey the generalizations in (28):

(28) a. The displaced DP-internal string, A, must form together with the DP-string that remains
behind, B, a grammatical DP in that very order, AB;

b. A DP-internal string can be displaced if it can appear in isolation as a DP-fragment.
(Androutsopoulou 1997: (8))

The displaced constituent which ends up at the left periphery of the clause is a DP which is
shown by the fact that it has the distribution of a DP: when not preposed, it can appear in subject,
object, and complement of a preposition positions in a clause.

Androutsopoulou refers to examples like (27) as Adjective Displacement (AD) and argues
that since the adjective to KOKKINO ‘the red’ in (27a) is contrastively focused, AD is an instance
of Focus movement which is of A’-type. The arguments for a movement analysis of AD include
long-distance cases, sensitivity to strong islands, subject/object asymmetries, reconstruction
effects, and PG licensing. AD is analyzed as a Double-Movement operation which consists of two

steps: XP-Scrambling and Focus movement. The derivation for (27a) is represented in (27°):

@7) F(ocus)P
F
DP3 /\XP
/\ Fo /\Y’
D AP idhay NP2 _ VP
to _T saw foremaX _ -V

the RED t t
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First, the verb raises to Fo. Then the NP forema ‘dress’ undergoes XP-Scrambling into SPEC, XP
(the nature of this XP is left unspecified). Finally, the DP-remnant with the trace inside undergoes
Focus movement into SPEC, FP in order to receive Contrastive Focus.

What forces all these instances of movement? Nothing is said about the verb raising.
Motivation for the NP-extraction is specified, though the existence of the NP-extraction is
supported by the fact that in small clause constructions with discontinuous DPs, the NP cannot
surface in its base position (29a) but has to be higher in the tree, as in (29b):

(29) a. ?7?tin KALITERI theoro tin Maria ipopsifia.
the BEST consider-1s  the Mary candidate

b. tin KALITERU theoro ipopsifia  tin Maria.

the BEST consider-1s candidate the Mary

‘I consider Mary the BEST candidate. (Androutsopoulou 1997: (35))
Additional argumentation of the same type is provided using double-object constructions (split of
an indirect object DP is preferred when it precedes the direct object) and placement of VP-
adverbs.

Motivation for the DP-remnant to move to SPEC, FP comes from the necessity to assign a
Contrastive Focus to the adjective. Note that if Androutsopoulou is right that Focus movement is
obligatory ingredient of the split construction, it must be the case that examples as in (30) are
ungrammatical, i.e., that Modern Greek (just like Serbo-Croatian) is asymmetrical with respect to
possible split word orders (cf. (27)). However, Androutsopoulou does not discuss this matter:

(30) a. idha forema; [pp to kokkino ti].
bought dress the red

b. forema; idha [pp to kokkino t;].
dress bought thered

Androutsopoulou’s analysis of split DPs in Modern Greek is important to the Double-
Movement analysis of Split Scrambling in Russian, proposed in Section 5.5 in several ways: it
consists of at least two steps; it requires a special Focus projection to be generated above IP; it is

Focus-driven. However, there are major differences between the Greek and Russian facts: the
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remnant appears to have considerably more freedom of leftward movement in Greek than in
Russian; and Greek Adjective Displacement constructions appear (see above) to be asymmetrical
in allowing only (P) Adj X N split word order, like the Serbo-Croatian constructions discussed in
5.3.4. It may be that Russian is in the minority with respect to this aspect of split constructions. It
is not obvious whether Modern Greek obeys the Periphery Constraint. Nothing is said about
other possible restrictions that AD constructions may obey (e.g., is there the One-Split-per-Clause
Constraint?) and whether there are other ill-formed split word orders that are disallowed in this
language. Finally, since Androutsopoulou follows Kayne’s (1994) antisymmetry theory, she does
not allow rightward movement of any sort. In Section 5.5 I will argue for the Double -Movement
analysis for Split Scrambling in Russian which crucially requires rightward adjunction. In view
of the data in (29) this may be a real difference between the two languages, not just a difference of
analysis. If so, some additional parameterization is called for, but I will not pursue it here.

I now briefly survey attempts existing in the literature which account for Russian

discontinuous DPs.

54 Syntactic Accounts of Split Scrambling in Russian

This section provides a survey of the recent attempts to account for split DP and PP
constructions in Russian. None of them has been really carried through into a complete analysis
of such structures. Some are just a collection of descriptive facts about possible word orders in
sentences which contain split DPs and PPs, others offer partial explanations. Nevertheless, it is
helpful to discuss them because some aspects of these analyses can be successfully incorporated

into a fuller account to be presented in Section 5.5.
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Yearley compares Russian discontinuous DPs to similar constructions in Mohawk and
Warlpiri. She shows that the analysis proposed for Mohawk and Warlpiri discontinuous DPs,
according to which overt objects are based-generated in an IP-adjoined position and are
coindexed with some sort of null pronominal in an argument internal position?, cannot be
maintained for Russian.

Yearley assumes that Russian is completely non-directional in the sense that heads may
project their specifiers and take their complements on either side. Case and Theta-assignment are
non-directional, too. With these assumptions in mind, she considers advantages and
disadvantages of a movement analysis for Russian discontinuous constituents. There are three
major questions that need to be addressed under the movement approach. The first is whether
discontinuous constituents are derived by head or phrasal movement. Yearley considers the head
movement analysis for such constructions and rejects it because even for simple cases like (31a)
the Head Movement Constraint would be violated. It has be some sort of phrasal movement that
is responsible for discontinuous constituency in Russian. This is the position I will take for
purposes of the Double-Movement analysis presented in Section 5.5:

(31) a. [c KniZku; ] ja véera procital interesnuju t.
book-ACC 1 yesterdayread interesting-ACC

‘I read the interesting book yesterday.’

b. Na bol'suju kuricu t; polozi [c tarelkuy].

on big-ACC chicken-ACC put plate-AC

‘Put the chicken on the big plate.’

The two problems that the phrasal XP-movement analysis has to deal with are: 1) it is not
always clear which part of the DP subconstituent has moved; and 2) extraction of DP subparts is

possible from both subjects and adjuncts although these are presumably islands. Yearley’s

17 For details of the pronominal argument account of discontinuous constituency in Mohawk see Baker
(1991), in Warlpiri see Austin and Bresnan (1996).
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proposal addresses both problems in the following way. She adopts Abney’s (1987) DP-

Hypothesis for Russian, shown in (32):

(32)a. DP b. DP
D N\
DP(gen) _—"~<_AP T
fvana D _A D NP
DegP "~ moja  kniga
ofen' A NP my book

interesnaja kniga

Ivan-GEN very interesting book
‘Ivan’s very interesting book’

The discontinuity effects are due to a subcase of Scrambling where subparts of DPs can move out
of their base-generated positions and adjoin to IP (just like regular XP-Scrambling of full DPs).
However, this immediately faces a problem with ECP violations. None of the elements internal to
DP are themselves 6-governed, so the traces of the moved parts must be antecedent-governed. If
A" and DP can be considered as proper governors for traces of their complements, we can account
for many discontinuity effects by allowing the rightward moved element to travel up in a
successive cyclical fashion through open specifier positions within its own extended projection.
This analysis accounts for unproblematic cases, such as (31a): first, the entire direct object DP
interesnuju knizku ‘the interesting book-ACC’ scrambles out of the VP and left-adjoins to IP, and
then the adjective interesnuju ‘interesting’ travels up through this scrambled DP and scrambles
out of it, adjoining to the right of IP, as shown in (31’a). Yearley refers to this analysis as Multiple
Scrambling. This is similar to the Double-Movement analysis of Split Scrambling I argue for in

Section 5.5, though there are constraints which Yearley’s analysis does not fully capture.
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(31a) P
IP_— ~—_Aax
DP,__———_IP interesnuju;

AN\ =
' "\ AP ja véera proéital

D _N\\A

S N
A  NPacc

| |
t2 knizku

lit. The book-ACC I yesterday read interesting-ACC. *
(=1 read the interesting book yesterday.")

However, Yearley notes that problems remain concerning extraction out of adjuncts,
subjects, and cases with degree word modifiers within DP, which would have to be derived in a
similar way, i.e., through multiple Scrambling. This inevitably poses a problem for the Barriers-
type approach. In such cases it will be necessary to postulate some illicit intermediate
adjunctions.

Yearley’s analysis clearly shows that Split Scrambling in Russian is a phrasal movement,
not a head movement, and that it consists of two steps. Note the similarity (although details
differ) among VP-Remnant Topicalization in German (den Besten and Webelhuth, 1990) (see
Section 5.3.3 above), PP-Remnant Topicalization in Serbo-Croatian (Franks and Progovac, 1994)
(see Section 5.3.4 above) and Yearley’s tentative account of the split DPs and PPs: all three require
double movement. In Yearley’s analysis, however, the XP remnant moves first, ie., before it
becomes a mere remnant. [ will argue in Section 5.5 for this version of the general idea of Split
Scrambling as derived by double movement, though some crucial differences from Yearley’s
assumptions. In my proposal, the first step involves application of standard XP-Scrambling as
described in Chapter 2, where the scrambled XP is scrambled into SPEC, FP; the second step of
the process involves extraction of a Y’ out of this XP and right-adjoining it to FP. This makes it

possible to explain restrictions on split scrambling orders in Russian, and to answer the
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explanatory question what motivates Split Scrambling in Russian. I believe it is possible to make

some progress with respect to the problem of the ECP violations whichYearley raises.

54.2. Scrambling of Pieces of Phrases (Franks, 1993)

Franks (1993) suggests that XP-Scrambling (scrambling of phrases) is different from
“scrambling of pieces of phrases” in that there appear to be particular restrictions that Split
Scrambling obeys, in contrast to XP-Scrambling. He describes Scrambling of pieces of phrases in
Russian, i.e., discontinuous constituency, as movement of elements from maximal projections, as
shown in (33):

(33) a. Cemodam japonesu [t tvoej Zeny].
suitcase-ACCI will carry  your-GEN wife-GEN

b.(??) Tvoejy japonesu [¢emodan t; Zeny].
your-GEN I will carry suitcase-ACC wife-GEN

‘I will carry your wife’s suitcase.”
¢. ("Krasivoj stol byl [t: skatertju t;] pokryt I'nal]>

beautiful-INSTR table was tablecloth-INSTR covered from flax
‘The table was covered with a beautiful linen tablecloth.”  (Franks 1993: (5)-(6))

Franks’ examples in (33) are meant to be parallel to examples of discontinuous DPs, which [
illustrated above in (1) and (31). However, I must note that I do not share the judgments of
Franks’ informants who regarded examples (33b, c) as grammatical. For me as a native speaker,
(33b) is very marginal while (33c) is ill-formed. These judgments are shown in parentheses in
(33b, c). The disagreement in judgments with Franks’ informants makes it hard to evaluate
Franks’ proposal about the nature of Split Scrambling because it is based on the contrast between
(34a) and (34b). As with examples in (33b, c), I disagree with Franks’ informants and find (34a)
ungrammatical (indicated by * in parentheses):

(34) a.(*)okk. Oni interesnujuy docke; predloZili moej t2 t1 rabotu.
they interesting-ACC daughter-DAT offered my-DAT work-ACC

b. )™ Oni docke; interesnuju, predloZili moejt. t rabotu.
they daughter-DAT  interesting-ACC offered my-DAT work-ACC
‘They offered my daughter interesting work.’ (Franks 1993: (19)-(20))
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Franks claims that the difference in acceptability between (34a) and (34b) as reported by his
informants (i.e., that (34a) is acceptable but (34D) is not) stems from the fact that the dependencies
between the fillers and gaps in (34a) are nested, while in (34b) they are crossed. The parser is
claimed to employ a pushdown storage mechanism which ensures a “last-in/first-out” pattern,
and the second member of a crossed dependency cannot be accessed until the element added on
top of the stack has been removed. This is a well-known phenomenon discussed in the literature
under the headings of the Nested Dependency Constraint and the Crossing Constraint (Fodor, 1978;
Pesetsky, 1982). In (34a), dotke ‘daughter-DAT’ is on top of the stack and is accessible when the
DAT possessive modifier moej ‘my-DAT’ is encountered, which makes it possible to concatenate
them. In (34b), however, interesnuju ‘interesting-ACC’ is on top of docke ‘daughter-DAT’ and
cannot be removed from the stack to concatenate with its second part moej ‘my-DAT’. Franks uses
these examples to support his idea for a pushdown parsing mechanism according to which
sentences like (34b) are ruled out not on grammatical grounds but for processing reasons.

It is an interesting observation that some scrambling constructions may be not
ungrammatical but unacceptable since the Nested Dependency Constraint is known to influence
processing. However, as noted above, I do not share the intuitions of Franks’ informants about
the acceptable status of (34a) where the dependencies are nested: interesnuju, docke; ... moej 1 f2
rabotu “interesting -ACC daughter-DAT... my-DAT work-ACC’. Informal inquiries I carried out
in Moscow with about 20 native speakers showed that they do not accept sentences with double
splits at all, no matter whether the dependencies are nested or crossed. Therefore, we need to
look for a general explanation for the One-Split-per-Clause Constraint on Split Scrambling in
Russian. In Section 5.5 and Chapter 6 I present an attempt to derive this constraint from the
Double-Movement analysis and restrictions on Focus structure. In Chapter 7 I consider the

possibility that it has its origin in processing limitations.
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543 The DP-Hypothesis, the Left Branch Constraint and Subjacency (Bailyn, 1995)

Bailyn argues that word order within the DP is much more fixed than that within the
clause. Adjectives canonically precede the noun they modify unless there are contextually
marked circumstances which require an adjective to move to a position outside of the NP. Thus
adjective!® before noun is the underlying word order within NP. The order Noun - Adjective is
possible when the adjective which follows the noun it modifies is used as focus, as shown in (35):
(35) Masa devocka UMnaja.

Masha-NOM  girl-NOM [smart-NOM]-F

‘Masha is a smart girl.’

Attributive adjectives may be scrambled out of their NPs, in contrast to scrambling languages like
German, Dutch, Japanese, and Korean, discussed in Chapter 2. Even extraction of an AP

containing a complement is possible, as shown in (36):

(36) Zelenuju ot __solnca Ivan ljubitt; travu.
green-FEM/ACC/SG fromsun Ivanlikes grass- FEM/ACC/SG
‘Ivan likes green from the sun grass.’ (Bailyn 1995: 229-231)

Russian also fronts not only attributive adjectives, but also possessive DP specifiers, both
in Scrambling and Wh-movement contexts. This is an apparent violation of the Left Branch
Condition (LBC), which is a stipulative constraint necessary to prevent extractions such as that in
(36) from occurring in English. Examples like (36) demonstrate that the LBC, as a putative
universal, is too strong for Russian.

Specifiers and left-branch modifiers can be left-extracted, but right-branch modifiers and
NP complements cannot, as the ill-formedness of (37) shows:1?

37) S dlinnymi volosami Boris znaet studenta.
[with long hair]; Boris knows [student-ACC t1]
‘Boris knows a student with long hair.”

18 Bailyn adopts Rubin’s (1994) analysis of AP modifiers (as well as all other adjoined modifiers) as instances
of a functional category Mod(ification) Phrase headed by the head Mod® which takes an AP complement.

19 In the discussion of the split DP and PP constructions that follows in Section 5.5, I will not be concerned
with right-branch modifiers and complements and will concentrate on the analysis of left-branch modifiers

(specifically, a single modifying adjective.)
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This similar to the Scope Preservation Principle effects noted by Franks and Progovac (1994),
Bailyn argues that under the DP hypotheses, specifiers and left-branch modifiers are above NP in
DP, and therefore their extraction does not violate Subjacency if it is NP and not DP that is a
bounding node. By contrast, right branch modifiers and complements do cross an NP node (as
well as IP).

Bailyn does not propose a formal syntactic analysis of Split Scrambling in Russian. He
does not specify whether and how it is similar to standard XP-Scrambling, to what landing site
movement occurs, where the remnant may appear, and what the precise mechanism of Split
Scrambling is. He only suggests that it should be possible to account for it if the Left Branch
Constraint is modified and combined with parameterization of Subjacency, an account similar in
spirit to Ostafin’s analysis of discontinuous DPs and PPs in Latin. (However, the facts of Russian
differ from those of Latin in relevant ways, as will emerge in Section 5.5.) With respect to the
issue of motivation of Split Scrambling, he makes two remarks: first, contextually marked
circumstances may require the adjective to move out of its NP; and second, the post-nominal
adjective is focused. In Chapter 6 I will argue that Split Scrambling in Russian is driven by Focus

considerations, along the lines of Reinhart (1995)’s theory (see Chapter 3, Section 3.2).

544 Copy and Deletion (Zybatow and Junghanns, 1995)

Recall that Zybatow and Junghanns (1995) in their theory of Russian Information-
Structure (as discussed in Chapter 3, Section 3.3.5) distinguish two types of focus in Russian:
informative focus and contrastive focus. The informative focus is tied to a particular position in
the Russian clause (i.e., the right periphery of the clause), while the contrastive focus can occur in
any position (it adjoins to any XP) provided it carries the right phonological stress, as shown in
(38a-c). Consider the similarity of Split Scrambling constructions in (38) to Wh-movement

constructions which can carry a contrastive focus, as shown in (39):
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(38) a. On zadal SLOZnyj vopros.
he asked [DIFficult]-CF question
b. On SLOZnyj zadal vopros.
c. SLOZnyj on zadal vopros.
‘He asked a DIFficult question.’

(39) a. OnzadalkaKO] vopros?
he asked which-CF question
b. On kaKOJ zadal vopros?
c. KaKOJ on zadal vopros?
‘Which kind of question did he ask?
Zybatow and Junghanns propose to account for these contrastive focus constructions in (38) by
using the Copy and Deletion theory of Movement (Chomsky, 1993). Under this analysis, the

sentences (38b) and (39b) will have the following derivations, respectively:

(36") b. On [or sloZnyj vopros] zadal [pp sloZnyj vopros] COPY
On {[sloZnyj] [oe t vopros]] zadal [[sloZnyj] [oe t vopros]] OPERATOR RESTRICTION
On [[sloZnyj] {or-t+epres]] zadal [{sleznyi] [op t vopros]] DELETION

LF: on [sloZnyj x, x vopros] zadal

PF: On SLOZnyj zadal vopros

lit. “He a DIFficult asked question.”

‘It was a difficult question that he asked.’

(37) b. [kakoj vopros] on zadal [kakoj vopros]? COPY
[[kakoj] [t vopros]] on zadal [[kakoj] [t vopros]]? OPERATOR RESTRICTION
[[kakoj] ftvepres]] on zadal [fkaksj] [t vopros]] DELETION

PF: KaKOJ on zadal vopros?

lit. ' WHICH kind of he asked question?’

'Which kind of question did he ask?’

Note that Junghanns and Zybatow do not discuss the essential components of their
analysis: how the contrastive focus is actually assigned, that is, by what mechanism, and how to
account for acceptable split word orders and how to rule out the impossible ones. These
shortcomings are due to the preliminary nature of their analysis which is presented as a working
hypothesis and has not yet been fully developed. The extent to which copying and deletion
rather than traditional movement is essential to the empirical consequences of their analysis is not
fully clear at present. Clearly they differ in a number of respects, though they have some points
in common. At present it is not easy to distinguish between differences among the languages

being described, and differences in theoretical treatments of what are essentially the same facts.
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The former differences need to be captured by parameterization of bounding or other aspects of

movement in particular grammars. The latter constitute theoretical issues which need to be

resolved. I have done my best in the following pages to find a consistent route through these

difficult matters, and establish their implications for Russian.

545 Summary
In Sections 5.4 and 5.3, different theoretical approaches which deal with discontinuous

DPs and PPs have been discussed. Table 13 summarizes the essential points of these approaches.

Table 13. Comparison of Theoretical Approaches to Split Scrambling Cross-Linguistically

Latin German Serbo- Modern Russian Russian Russian Russian
(5.3.2) (3.3.3) Croat. Greek (Yearley (Franks) (Bailyn) (Jé& 2)
(5.3.4) (5.3.5) (5.4.1) (5.4.2) (5.4.3) (544)
Split DP VP PP DP DP DP DP DP
phrases PP PP
Mecha- Extrac- Double Double Double Double not Extrac-  Copy/
nism tion; Move- Move- Move-  Move- avail- tion Deletion
Head ment ment ment ment able
Move-t
First A’or All NP NP Scramb- not not DPis
step N’ phrases comple- comple- lingof  avail- avail- copied
out of ment ment DP able able
VP
Second not VP- PP- DP- AorN not not subparti
step applic- remnant remnant remnant extrac- avail- avail- is
able tion able able deleted
Landing in situ SPEC, SPEC, SPEC, IP- not not not
site for CpP CcP FP Adjunc- avail- avail- avail-
remnant tion able able able
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5.5. The Double-Movement Analysis of Split Scrambling in Russian

In order to account for split word orders, we first have to establish the underlying
structure of the Russian DP and then to show how they are derived from it. I will draw on prior
accounts (see Table 13 above) where appropriate and try to combine their merits in a single
account that can cover all the known Russian facts.

It is generally assumed in Russian grammar that the D-Structure, unmarked, word order
in the Russian DP is Adj — Noun where the adjective is continuous with the noun. Bailyn (1995)
(see Section 5.4.3 above) argues convincingly that all the other orders including N — Adj must be
derived from it as required by contextually marked circumstances. Thus, the order N - Adj is
used to focus the adjective (see (35) above). Standard constituency tests (coordination, ellipsis,
etc.) show that the N-plus-Adj phrase is a constituent.

There are two competing hypotheses with respect to the underlying structure of a DP

cross-linguistically, the traditional one (40a) and the one proposed by Abney (1987), shown in

(40b):
40) a DP b. DP
/\NP /\AP
D W D A
/\ /\
AP N’ A NP
I
| . eyl ke
¢ernyj kofe black coffee
black coffee

The Abney-type structure (40b) was assumed by Franks and Progovac (1994) and by
Androutsopoulou (1997) (see Sections 5.3.4 — 5.3.5 above) in their respective accounts of PP-
Remnant Topicalization in Serbo-Croatian and Adjective Displacement in Modern Greek. Franks
and Progovac justify the necessity of generating an NP as a complement to an A by the fact that in

Serbo-Croatian, only NPs but not APs can be extracted out of a PP (see examples in (20) above).
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Besides the empirical problem which is discussed with respect to this contrast in Serbo-Croatian
(see Section 5.3.4 for explanation), there may be a theoretical problem with the structure in (40b),
namely, adjectives do not usually differ with respect to whether they select a noun since usually
the relationship between the noun and adjectives is taken to be modification. In any case, in
absence of convincing arguments in favor of the structure (40b), I will adopt for the time being the
traditional structure in (40a).

Surface split DP word orders in Russian include the two possible combinations (41b, c),
and any number of constituents can intervene in between the head and the modifier of the
discontinuous DP (cf. (2) above) :

41) a. X N Adj: On ljubit kofe éernyj.
he likes [coffee-ACC black-ACC]

b. Adf X N: Cemmyj on [jubit kofe.
black-ACChe likes coffee-ACC

¢ N X A: Kofe on ljubit ¢ernyj.
coffee-ACC he likes black-ACC
‘He likes black coffee.’
(41a) is a possible word order where the adjective is postposed and adjacent to the head noun it
modifies. The surface orders in (41b, c) are discontinuous: in (41b), the adjective is separated
from the noun and preposed, and in (41c), it is separated from the preposed noun.
Discontinuous word orders are hypothesized to be derived by Split Scrambling. A split
constituent is described in (42):
(42)  Split (Discontinuous) Constituent:
A complement (argument or adjunct) XP whose head and modifiers are not contiguous
(string-adjacent) is split.
In terms of deriving split constituents via Split Scrambling as a double movement operation, we
have to specify the categories of phrases that are XP-scrambled and extracted (Y?, Y’, YP), that the
landing sites are, and how the traces are bound. The Double-Movement analysis proposed below

accounts for the specific constraints Split Scrambling in Russian obeys and potentially could be
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extended to cover the facts for other languages with Split Scrambling to comprise a
parameterized theory of Scrambling.

How can the surface word orders (41b, c) be derived? There are a few plausible
hypotheses with respect to the mechanism of Split Scrambling. Following Ostafin’s (1986)
analysis for discontinuous DPs and PPs in Latin, and Bailyn's (1995) idea to parameterize
Subjacency in order to modify the Left Branch Constraint, one hypothesis is that Split Scrambling
is simply a subcase of standard XP-Scrambling. Alternatively, it may involve double movement
as proposed by Yearley (1993), Franks and Progovac (1994), and Androutsopoulou (1997). I will
consider these possibilities in turn. I will conclude that the Single Movement account is unable to
capture the full range of data, and the Double-Movement is necessary.

In the Single Movement analysis, the AP &ernyj ‘black-ACC’ is scrambled into the left IP-
adjoined position resulting in the structure (43):

(43)  S-Structure of (41b) under the Single Movement hypothesis:

IP
P | 4
AP[-SS] _—"—_VP
cernyj on __— ~_DP
black he V _— NP

ljubit T

likes t N
kofe
coffee

lit. ‘Black he likes coffee.’

This works well enough for (41b), and a comparable account in which the noun kofe ‘coffee-ACC’
is scrambled leftward would suffice for (41c). However, in a sentence like Cernyj on ljubit pit’ po
veceram kofe ‘He likes to have black coffee in the evenings’, the direct object &ernyj kofe ‘black
coffee-ACC’ is base-generated as a sister to the V, which is not the clause-final position in this
sentence because an adverbial follows. Clearly the noun kofe ‘coffee-ACC’ does not remain in
that position. Thus, some sort of postposing (extraposition) is unavoidable. In fact, final position

of the noun in the split scrambling is not only possible but obligatory, under the Periphery
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Constraint. It appears, then, that Split Scrambling must be Double Movement in Russian. For
uniformity of analysis, I assume that this is so even in the simple examples (41b) and (41c).
Standard tests for constituency such as prosodic phrasing support this view. Thus all Split
Scrambling in Russian is apparently due to Double Movement.

In the particular version of the Double Movement analysis that I will argue for, a DP (or
PP) first moves out of its D-Structure position into the SPEC position of a higher functional
projection F(ocus)P (see Section 6.4.2 below for discussion) via XP-Scrambling. Then an element
Y is extracted out of it and is right-adjoined to FP. This element must be, or include, either an
adjective or a noun. There are also three bar-level possibilities for the element Y: N?, N’, or NP
(or A9 A’, and AP). Yearley (1993) (see Section 5.4.1) showed that from the point of view of
restrictions on head movement, Russian Split Scrambling cannot involve movement of a head. In
any case, the Y element of Split Scrambling can consist of an N modified by another
(postnominal) noun in GEN, e.g., fotografii detej ‘pictures-ACC of the children-GEN’, as shown in
(44):
(44) Ljubimye on prines  fotografii __detej.

favorite-ACC  he-NOM brought pictures-ACC children-GEN

‘He brought his favorite pictures of the children.’
Hence, the only two possibilities left are N’ and NP. In the traditional account of DP-internal
structure adopted in this dissertation (40a), in contrast to Franks and Progovac (1994) and
Androutsopoulou (1997) (40b), APs are N’-adjoined. Therefore, this extraposed element cannot
be a whole NP. According to the structure in (40a) above, the element that is extraposed as the
second step of deriving Russian split scrambling constructions such as (41b) and (44)via double
movement has to be an N’. For uniformity I will assume that in examples with a final adjective
such as (41c), what is extracted is A’ (though in this case it is more difficult to rule out the
possibility of AP movement).

This double-movement analysis encounters two obvious problems. First, as Den Besten

and Webelhuth (1990) (Section 5.3.2.3) argued, movement of non-maximal projections is
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prohibited by the universal theory of movement as defined by Chomsky in Barriers (1986).
According to this otherwise well-motivated theory, only maximal projections and heads are
allowed to move. It would be more satisfactory, both empirically and conceptually, to adhere to
this strong universal theory than to introduce language-specific exceptions. Second, we need to
address the question of how the trace of the extracted element is bound and how this element
crosses the barriers on its way. Since FP is assumed to be above IP (for reasons outlines below),
these barriers would comprise DP, sometimes PP, and IP (by inheritance) to reach the adjunction
site at the right of FP. While there may be answers to these questions, they seem to require
special assumptions not otherwise needed in syntactic theory. I will discuss the first question
briefly here, and will return to the second question below.

Let us gather together the empirical evidence for movement of Y. First, in the DP
structure assumed in this dissertation, adjective is inside NP (see (40a) above), in contrast to the
structure adopted by Yearley (1993), Franks and Progovac (1994), and Androutsopoulou (1997) in
which an adjective takes an NP complement. In the instances when the noun is extracted but the
adjective stays in the remnant, this category of the extracted element cannot be a maximal
projection YP, otherwise the adjective would have been pied-piped along with the noun. It has
also been shown above that this category cannot be a head (cf. the example (44) above). Thus, it
has to be of a category Y’. Second, asymmetries between the NP-internal arguments and adjuncts
show that a head noun can be extracted with its Genitive NP complement, while such extraction
is not possible with N’ adjuncts (cf. example (37) above). Finally, even if the Abney-type DP-
structure is assumed, it would merely create a comparable problem for instances of adjective
movement: it would still have to be an A’, and not AP that is extracted. Nonetheless, I will set out
the advantages of the Double-Movement analysis for split scrambling constructions in the belief
that they may outweigh its current shortcomings.

The evidence for the Double-Movement analysis comes from the three specific

restrictions this type of movement obeys in Russian (see (4) above). The Periphery Constraint
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requires that the subparts of a split scrambling constituent be at the outermost edges of the clause.
This implies that only an XP attached at the highest level of the clause can be split. The Y’
extracted from it must also be at the highest level on the right (although this would also follow
from the requirement that it c-command its trace in the XP). The limitation to one split
constituent per clause indicates that this high site to which XP moves is not recursive. Thus it
cannot be that XP adjoins to IP or CP.2® Rather, there must be one designated base-generated
position which is the XP’s landing site, above the IP level. It can be deduced that the unique
position that the remnant of a split scrambling construction resides in, is higher than the canonical
subject position and beneath the complementizer position. The latter is shown by the contrast
between (45a) and (45b):

(45) a. *On poprosil ¢ermogo, ¢&toby emu nalili kofe.
he asked black-GEN that-SUBJU him-DAT poured coffee-GEN

b. On poprosil, ¢toby ¢ermmogo emu nalili kofe.

he asked  that-SUBJU black-GEN him-DAT poured coffee-GEN

‘He asked that they poured black coffee for him.’

Because of the strong association between Split Scrambling and Focus, as described in Chapter 6,
I will hypothesize that this position is the SPEC of F(ocus)P, which selects IP as its complement
(see Chapter 6 for discussion).

Split Scrambling serves the purpose of assigning Constituent Focus to one of the two
subparts of the discontinuous constituent, the adjective or the noun. There is a difference in the
landing site for XP-Scrambling in general and XP-Scrambling as the first step in Split Scrambling:
while in the former case, a scrambled phrase is moved into the IP-adjoined (or VP-adjoined)
position, either left or right, in the latter case, it is moved into SPEC, FP.2 The SPEC position

being on the left will require XP-Scrambling in Split Scrambling constructions to obligatorily

2 XP does adjoin to IP in simple XP-Scrambling, which is iterative. The limitation is just that Y’-Extraction
is only from the highest scrambled XP.

2 Additional evidence that the first step in Split Scrambling is not adjunction to any major projection is that
in split Scrambling the remnant phrase is never adjoined to VP, as it (arguably) is in some XP-Scrambling
constructions (see Chapter 2 for discussion).
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proceed to the left. XP-Scrambling, in contrast to Split Scrambling, does not have to involve
Constituent Focus, but only serves to divide up the tree so that focus can be assigned to one part
and not the other. Although it does not need SPEC, FP as a landing site, it can use it in sentences
with multiple XP-Scrambling in which a scrambled phrase acquires special prominent status can
move into SPEC, FP while others are IP- (or VP-)adjoined. This is parallel to multiple Wh-
fronting constructions found in some Slavic languages like Serbo-Croatian in which preposed
Wh-phrases do not form a constituent. Instead, only the first fronted Wh-phrase is located in
Spec, CP; other Wh-phrases are adjoined to IP (Rudin, 1988).

The Preposition-First Constraint provides evidence for the direction of the two movement
operations which comprise the Double-Movement analysis. Split PPs are particularly
informative: Since only the orders P Adj X N and P N X Adj are allowed, the first movement, XP-
Scrambling, has to proceed to the left. Then the fact that the second movement cannot extract a
non-constituent from the scrambled PP guarantees that the preposition will remain on the left,
with only A’ or N’ moving to the right Note that the usual constraint against Preposition
Stranding will prevent the outcome *P X DP.2 Consider some alternative derivations. If there
were rightward movement first, nothing would prevent the grammar from deriving the ill-
formed *Adj X P N and *N X P Adj split word orders. If A’ or N’ had moved first rightward, the
remnant of the PP might have remained in situ, but this is not grammatical in Russian (though it

is in Latin).? On the assumption that in Russian the Y'-Extraction can only occur from a phrase

2 To explain the prohibition against Preposition Stranding for Latin, Ostafin assumed that prepositions are
proclitics and must cliticize only to the DP they select and that DP must have some overt content at Spellout.
However, to claim that prepositions in Russian are proclitics is not enough to account for the constraint
against Preposition Stranding. Not all prepositions in Russian are phonologically proclitic (cf. otnositel'no
‘as far as’, soglasno ‘according to’, etc.). In general, the proclitic status of prepositions is not universal, while
the constraint against Preposition Stranding is almost universal, English being a major exception. However,
the investigation of Preposition Stranding goes beyond the scope of this dissertation; for now, it will suffice
to assume that whatever principle rules out Preposition Stranding in Russian will explain the
ungrammaticality of orders where the preposition is all the way at the right edge of the clause (e.g., *A N P)
or is not string-adjacent to at least a part of its complement (e.g., *P X A N).

3 I have noted in Section 5.2.1 the difficulty of ensuring leftward remnant movement in German if the
remnant is created by extraction prior to remnant movement.
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in FP (see below), it is guaranteed that the remnant will be in leftward scrambled position, never
in situ. Note that this needs to be parameterized since in Latin the Y’ evidently can extract from
XP in situ. I assume this must have to do with the barriers relevant to Subjacency in this
language. This is the second problem mentioned above, concerning bounding.# Though I
cannot account for it precisely at this time, I will make the schematic proposal that Russian
respects a greater number of barriers (or blocking categories) than Latin does. Alternatively, it is
possible that in Latin the Y’ can escape from XP in situ by first adjoining locally to that XP, and
proceeding upward from there. In that case the parametric variation would concern this local
adjunction: for Latin it would be possible, but for Russian it would not. I will call this informally
the “Remnant in Situ” parameter, leaving open for now its precise formulation.
In summary: the following parameters are proposed for Scrambling in Russian (46):

(46) LandingSites: VP,IP; FOR XP-SCRAMBLING
Direction: Leftward, rightward.

Remmnant in Situ: Yes/No FOR SPLIT SCRAMBLING
Category of Extracted Element: N’, A’.

Postulating SPEC, FP as the unique landing site for a phrase in the first step of Split Scrambling
can account for a great many structural facts, and at the same time can explain the special focus

structure of split scrambling constructions.

5.6 Summary of Chapter §

It has been shown in this chapter that discontinuous DPs and PPs in Russian obey several
particular constraints, the most interesting of which are the Periphery Constraint, the One-Split-
per-Clause Constraint, and the Preposition-First Constraint for split PPs. In order to seek a

linguistic explanation for these restrictions, it was necessary to consider how such discontinuous

%# Why is it possible to extract Y’ out of the scrambled XP which is in SPEC, FP and not to violate barriers.
There are several possibilities to explore. One is that FP does not inherit barrierhood from IP because it is
not included into the extended projection of VP. Alternatively, it is allowed because adjunction to FP
creates a segment which is a part of FP, not a barrier of it own.
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constituents could be syntactically derived. Two types of analyses have been proposed in the
literature: Split Scrambling as XP-Scrambling for Latin, and Double-Movement for German,
Serbo-Croatian, and Modern Greek. Of the two, the Double-Movement analysis proposed in this
chapter, offers the better explanation for Russian Split Scrambling, on the assumption that the
landing site for the first movement is SPEC, FP and the landing site for the second movement is
right-adjunction to FP.

This analysis is also motivated by the focus structure of split scrambling constructions
which require a F(ocus)P. FP is a functional projection associated with Constituent Focus which
is located above IP in the tree. The uniqueness of FP and its location in the tree (combined with
standard constraints on movement) allow for a plausible grammatical explanation of the
Periphery Constraint, the One-Split-per-Clause Constraint, and the Preposition-First Constraint.
This analysis also permits suitable parameterization (bounding constraints, category constraints)
to cover other languages which exhibit Split Scrambling.

In Chapter 6 it will be shown in more detail how the Double-Movement analysis of Split

Scrambling in Russian is driven by Focus considerations.
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6.1 Introduction

Like standard XP-Scrambling, Split Scrambling gives the appearance of being optional in
the sense that the basic structure to which Split Scrambling applies is itself grammatical as a
surface form. In Chapter 3, [ have argued that Reinhart's (1995) theory of Scrambling motivated
by Focus considerations can be applied to explain the driving force behind standard XP-
Scrambling in Russian. XP-Scrambling serves the goal of removing a phrase from the domain of
sentential Focus, that is, De-Focusing. This chapter hypothesizes that Split Scrambling is also
driven by Focus requirements.

It has been noted in traditional Russian grammar that split scrambling constructions have
a specific prosodic structure and they can have special semantico-pragmatic characteristics.
Section 6.2 briefly summarizes the most important points of this functional approach to Split
Scrambling. Sirotinina (1965) conducted a production study of various word orders within DP
and provided some quantitative data on the distribution of Adj N combinations. Lapteva (1976)
analyzed lexico-semantic classes of discontinuous DPs and showed that each class has special
characteristics which are reflected in the prosody of the sentences in which the discontinuous DPs
appear.

Another functional approach to Split Scrambling is exemplified by Siewierska’s (1984)
study of Split Scrambling in Polish. Siewierska identified special restrictions which split
scrambling constructions in Polish obey, three of which, the Periphery Constraint, the One-Split-
per-Clause Constraint, and the Preposition-First Constraint, are also applicable to Russian. In
general, Polish split scrambling constructions have a special Focus structure since they are
felicitous only in a doubly contrastive focus context. While Siewierska does not provide a formal
account of Split Scrambling in Polish, her study presents an important background for the
analysis of Russian Split Scrambling, which as will be argued in Section 6.4 is also driven by

Focus requirements.
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Section 6.4 elaborates on the Double-Movement analysis of Russian Split Scrambling of
Chapter 5 as motivated by Focus requirements, along the lines of Reinhart’s (1995) theory. Split
Scrambling is associated with Constituent Focus, and I have argued that a special F(ocus)P must
be projected in sentences with Split Scrambling. The first step of deriving Split Scrambling, XP-
Scrambling, is triggered by the strong [-SS] feature, as described in Chapter 3. FP is projected
higher in the tree than [P but lower than CP, and its SPEC position and right-adjoined position
are used as landing sites for the subparts of the discontinuous constituents at the left and right
periphery of the clause. This offers a possible grammatical explanation for the Periphery
Constraint. Moreover, the uniqueness of FP in the clause entails that there can be only one
potential discontinuous constituent per clause. Thus, the Double-Movement analysis of Split
Scrambling in Russian proposed in Chapter 5 can provide a plausible grammatical explanation
for the Periphery Constraint, the One-Split-per-Clause Constraint and the Preposition-First

Constraint.

6.2 Functional Analyses of Discourse Properties of Word Order Variation in the Russian

DP

6.2.1 Production Data: Sirotinina (1965)

As was shown in Section 5.5, it is generally assumed that the unmarked word order in the
Russian DP is Adjective — Noun when the adjective is adjacent to the noun. However,
discontinuous DPs (and PPs) occur very productively in two registers of Russian, spoken
Colloquial Russian and literary Russian. Linguists in Russia who work on Colloquial Russian,
such as Sirotinina, provide a descriptive account of such constructions within the general
discussion of Adj - N and N - Adj orders.

Sirotinina (1965) carried out a corpus analysis of spoken Colloquial Russian. In her tape-

recorded materials of naturally occurring speech she found 899 cases of adjectival modifier -
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head noun constructions, both continuous and discontinuous. She classified these occurrences
from the point of view of logical stress which is equivalent to the modern notion of Focus. If the
entire Adj + N (or N + Adj) combination conveys new information, then the head noun carries the
logical stress:!
(1) On ocen’ ljubil &ernyj KOfe.

He very liked black coffee

‘He liked black COFfee very much.’
An adjective in the new information DP can only be stressed if the adjective by itself carries this
new information:
) BurZuazija toZe nikogda ne vela s namiCESTnoj  borby.

Bourgeoisie alsonever not carried on withus honest struggle

‘Bourgeoisie also never carried on HOnest struggle with us.’
In 319 cases the DP was not stressed at all because it wasn’t conveying new information:
(3) Jadoma nikogDAne p’ju  ¢ernyj kofe.

I athomeNEver notdrink black coffee

‘I NEver drink black coffee at home.”’

Sirotinina’s statistical data are summarized in Table 15. It is important to note that in
these data she does not separate continuous and discontinuous Adj - N and N - Adj word orders,

that is, these data represent both types of word order collapsed together:

Table 15. Word Orders in Colloquial Russian DP (Sirotinina, 1965)

ADJECTIVE NOUN - ToTtAaL
- NOUN ADJECTIVE
NO STRESS AT ALL? not available not available 319
STRESS ON THEN 326 (63%) 54 (88%) 380
STRESS ON THE ADJ 155 (30%) 7 (12%) 162
BOTH STRESSED 38 (7%) - 38
ToTrAL: 518 61 899

! Examples (1) - (4) are actual sentences from Sirotinina’s corpus.

2 Sirotinina does not give separate numbers for the Adj N and N Adj combinations in the DP group without
stress.
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As can be seen from Table 15, stress is more often on the noun than on the adjective regardless of
order. Stress on the adjective is more common when it precedes the noun than when it follows
the noun (both absolutely and as a proportion of each word order). Adj - N order is eight times
more common than N — Adj order. To explain these facts, Sirotinina suggests that there is a
correlation between pre- and postnominal position of the adjective and its “communicative role”?
in the sentence: she assumes that prenominal modifiers are usually communicatively significant
while postnominal modifiers tend to be communicatively insignificant (54 cases out of 61 in
Sirotinina’s sample of postnominal adjectives). To be communicatively insignificant for an
adjective means that it does not contribute anything special to its head noun interpretation, or
that it is known (presupposed) by both the speaker and the listener. Communicatively
insignificant adjectives usually do not carry the logical stress. These features are the same for
both spoken Colloquial and literary Russian.

Sirotinina argues that in Colloquial Russian, postnominal adjectives may have another
function which is not possible in the written language. An adjective may be added to the already
produced part of a sentence as an afterthought. For example, in (4a), the topic of the conversation
is musor ‘the garbage-ACC’ and it is 6bvious that a cargo truck is necessary to remove it so there
is no need for the adjective gruzovoj ‘cargo-PREP’. Likewise, in (4b), the word $apku ‘hat-ACC’
already contains the semantic notion of warmth which makes the redundant adjective tepluju
‘warm-ACC’ an afterthought
(4) a. Na masine segodnja uvezli Eruzovoj.

oncar-PREP  today took away cargo-PREP

‘[pro] took away [the garbage] on the cargo car today.’

b. Naulice xolodno. Sapku naden’ tepluju.
in street cold. = Hat-ACC puton warm-ACC

‘It is cold outside. Put on a warm hat.’

A sentence like (4b) would not occur except in conversation.

3 Sirotinina uses the so-called functional sentence perspective analysis advocated by the traditional Prague
school of linguistics. See Bailyn (1995) for discussion of this school.



231

Sirotinina’s descriptive facts about the properties of the different word orders in the
Russian DP can be summarized in Table 16:

Table 16. Properties of the Word Orders in the DP in Spoken Colloquial Russian

ADJECTIVE'S PROPERTIES ADJECTIVE - NOUN NOUN —~ ADJECTIVE

(WHEN NON-PREDICATIVE)

COMMUNICATIVEROLEIN  usually significant usually insignificant

THE CLAUSE

CLOSENESSTOTHENOUN  a single unit with the N  a separate unit from the N

INFORMATION CONVEYED new known (presupposed)

CAN CARRY LOGICAL + -

STRESS

SEMANTICS contributes to the N does not contribute to the
interpretation N; or is an afterthought

The facts about the properties of different word orders in the Russian DP presented in Table 16
provide empirical motivation for the claims that the underlying D-Structure (Bailyn, 1995) and
unmarked surface word order in the Russian DP is Adj ~ N where the adjective is adjacent with
the noun. Communicative significance of the adjective in the clause is the usual case, and it is
reflected in the stress pattern and in the positioning of the adjective preceding and adjacent to the
head noun it modifies.

Sirotinina found that the Adj — N word order accounts for approximately 90% of all DPs
in which an adjective modifies a noun (see Table 16).¢ In the derived word orders grammatical
relations are not changed and rarely become ambiguous. What is changed in the derived word
orders is only the unity of the phrase and the Focus structure of the sentence. To some extent,
empbhatic stress and intonation can be used as an alternative way to achieve the goal of logical

stress while leaving the word order intact. Stress and intonation, however, cannot produce

4 Sirotinina does not give statistical data in terms of numbers of tokens for her spoken sample. Instead she
specifies that there were 15 kilometers of tape recorded with the speed of 19.5 centimeters per second.
Recall however that her corpus was extremely small — 899 cases of DPs where an adjective modifies a
noun. This number is not large enough to be truly representative, but approximate numbers are sufficient

for present purposes.
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communicative insignificance; the only way to do this is to change word order. However, this is
more likely to be true only of languages with fairly free word order. In fixed word order
languages like English, a word can be made insignificant by shifting stress to a different one,
especially if the ms:gmﬁcant one would receive default stress and is being deprived of it (e.g., He
wore a réd coat.) Default stress is used more commonly in Russian, and is not overridden as in
English, because word order can be altered instead to achieve the same effect.

When discussing the properties of the discontinuous cases Sirotinina observes that
adjectival modifiers separated from their nouns in examples like (4) above are understood as
afterthoughts and therefore, their discontinuous position is justified by stylistic factors. However,
in her opinion, some postposed adjectival modifiers separated from their nouns acquire a
somewhat predicative interpretation. Recall from the discussion in Section 2.4.1 (Chapter 2,
example (31) repeated here as (5)) that a combination of a noun and a prenominal modifying

adjective which agrees with it is a DP, as shown in (5a), but can be a sentence when the adjective

is postnominal, as in (5b):
(5) a. Tixaja no& b. No¢" tixaja.
quiet night night quiet
‘a quiet night’ “The night is quiet.’

(5a) tixaja no¢' ‘a quiet night' is usually understood as a constituent headed by the noun no¢'
‘night’ which is modified by a prenominal adjective tixaja ‘quiet/, the default word order for such
combinations in Russian. It is pronounced with a neutral gradually falling intonation and as a
single phonological unit. In contrast, the combination no&' tixaja ‘the night is quiet’ in (5b) can be
interpreted as a full sentence with the predication relation between the noun subject and the
adjectival predicate where the present tense copula is zero. As such, it is pronounced as two
phonological units, with rising and falling intonation contours, with a pause in between which is
often represented as a hyphen in the orthography. Example (6a) is similar to (5b) in that the noun

no¢' ‘the night-NOM’ and the AP na redkost’ burnaja ‘exceptionally wild-NOM' are on the edges of



233

the clause separated from each other by a lexical verb which could be construed with a copula

meaning. In contrast to (6a), example (6b) does not allow a potential predicative interpretation:

(6) a. No&” vypala naredkost burnaja. (Leonov ‘Russian Woods")
night-NOM occurred exceptionally wild-NOM

lit. “The night occurred exceptionally wild."

b. Vraéat;  boitsja malen’kij rebenok starogo t:.

doctor-GEN is afraid small ~ child old-GEN

‘The small child is afraid of the old doctor.”

The predicative interpretation is only possible in sentences with copula-like verbs (e.g., vypala
‘occurred’ in (6a)) and when the discontinuous constituent is in NOM, which is one of the two
default cases for non-verbal predicates in Russian (the other two being INSTR). For these reasons,
the predicative interpretation is not available for (6b). While I still assume that examples like (6a0
are derived via Split Scrambling and only acquire some predicative meaning by analogy with
true predicative constructions, I will avoid using such sentences in the discussion that follows.

Tuming now to preposed adjectives separated from their nouns, Sirotinina reports that
these carry logical stress and convey new information. Thus, in example (7), the preposed
adjective starogo ‘old-ACC’ separated from its noun vraéa ‘the doctor-ACC’ conveys new
information in the sense that the presupposition is such that there are a few doctors that the child
visits regularly and the assertion is that out of those, he is afraid of the old one:

@ Starogo: boitsja malen’kij rebenok t vraga.

old-GEN is afraid small  child doctor-GEN

‘The small child is afraid of the old doctor.’

Sirotinina concludes her discussion with the claim that from the purely syntactic point of
view, discontinuous Adj X N and N X Adj word orders behave as their continuous
counterparts Adj N and N Adj orders and should be analyzed as such. What differs is their
discourse status. We will see in Section 6.4 that the fact that split scrambling constructions are
discourse dependent follows naturally from their Constituent (possibly, contrastive) Focus

structure.



6.22 Discourse Functions of Discontinuous DPs: Lapteva (1976)

Lapteva (1976) in her book Russkij Razgovornyj Sintaksis (‘Russian Colloquial Syntax’)
clarifies some points raised by Sirotinina and pays special attention to discontinuous DPs. For her
analysis, the following classification (8) for adjective placement is important:

()] a. adjacent to the noun and preposed;

b. adjacent to the noun and postposed;

c. discontinuous with the noun and postposed;

d. discontinuous with the noun and preposed.

Lapteva looks for a correlation between the function the adjective fulfills and its position in the
clause and points out that there is no one-to-one match between the function and the position of
the adjective, since the first three cases (8a-c) overlap in some of their functions. For example, the
postposed adjacent adjective, as in (9a), and the postposed discontinuous adjective, as in (9b),
coincide in their communicative role (in cases where the adjective is as communicatively
significant as the noun). If the discourse circumstances as reflected in the focus structure of the
clause were equal, a speaker would tend to choose a less marked example (9a). However, in a
situation where a Constituent Focus is required on the adjective celuju ‘whole-ACC’, (9b) may be

preferred. (Note that Lapteva assumes that non-adjacency is the marked case.)s

(9 a. Vam lekciju celuju nado pro¢itat’ na étu temu.
you-DAT lecture-ACC whole-ACC need to give on this topic

b. Lekciju vam nado proéitat’ CEluju na étu temu.
lecture-ACC you-DAT need to give WHOLE-ACC on this topic
“You need to give a WHOLE lecture on this topic.’
The only exception is (8d), a preposed adjective discontinuous with the noun, which has a unique
function and does not share it with any other construction in this four-way classification.
Separating the adjective from its noun and preposing it is used when the adjective conveys
important information to fulfill two functions: one when the adjective is equally important with

the noun or when it is even more important than the noun. Lapteva considers each possible

function of (8d) in detail. I will briefly review her discussion.

5 Examples (9) - (14) are from Lapteva.
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The first possible semantico-pragmatic class of sentences with a preposed discontinuous
adjective is cases where the adjective carries most of the semantic content of the split DP. Under
these circumstances the noun is to some extent redundant because its meaning is more or less
obvious from the lexical meaning of the adjective. Thus, in (10a), borodinskogo ‘Borodinsky-GEN’
refers to a particular type of bread in the context of grocery shopping, and the noun simply fills in
a structural position. It has no real semantic role and is just a syntactic place holder. This is
carried to the extreme in (10b). Finally, another possible connotation of this construction is the
contrastive meaning, as in (10c). (Here and in examples below boldface represents
communicative significance):

(10) a. Borodinskogo u vas net xleba?
Borodinsky-GEN at you not bread-GEN?
‘Do you happen to have the Borodinsky bread?
b. UZasno urodlivyjona imeet vid.

awfully ugly-ACCshe has appearance-ACC

‘She looks very ugly.”

c. Est formuly pervaja, vtoraja, tret’ja, a ertoj  net formuly.

is formula first second third but fourth-GEN not formula-GEN

‘There are the first, second and third formulas but there is no fourth formula.’

Such sentences have a distinct intonation pattern: the stress falls on the adjective, the middle part
of the sentence is pronounced unstressed (and rising intonation in (10a)), and the noun may or
may not bear a secondary stress.

The second possible class with a preposed discontinuous adjective consists of cases where
both the adjective and the noun are communicatively significant and (in contrast to (10)), the
noun is not redundant, as exemplified in (11):

(11) Gotovyj ja inogda  pokupaju $Eavel’.

ready-ACCI  sometimes buy  sorrel-ACC

‘I sometimes buy ready-to-use sorrel.”

I turn now to Lapteva’s discussion of the postposed adjective discontinuous with the
noun (8c). This fulfills two very different functions. The first function is addition of an

insignificant property to the noun that the adjective modifies. The speaker did not have an initial
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intention to include this adjective in his proposition, it comes in later as a kind of afterthought (as
discussed by Sirotinina above). Such an adjective usually comes last in the sentence, it is not
stressed, sometimes it is pronounced faster than the rest of the sentence and often it is preceded
by a pause (#), as in (12):

(12) a. Platok ja toZe vzjala # teplyj.
shawl-ACC I also took warm-ACC

‘T also took a warm shawl.’
b. Oni xuliganjat, a zdes’ rebjata stojat # malen’kie.
they make a row but here children-NOM are small-NOM

“They are making a row but there are small children here.”

The second function, the opposite to the first one, of the postposed adjective
discontinuous with the noun is importance. In this case the adjective was initially planned in the
proposition by the speaker. It conveys communicatively significant information (identified by
boldface) which needs to be distinguished from the information conveyed by the noun. It is
never pronounced faster, there is no pause in front of it, and it is always stressed, as shown in
(13):

(13) a. Devo¢ka emu pomogaet starSaja.
girl-NOM him helps older-NOM

‘The older girl helps him.”
b. Ja vam sejcas berézu zavalji  suxGju.$

I younow birch tree-ACC cutdown dry-ACC
‘I will cut down a dry birch tree for you now.’

Lapteva observes that the syntax is ambiguous with respect to the first and second functions of
(8¢); it is the phonology and communicative structure of the sentence that disambiguate these two
functions.

In general, according to Lapteva, constructions with discontinuous constituents (with
preposed or postposed adjectives separated from the noun) have two important properties. First,

the discontinuous use of adjectives is licensed by the communicative perspective of a sentence

¢ The symbols ' and * represent primary and secondary stress respectively. I have marked these only in the
examples relevant to the current discussion, not throughout the dissertation.
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where the parts of the discontinuous constituent are placed in two different domains: one in the
given information (the Theme) domain and one in the new information (the Rheme) domain.
Second, discontinuous constituents are used productively in spoken speech where the given vs.
new information distinction tends to be encoded differently from the written form of the
language. Spoken speech is organized rhythmically, with unstressed and stressed syllables
alternating. In many cases in speech a discontinuity is introduced into the sentence in order to
fulfill this rhythmic pattern. Thus, when a discontinuous postposed adjective is equivalent in its
function to an adjacent postposed adjective, the former may be preferred because it enforces the
alternating rhythmic pattern. In (13b) (repeated here as (14a)), the change of the discontinuous
word order into a standard continuous Adj N (14b) will result in a violation of the alternating
rhythmic pattern: the two syllables in italics are unstressed and at the same time are adjacent to
each other.

(14) a. Ja vam sejcas berézu zavalji suxtju’A ALTERNATING RHYTHMIC PATTERN
[ younow birch tree-ACC cut down dry-ACC

b. Javam sej€as zavalji  suxtiju berézu. VIOLATION OF THE ALTERNATING PATTERN

I you now cutdown dry birch tree

‘I will now cut down a dry birch tree for you.’

Sirotinina (1965) and Lapteva (1976) conducted their research within the framework of
traditional descriptive Russian linguistics and as a result, they concentrated on the semantic and
communicative functions of constructions with discontinuous DPs and did not discuss how these
properties relate to the syntactic characteristics of such constructions. In Chapter 5 I proposed a
syntactic analysis of Split Scrambling in Russian, the Double-Movement analysis, and in what
follows (see Section 6.4 below) I will attempt to show that it is motivated by Focus properties of

split scrambling constructions of the kind reviewed here. I will briefly review a different attempt

to provide a functional explanation for Split Scrambling in Polish, a Slavic language closely

7 Notice that the discontinuous Adj X N order suxiju zdvaljii berézu ‘dry cut down birch tree’ would also
introduce an alternating rhythmic pattern into the sentence. Rhythmic considerations thus do not choose
between these two orders.
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related to Russian. It is important because of many striking similarities between split scrambling

constructions in the two languages.

6.3 Functional Analysis of Split Scrambling in Polish (Siewierska, 1984)

The Polish facts described by Siewierska (1984) are very interesting for the present project
because they are directly parallel to the Russian split DPs and PPs. Discontinuity within the NP8

(15a) and PP (15b) in Polish can be illustrated with the following sample sentences:

(15) a. Pigkny maja ogréd.
beautiful have garden

‘They have a beautiful garden.’

b. Do mojego wiamali si¢ mieszkania.®

to my brokein REFL flat

‘They broke into my flat.’ (Siewierska 1984: (2)-(3))
Just as in Russian, the constructions exemplified in (15) are typical of two registers of Polish,
literary prose and spoken language. Since Polish, like most Slavic languages, has rich inflectional
morphology it is not difficult to construct the meaning of such sentences: the modifying adjective
and the head noun agree in grammatical features of number, gender and case.

Siewierska argues that NP and PP discontinuity in Polish is a means of “highlighting” the
constituents of the phrase, particularly for purposes of contrast. The two most robust
constructions that allow discontinuous NPs and PPs in Polish are contrastive contexts involving
constituent negation and gapping (16a), and doubly contrastive contexts (16b), where not only the
original pairing of the constituents of the phrase is denied but a new pairing for both is

suggested:

8 In this section [ will follow Siewierska in referring to split NPs rather than DPs. Her article appeared
before Abney (1987) proposed the DP-hypothesis.

9 The reflexive particle sie is usually a clitic that cliticizes onto the verb and thus it is not a part of the
discontinuous PP.
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(16) a. Nie buty miala fajne, tylko nogi.
notshoes had nice only legs
‘It was not her shoes which were great, but her legs.’
b. -Podobno maja pigkny dom.
apparently have beautiful house
‘Apparently they have a beautiful house.”
-Nie! Pigkny majaogréd. Dom maja kiepski.
No! beautiful have garden. house have crummy
‘No! They have a beautiful garden. The house is cummy.”  (Siewierska 1984: (4)-(5))
In non-contrastive constructions, discontinuous NPs and PPs are sometimes acceptable, as in
(17a), but more often are marginal at best, as in (17b):
(17) a. [A fellow student has just come out from an exam.]
tatwe dostatds pytania?
easy get questions
‘Did you get easy questions?’
b. - Wrezultacie kupi¥is cés fajnego?
in result  bought something nice
‘Did you buy something nice in the end?
-*?Tak. Fajng kupitam sukienke
Yes. nice Ibrought dress
“Yes. I bought a nice dress.’ (Siewierska 1984: (7), (9))
Siewierska shows that NP and PP discontinuity in Polish is not necessarily motivated by the
principle which usually motivates word order choices in this language, ie., that given
information precedes new irrespective of the grammatical function of the constituents involved.
Example (17a) is the first utterance in the discourse and none of the constituents, strictly
speaking, can be regarded as given. Looking for an alternative explanation for the motivation of
phrasal discontinuity in Polish, she proposes the following six descriptive generalizations (18)
that characterize the usage of discontinuous NPs and PPs (see (16) -(17)):
(18) (a) They occur only in clauses where the subject is expressed only by agreement suffixes
on the verb (i.e., pro-drop clauses);
(b) Discontinuous NPs typically have only one modifying adjective; sequences of

modifiers are very rarely discontinuous;
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() No Preposition Stranding is allowed, and no part of a prepositional object may
precede the preposition (cf. the Preposition-First Constraint, Section 5.2 above), as the
contrast between (19a) and (19b) below shows;

(d) The split parts of the discontinuous NP/PP are always on the periphery of the clause,
one part sentence-initial, while the other is sentence-final, and they must be
separated by the verb (cf. the Periphery Constraint, see Section 52 above), as
illustrated in (20) below;1?

(e) Typically, only very short constituents (pronouns, clitics, adverbials) can intervene
between the verb and the final constituent. Direct and indirect objects are prohibited
in this position, as the ill-formedness of (21) illustrates;

(f)  Only one split per clause is allowed.

(19) a. QO tej méwiliSmy dziewczynie.
about this spoke-we girl

b. *Dziewczynie méwiliSmy o tej.

girl spoke-we about this
‘We spoke about this girl.’ (Siewierska 1984: (15))

(20) *Kupili pigkny Markowi obraz.
bought beautiful Mark  painting
‘They bought Mark a beautiful painting.’ (Siewierska 1984: (16))

(21) *Z tej pila  mileko szklanki.

from this drank milk glass

‘She drank milk from this glass.’ (Siewierska 1984: (18))

How can these restrictions in (18) be derived? Siewierska argues that the constraints in
(18a) and (18e) follow from processing considerations. Discontinuous constituents are harder to
process than continuous ones, and to minimize the processing load split NPs and PPs tend to be
in short simple clauses. The restriction (18f) is claimed to follow from the combination of (18a)

and (18e). Commenting on restriction (18c), she claims that split PPs are less acceptable than

10 Note that the fact that they must be separated by the predicate will fall out of the Periphery Constraint,
assuming that each clause has to have a predicate.
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split NPs, and speculates that this may be because the constituents within the PP are more closely
bound than those within the DP.

However, Siewierska claims that a processing explanation is not sufficient to account for
restriction (18d), ie., the concerning the location of the split parts of the discontinuous phrase.
Here is where the Topic vs. Focus distinction becomes important in Siewierska’s analysis. The
sentence-initial position in Polish is the unmarked position for the topic of the clause, while the
final one is the focus position. Discontinuity is then due to the assignment of topic and focus
functions to the parts of the NP or PP. Therefore, Siewierska argues that the placement of the
parts of the discontinuous phrase is an automatic consequence of their pragmatic functions,
although she claims that the pragmatic considerations are more complex than is sometimes
implied.

The motivation of topic vs. focus assignment explains one of the two main constructions
in which split DPs and PPs are used in Polish, the doubly contrastive contexts (16b). On the other
hand, there are some cases where a direct correlation with standard pragmatic functions cannot
be found but discontinuity is nevertheless possible. This is the case when topic (given
information) follows focus (new information) in a clause, as in (17a). Siewierska suggests that
discontinuity in such cases is warranted by the marked assignment of topic and focus. The
sentence-initial focus is marked with emphatic stress. This does not necessarily mean that this
focus is contrastive; it signals that the focus of the clause has been placed in a marked position.
However, the topic placed in the marked sentence-final position, which is standardly used for a
new information focus, can now have two functions. It can convey new information or it can be
contrastive. Siewierska concludes that in spoken Polish in the doubly contrastive context, both
parts are contrastive; in other contexts, the part which conveys new information (whether it is the
default focus or the marked topic) is emphasized.

In literary prose, however, both parts of the split DP or PP can be foci, as shown in (22):



242

(22)  Znowu nowych wprowadzido wyobrazni  znajomych.

again new  introduce into imagination acquaintances

‘His imagination will be stimulated by new acquaintances.”

The adjective nowych ‘new’ is assigned focus because it conveys new information while the
sentence-final znajomych ‘acquaintances’ is a focus due to its position in the clause. This is a
manifestation of the same phenomenon in literary prose as in speech, ie., double prominence.
Since the topic and focus are the most prominent constituents in the clause, phrasal discontinuity
signals double prominence. This appears to be the overall function of phrasal discontinuity in
Polish, according to Siewierska.

Siewlierska does not propose a formal syntactic analysis of Polish split NPs and PPs, and
the complexities are such that this is scarcely a predictive theory as yet, but her analysis of the NP
and PP discontinuity in Polish is very interesting for our purposes because the Polish facts are
very much like the Russian facts (Chapter 5). In both languages NP and PP discontinuity is
allowed in speech and literary prose (in Russian in poetry as well). Just as Siewierska suggests for
Polish, Russian Split Scrambling appears to be directly related to the assignment of a focus
structure to tﬁe clause. Some of the restrictions which constrain Split Scrambling in Polish are
applicable to Russian, such as (18b, ¢, f). Thus, sequences of modifiers do not get split (cf. (4a),
Chapter 5). No Preposition Stranding is allowed, and the Preposition-First Constraint applies(cf.
(4e), Chapter 5). Only one split per clause is allowed (cf. (4d), Chapter 5).

Some other restrictions in Polish do not apply in Russian, such as (18a, e). Russian usually
retains pronouns in subject position and does not rule out the usage of direct or indirect objects
between the verb and the sentence-final part of the split constituent. In fact, there is no apparent
pressure in Russian to keep the intervening portion of the sentence short or syntactically simple.
The two main functions of the phrasal discontinuity in Polish, constituent negation (or gapping)
and doubly contrastive contexts, are not obligatorily required for split DP and PP cases in
Russian; initial (opening) utterances of the discourse with split constituents are quite common.

The Periphery Constraint (18d) although quite strong in Russian is not absolute, in contrast to
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Polish. While there are strong commonalities, perhaps inherited from UG, some language-
specific parameterization is evident here. In general, this amounts to saying that Split Scrambling
in Russian is freer than in Polish. A focus-based analysis appears to be the most promising way
to account for Split Scrambling in both languages; it will be discussed for Russian in the next

section.

6.4 Split Scrambling and the Syntax-Phonology Interface

64.1 Split Scrambling and Focus

Recall from the discussion in Section 3.2 that for Object Scrambling in Dutch, Reinhart
shows that Scrambling can be motivated by the necessity to move a particular constituent out of
the domain of the default sentential Focus in order to assign Focus to a different constituent. In
the Dutch example (23a) (repeated from (8a), Section 3.2), the direct object het boek ‘the book’ is
assigned the main stress which in turn determines that this constituent is, or is included in, the
sentential Focus of the sentence. The set of potential sentential foci in (23a) is {Obj, VP, IP}:

(23) a. (Dat) ik gisteren het boek las. UNSCRAMBLED
that I yesterday [the book]-SF read

b. (Dat) ik het boek gisteren las. SCRAMBLED
that I the book yesterday [read]-SF
‘(that) I read the book yesterday.’
In (23b), Scrambling moves the direct object out of its D-Structure position which now allows the
verb las ‘read’ by itself to receive the Focus. While Dutch uses Scrambling for this purpose,
English uses the marked stress rule which can relocate the stress and consequently put the Focus
on a different constituent. Reinhart concludes that

“certain types of movement ... are motivated by PF ... reasons. These PF considerations
may interact with the Focus structure of the sentence.” (Reinhart 1995: 59)

Schematically, the main elements of Reinhart's theory can be summarized in the following way

(24):
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Generalized Stress Rule assigns default sentential stress to a word;

Basic Focus Rule specifies the constituent with default sentential stress as focused;
Focus can project up in the tree;

Stress, Focus and syntactic processes like Scrambling interact at the stage where both
the syntactic tree and stress are visible. This is enriched PF construed as a syntax-
phonology interface at which the full syntactic tree is represented including all

phonological phenomena like stress, feature erasure, and others.

In Chapter 3 this theory was applied to Russian in order to provide an explanation of

how standard XP-Scrambling and Focus interact. To reiterate briefly: In the unscrambled

sentence (25a), the sentential Focus is assigned by default to the most embedded constituent, the

direct object knigu ‘the book-ACC’, because it is in the default position for the main stress in the

sentence. In (25b), XP-Scrambling serves the function of removing this direct object from its D-

Structure position in which it otherwise would receive the sentential Focus. This Scrambling is

triggered by a strong feature [-SS] on the phrase that scrambles. An independent operation may

assign a marked stress to some constituent in the clause which can be any constituent, including

the scrambled one, as shown in (25¢), resulting in a structure with an additional Constituent

Focus:

(25) a. Mal’¢ik ¢itaet KNIgu. D-STRUCTURE
boy-NOM reads [BOOK-ACC]

b. Mal'¢ik knigu ¢iTAet. SCRAMBLED
boy-NOM book-ACC[-SS] READS

c. Mal'éik KNIgu ¢éiTAet. SCRAMBLED
boy-NOM [BOOK-ACC][-SS][+CS] READS
‘The boy is reading the book.’

In general, a derivation will proceed as follows. First, Focus structure (ie., given and

new information) is established by discourse context and communicative intentions. Second,

prosodic features [-SS] and [+CS] are assigned, on this basis, to certain underlying constituents. If
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only [-SS] is assigned and if the constituent with [-SS] is in the most embedded position in a
sentence where it would receive [+SS] by default sentential stress assignment, XP-Scrambling
occurs triggered by [-SS]. A derivation would crash if the stress rule assigns [+SS] to a phrase
marked [-SS]. However, if XP-Scrambling first removes this phrase, the derivation comes
through.1

In addition, [+CS] can be assigned to some constituent in a sentence whether or not some
other constituent bears [-SS]. [+CS], just like [+SS], but unlike [-SS], is not a strong feature and
does not trigger Scrambling; it is also compatible with [+SS] and so the constituent can be marked
with both and will receive a marked stress. {+CS], in contrast to [+SS], does not project up in the
tree. If [-SS] is assigned to one constituent and [+CS] is assigned to a different one, then XP-
Scrambling occurs for the first constituent and the second one receives a marked stress. If [+CS]
is assigned to the same constituent as [-SS], XP-Scrambling moves this constituent which will also
receive a marked stress due [+CS].

Split Scrambling is simply the syntactic realization of one of these feature assignment.
Split scrambling constructions arise when [+CS] is assigned to a subpart of the constituent which
is assigned [-SS]. While [+CS] cannot project beyond the limits of the XP, it can project within the
XP. Projection may be suited to the discourse context; if not, the two subparts of the XP must be
separated because otherwise the Constituent Focus will improperly project up to the whole XP.
The XP-scrambled constituent must be split, by postposing one subpart or the other, which makes
the second step in Split Scrambling obligatory.

Let us turn to the particular examples with Split Scrambling discussed in Section 5.5: the
sentences in (25a, b) and (26a, b) (repeated from Chapter 5).

(25) a. Cernyj on ljubit kofe.
black-ACC he-NOM  likes coffee-ACC

1 It is perfectly possible that instead of ordered rule application the derivation consists of simultaneous
constraint satisfaction, with suitable adjustment of details. This difference is not important for the
discussion to follow, and I will not elaborate it here. (See also footnote 20, Chapter 3.)
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b. Kofe on ljibut &ernyj.
coffee-ACC he-NOM likes black-ACC

“He likes black coffee.”
(26) a. Na bol'Suju polozi jabloki tarelku.
onbig-ACC  put  applesACC  plate-ACC
b. Na tarelku poloZi jabloki bol'Suju.
onplate-ACC put  apples-sACC  big-ACC
‘Put apples on the big plate.

These sentences have special prosodic patterns which manifest themselves in different
combinations of stress and pauses, as shown in (27):
(27) (a) (P)Adj X N: N is stressed and pronounced without a pause before it;
(b) Adj X # N : Adj is stressed, there is a pause before N, N is pronounced in a lower
tone;
() (P) Adj X N: both stressed;
(d) (P)N X Adj: A is stressed and pronounced without a pause before it;
(e) (P)N X #A: N is stressed, there is a pause before Adj, Adj is pronounced in a lower
tone;

(®  (P) N X Adj: both stressed.

The double-stressed prosodic structures (27c) and (27f) are very rare. For the remaining four
structures, all possible combinations of stressing one subpart of the discontinuous phrase are
available. The special stress can be assigned to either the Adjective or the Noun; and it can be
either on the left or on the right. The six possible combinations of stress and pause assignment in

(27) will result in six possible focus structures for (25) and (26), summarized in Table 17:
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Table 17. Possible Focus Structures for Split Scrambling Constructions in Russian
RIGHT Focus LEFT Focus DouBLE Foct

ADJ..N  Cemyj onljubitKOfe. = CERnyj on ljubit kofe. CERnyj on ljubit KOfe

N..AD]  KofeonljubitCERnyj  KOfe on ljubit éernyi. KOfe on ljubit CERnyj.

PAD]..N Na _ bolSuju  poloZi MS_IIE! polozi Na bol'§Uju polozi jabloki
taRELku.

jabloki taRELku. jabloki tarelku.
PN..AD| Natarelku polotijabloki So——tRECkl  POIOE N, RET Ly polozi jabloki

In this sense, Split Scrambling, on a par with XP-Scrambling, is an operation used to serve Focus
purposes. However, these Focus concerns are different for XP-Scrambling and Split Scrambling:
the former just separates the sentences into two parts and only one of them is specified with
respect to sentential Focus; the latter produces a special Constituent Focus structure which makes
such sentences felicitous.

The considerable explanatory power of the Double-Movement analysis of Split
Scrambling, proposed in Chapter 5, crucially depends on postulating a particular non-recursive
functional projection above IP. I have tentatively identified this with F(ocus)P, a functional
projection which is inherently associated with the focus organization of a sentence. Are there any
independent arguments in favor of postulating FP in the grammar of Russian? It is of interest that
Androutsopoulou (1997) (see Section 5.3.5) argues for a FP as the best way to account for her
Focus movement analysis of Adjective Displacement in Modern Greek. For Russian, King (1993)
proposes an analysis of éto cleft construction in which the pronoun éto is followed by a clause
with the focused initial phrase (see the structure in (17), Chapter 2 above) :

(28) a. Eto BOris vypil vodku.

it Boris-NOM drank vodka-ACC

‘It was Boris who drank the vodka.’

b.Eto VODku  Boris vypiL

it vodka-ACC Boris-NOM drank
‘It was the vodka that Boris drank.’ (King 1993: (43))
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King proposes that the cleft pronoun éto is in SPEC, F(ocus)P; F? is null and contains only a focus
feature which it assigns to its complement, and this complement is the focus of the cleft

construction (see also discussion in Section 2.3.2).

642 The Periphery Constraint and the One-Split-per-Clause Constraint

Split scrambling constructions are licensed by a particular Focus structure, ie., they
require a Constituent Focus on one of the subparts of the discontinuous constituent. I argued that
the first step in deriving split scrambling constructions consists of XP-Scrambling of a phrase
which, in contrast to other instances of XP-Scrambling (see Chapter 2), is moved into SPEC,
F(ocus)P.22 FP is projected only in the sentences where it is required by special Focus structure.
It is projected high in the clause, higher than IP, which means that the subpart of the phrase
which is spelled out in SPEC, FP, is going to be on the left outermost edge of the clause. The
second step in deriving Split Scrambling in Russian consists of extracting an element out of the
scrambled phrase into the right FP-adjoined position. Note that no other landing site is possible
from which it can c-command its trace. The subpart of the discontinuous phrase which is spelled
out to the right, is thus also on the outermost edge of the clause. Thus, postulating FP at the top
of the clausal tree structure allows a plausible grammatical explanation for the Periphery
Constraint.13

However, recall that the Periphery constraint is not an absolute restriction but rather a
strong tendency: There do exist examples like (9b), (13b) above in which the subparts of the
discontinuous constituent are not on the absolute edges of the clause. This calls into question the

syntactic explanation of the constraint. Squishy (non-absolute) constraints are often attributed to

12 If the second step, rightward extraction of Y, does not take place, it is not possible to establish whether a
single leftward scrambled XP is in SPEC, FP or is adjoined to IP. In case of multiple scrambling, the top XP
might be under FP or [P while all lower ones will be under IP; see example (46), Chapter 5, above.

B Truckenbrodt (1995) argues for two Focus positions, one at each edge of the clause, for a number of Bantu
languages.
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processing problems rather than to the grammar per se, and this possibility should obviously be
considered here.

Perhaps the parser likes to have the split elements in very prominent positions, to
overcome the greater processing difficulty of the split scrami:ling construction, or to provide
clearer cues that it is a split scrambling construction. The viability of the constraint would result
because an occasional exception would stretch the capacity of the processor, but would not
necessarily be completely beyond its ability. This would have to be assumed that the processing
limitation is taken more seriously in Polish than in Russian. But such variability is not unknown.
For instance, the Nested Dependency Constraint applies more strictly in English than in Swedish
(Engdahl, 1980).

On the other hand, it is not impossible to account for the softness of the Periphery
Constraint within the competence grammar. AN additional application of XP-Scrambling would
have to be postulated to account for cases where phrases scrambled to a position outside, and
therefore above, the FP containing the split constituent. Possibly, this raising of an element
beneath FP violates Subjacency. Alternatively, it is not unreasonable to assume that the
Scrambling of XP outside of a split scrambling configuration is grammatical, and even
processable, but is rare because it presupposes a very intricate Focus structure which would only
rarely be warranted by the discourse context. To summarize: postulation of the FP projection
explains why split elements are usually peripheral, but there are two possible accounts for the
occasional exceptions. I will return to the discussion of Periphery Constraint in Chapter 7 in
which I describe sentence processing experiments designed to investigate processing of split
scrambling constructions in Russian.

Finally, let us consider the One-Split-per-Clause Constraint. Note that Siewierska (1984)
(Section 6.3) derives this restriction for Polish from two other restrictions on Split Scrambling in
this language, pro-drop and limits on intervening constituents. She concludes that the One-Split-

per-Clause Constraint in Polish is a consequence of these two, and she regards them as
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restrictions which facilitate processing. However, as was shown above, Russian Split Scrambling
does not obey the pro-drop and intervening constituents constraints; thus, the One-Split-per-
Clause Constraint needs to be explained in an alternative way. Ideally we would find an account
which accommodates both the stronger limitation on Polish, and the weaker one on Russian.

Again, there are two hypotheses to pursue: the One-Split-per-Clause Constraint may be
either a grammatical or a processing restriction. The processing explanation would be based on
the assumption that split scrambling constructions are complex enough even with a single split,
and so they would cause processing overload if there were more than one split per clause.
Furthermore, if two filler-gap relations overlap, ambiguity resolves concerning how they are
paired up. As noted in Section 5.4.2 above, double-filler gap dependencies in the same sentence
are generally subject to restrictions which reduce ambiguity.

However, the One-Split-per-Clause Constraint does have a sufficient explanation within
the grammar even if processing overload may somehow contribute some practical value to this
constraint. [ have assumed that F(ocus)P is unique, like other functional projections such as D or
Agrs, Agro etc. If there is only one FP per clause, there can be only one phrase that can use its
SPEC as the landing site, since two phrases cannot move into one SPEC position. Therefore, only
one phrase can be split in a clause. (Note that this does not preclude XP-Scrambling from co-
occurring in the same clause as Split Scrambling because XP-Scrambling can be IP- or VP-
adjunction.) Alternatively, the prosodic correlates of Split Scrambling may be restricted. Double
Split Scrambling would involve two [-SS] and two [+CS] features, and as noted above, multiple
feature assignment might be marginal.

It cannot be decided a priori whether a constraint exists in the grammar or reflects a
failure of processing (or possibly is both in the grammar and motivated by processing
limitations). To assess this it is necessary to consider the merits of both approaches, and to see
which offers the most economical or plausible explanation of the data. I consider the issue of

processing complexity of split scrambling constructions in Russian in Chapter 7.
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6.5 Summary of Chapter 6

Under the Double-Movement analysis of Split Scrambling in Russian, one subpart of the
discontinuous constituent is located in SPEC, FP and the other one is right-adjoined to FP. Split
Scrambling as a syntax-phonology interface phenomenon has been argued to be driven by Focus
considerations along the lines of Reinhart (1995). This is captured by an extension of the Focus-
based approach proposed for Russian XP-Scrambling in Chapter 3. Sentences with Split
Scrambling are perceived by native speakers of Russian as having special Constituent Focus on
one of the two subparts of the split XP. This Focus structure is established by discourse context
and communicative intentions. On this basis, prosodic features [+SS] and [+CS] can be assigned
to some constituents: the phrase assigned [+SS] will carry default sentential focus which can
project up in the tree, the phrase assigned [-SS] will have to be removed via XP-Scrambling, so
that it does not receive sentential Focus. Any phrase assigned [+CS] will carry Constituent Focus
(the latter feature can coincide with the feature [+SS]). [+CS] can be assigned to a subpart of an
XP assigned [-55] and it can project up to include the entire XP. If [+CS] is not intended to project
to the whole XP, Split Scrambling separates the two subparts of the XP by postposing one part of
the other.

Focus structure of split scrambling constructions with obligatorily projected FP offers a
plausible explanation for the Periphery Constraint and the One-Split-per-Clause Constraint. One
subpart of the XP is in SPEC, FP and the other one is right-adjoined to FP which constitute the left
and the right outermost edges of the clause; this explains the Periphery Constraint. Standard XP-
Scrambling is not restricted with respect to how many phrases can be scrambled in one sentence;
it must therefore be assumed that it is an adjunction process which can be iterated. In contrast,
Split Scrambling allows only one discontinuous constituent per clause, and this will follow from

the presence of a unique FP in the clause.
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Alternatively, it is possible that both the periphery Constraint and the One-Split-per-
Clause may be due to processing limitations which result from the processing complexity of split

scrambling constructions. This is one of the issues investigated in Chapter 7.
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71 Introduction

In Chapters 5 and 6 a grammatical account of Split Scrambling has been developed.
However, the possibility arose that some of the characteristics of the split scrambling
construction, and its variability across languages, might be attributed instead to the processing
complexity of sentences in which argument phrases are broken up, and multiple chains must be
computed. The general goal of this chapter is to investigate the processing characteristics of Split
Scrambling constructions in Russian. In particular, it aims to provide answers to two questions.
First, is there extra processing cost associated with Split Scrambling in comparison with XP-
Scrambling? Second, is there evidence consistent with a processing source for the restrictions
which Split Scrambling in Russian obeys. Experiments 1 and 2 from Chapter 4 have shown, for
globally ambiguous sentences, that the unscrambled meaning is preferred when it is available,
and that it takes longer to read scrambled sentences than their unscrambled counterparts. These
results were interpreted as evidence in favor of the Scrambling Complexity hypothesis. If Split
Scrambling is standard XP-Scrambling plus an additional movement (Extraction) operation, we
may expect it to be even more costly in processing terms than XP-Scrambling. Two experiments
were conducted in order to investigate the issue of complexity of Split Scrambling, and to see if
processing data confirm the Periphery Constraint.

In Section 7.2 the syntactic analysis of experimental materials is presented. In addition,
theoretical predictions are formulated about how such structures can be expected to be processed,
assuming the Minimal Chain Principle (MCP) (De Vincenzi, 1991) and the Minimal Revision
Principle (Ferreira and Fodor, in press) of the Garden-Path processing model.

Experiment 3 (Section 7.3) is an on-line study using a self-paced reading task. This task
was chosen because it allows the tracking of processing load throughout the sentence. Garden-
path effects will be reflected in the lengthening of reading times at specific points in a sentence.

Experiment 4 (Section 7.4) is an off-line sentence completion study designed to test how split DPs
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are processed and whether psycholinguistic evidence supports the Periphery Constraint. The
sentence completion paradigm provides evidence of the parser’s preferred analysis of an
ambiguity in the sentence fragment presented to the subject Like any production task, it also

reveals what constructions are regarded as well-formed by naive subjects.

72 Syntax and Processing of Russian Experimental Sentences with Split Scrambling

721  General Remarks

The production study reported by Sirotinina (1965) showed an asymmetry in preferences
for different split word orders. In 90% of DP cases (N=580) with a single modifying adjective, the
adjective was preposed, and in only 10% of them was it postposed. Thus, the order N X Adj is
quite rare. This pattern provides one of the reasons why sentences of the Adj X N type were
chosen for the processing studies to be reported in Section 7.3 and 7.4. Since some of these
sentences were temporarily ambiguous between Adj X and N X at the beginning, they could also
shed some light on the processing of the N X Adj order, as will be explained below. A discussion
of the general linguistic characteristics of the experimental sentences and predictions with respect
to how they are processed is presented in this section.

The sentences that were tested in the experimental setting are illustrated in (1)-(4).
Examples (1) and (3) represent Split Scrambling constructions, and examples (2) and (4) represent
their corresponding length-matched constructions without Split Scrambling but with XP-
Scrambling. (Here and below the length-matched phrases that are central to the experimental

setup are in italics, and the subparts of a discontinuous phrase are underlined).

(1) Sumnuju kupili nasi sosedi. sobaku. SPLIT SCRAMBLING
loud-ACC bought  our neighbors-NOM dog-ACC
‘Our neighbors bought the loud dog.’

(A} Sobaku kupili nasi sosedi de3evo. XP- SCRAMBLING
dog-ACC bought  our neighbors-NOM cheaply

‘Our neighbors bought the dog cheaply.’



3) O_krasivoj vspominal moj dvojurodnyj brat studentke. SPLIT SCRAMBLING
of beautiful-PREP thought my cousin-NOM student-PREP

‘My cousin thought of the beautiful student.’

4 O studentke vspominal moj dvojurodnyj brat postojanno. XP-SCRAMBLING
of student-PREP thought my cousinrNOM  constantly

‘My cousin thought of the student constantly.’

The experimental sentences with PPs (3)-(4) are exactly like the sentences with DPs except that
the scrambled object was part of a prepositional phrase. Except where stated otherwise, the
discussion below applies equally to DP and PP examples.

Experimental sentences with XP-Scrambling, like (2) and (4), were examples of OVS word
order. How frequent is this word order in Russian? Although comprehensive statistical data of
the typical word orders in Russian is not available, there exist a few studies like the one
conducted by Sirotinina on Russian nominals (see Section 6.2.1 above) and Bivon's study on word
orders reported by Bailyn (1995). Bailyn summarizes Bivon’s findings for statistical frequency of

different orders in written Russian as in Table 18.

Table 18. Percentage of Russian

3-Member Sentence Types

WORD ORDER PERCENT
Svo 81%
sov 1%
VSO 1%
VoS 2%
osv 4%
ovVvs 11%

(Bailyn, 1995: p.13)

SVO is as expected the most frequent word order, and Bivon's empirical findings are supported

both by the intuitions of native speakers and by theoretical and experimental work on Russian

! In a footnote Bailyn writes: “The percentages are based on an examination of the Essex Russian Language
Project’s text”. However, he does not specify the number of the sentences in the text or the number
examined on which these percentages are based.
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(see Chapter 2 for discussion of the structure of the Russian clause). The second most frequent
word order in the written language is OVS, accounting for 11% in Bivon’s sample, which though
quite low is more than all the remaining word orders taken together.2 This fact allows us to
assume that experimental sentences of the type illustrated in (2)-(4) are reasonably natural, and
do not require special provisions to support acceptability.

Some experimental sentences were like (1)-(4) but, instead of a lexical subject, had a pro
subject, as shown in (5), a counterpart to (2):3
(&) Plennogo priveli na  oferednojdopros zasvetlo.

prisoner-ACC (N/Adj) brought for regular interrogation atdawn

‘pro brought the prisoner for a regular interrogation at dawn.”’

The difference between sentences with lexical subjects and those with pro subjects was not
important for the purposes of Experiments 3 and 4. Therefore, I will treat (1)-(4) as generally
representative of all experimental sentences.

The experimental sentences like (2) and (4), with XP-Scrambling, were all completed with
an adverb. It was important to have all the sentences balanced in terms of the number of words in
relevant frames, and in terms of their overall length. Therefore, to match sentences like (1) and
(3) with Split Scrambling, which ended with the noun subpart of a discontinuous DP, an adverb
was added to the sentences (2) and (4). In some instances, like sentences with VSAdv word

order,* a final adverb can be marginal, but the experimental materials for Experiment 3 were all

felicitous.

2 Recent studies of Japanese show that Scrambling in this language is very rare: Yamashita (1996) gives a
number of less than 1% for scrambled sentences in a transcription of informal discussions. [t should be
noted, however, that pro-drop (of either subject or object) is common in colloquial Japanese, and that since
Japanese is verb-final, it is not possible to detect scrambling of one argument if the other is null.

3 It is not completely clear what the structure is for the sentences like (5) with pro subject. Being an empty
category, pro does not have to move (prohibition against vacuous movement), in which case the sentences
with pro actually have a surface structure DP2 pro V t,.

4 Bailyn (1995) claims that sentences with the VSAdv order, where a post-verbal subject is followed by an
adverb, are marked, as represented by the contrast in (i):

] a. Neozidanno priexal xozjain.
unexpectedly arrived landlord-NOM



722  Analysis of Experimental Sentences
The surface structure of the experimental sentences (2) and (4) with XP-Scrambling is

derived by scrambling the direct object sobaku ‘dog-ACC’ (o studentke ‘of the student-PREP) into
the left IP-adjoined position. An additional XP-Scrambling chain results from scrambling of the
subject (Right Extraposition) and its VP-adjunction. This instance of XP-Scrambling will be
ignored throughout the discussion that follows because all experimental sentences have post-
verbal subjects. It is relevant, however, in that it potentially adds to the processing complexity of
all the experimental sentences. Postverbal subjects were used in the materials so that the
scrambled constituent on the left would be followed by a verb, which provides the clearest
possible signal that Scrambling has occurred and that the end of the scrambled constituent has
been reached. According to the theory of the structure of the Russian clause and the mechanism

which derives XP-scrambling structure (as discussed in Chapter 2), the S-Structure for (2) is the

following:
(6) P
/‘\ IP
DP; IP__— ——_AdvP

= > _— VP desevo
sobaku VP__—"~__ cheaply
dog-ACC N\V DP,
N\ nasi sosedi
V ¢t our neighbors-NOM
kupili
bought

The S-Structure for example (4) with the scrambled PP is exactly the same as shown in (6), DP;

being replaced by the PP o studentke ‘of the student-PREP’.

b. ??Priexal xozjain neoZidanno.
arrived landlord-NOM unexpectedly
‘The landlord arrived unexpectedly.”
Bailyn finds such sentences infelicitous because they are zero-Theme sentences. (For an explanation of zero-
Theme sentences see Chapter 3, Section 3.3). The experimental sentences were not zero-Theme.
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In contrast to (2), example (1) is a split-scrambling construction with a discontinuous DP:
the modifying adjective Sumnuju ‘loud-ACC’ is separated from its noun sobaku ‘dog-ACC’ with
which it constitutes a continuous direct object Sumnuju sobaku ‘loud dog-ACC’ in the D-Structure.
As is normally the case in Russian, this adjective agrees with its noun in all relevant
morphological features (Case, gender, and number). Thus, the DP Sumnuju sobaku carries the
following morphological information: ‘loud-ACC-F-SG dog-ACC-F-SG'S. Sumnuju ‘loud-ACC’ is
also unambiguously an adjective; in order to be semantically interpreted and integrated into the
sentence meaning, it has to modify a noun. Russian does not permit a nuil head to NP, as
Chinese does, for example. Note the unacceptability of the incomplete sentence (7):

@ *Sumnuju  kupili nasi sosedi.
loud-ACC bought our neighbors-NOM
‘Our neighbors bought the loud (?!).

Following the Double-Movement analysis for split-scrambling constructions presented in
Chapter 5, example (1) will be taken to have the following S-Structure. As was argued in Chapter
2, I will assume that the post-verbal subjects in Russian are XP-scrambled and adjoined to the
right of VP (Right Extraposition); the lexical subject nasi sosedi ‘our neighbors-NOM’ is right-
adjoined to the VP. Then the direct object Sumnuju sobaku ‘loud-ACC dog-ACC’ is XP-scrambled
and is copied into SPEC, FP. A second movement operation extracts an N’ and adjoins it to the
right of FP, and only two subparts of the discontinuous DP appear in the surface structure,

resulting in the representation (8):

5 For simplicity in the discussion that follows, I omit gender and number features; the reader can assume
that the elements of discontinuous constituents agreeing in Case also agree in these other morphological
features.



@ FP
FP N’2
— P ==,
DP; NP sobaku
== — ~ dog-ACC

Sumnuju t; VP DP;
loud-ACC "~V nasdisosedi

ts _—~"_our neighbors-NOM
\' t
kupili
bought
The same S-structure is derived for example (3), DP; being replaced by the PP o krastvoj studentke
‘of the beautiful-PREP student-PREP'.

Assuming a full-attachment, serial parser as represented by the Garden-Path model of
sentence processing (Inoue and Fodor, 1995; Clifton and Frazier, 1996, among others) as
described in Chapter 4, how might the structures in (1) and (3) be processed? Recall that in the
Garden-Path model, the parser is assumed to follow the strategy of Minimal Everything. That is,
given two possible structures, one more complex than the other, the parser pursues the less
complex one until there is evidence to the contrary. This model employs universal principles of
structure building and ambiguity resolution: Minimal Attachment, Late Closure (Right
Association), and the Minimal Chain Principle. The strategy of Minimal Everything applies
equally to revision, which is reflected in the Minimal Revision principle. It has been argued in
Chapter 4 that the MCP and Minimal Revision apply in the processing of standard XP-Scrambling
constructions in Russian.

Let us briefly consider again how examples (2) and (4) with standard XP-Scrambling are
processed, before investigating the additional complications that Split Scrambling brings into
play. The parse proceeds from left to right in an incremental fashion. When the parser
encounters the ACC-Case marked noun sobaku ‘dog-ACC’ at the beginning of the sentence in (6),

it will project a DP. At this point the parser must create an IP node and adjoin this DP to the left
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of IP because ACC Case-marking cannot be assigned to a subject in Russian.¢ Since this can only
mean that this constituent has been scrambled from its D-Structure position, the second clause of
the Minimal Chain Principle (MCP) (De Vincenzi, 1991) will force postulation of a scrambling
chain. When the second word in the input is encountered , the verb kupili ‘bought-PL’ , the

partial phrase marker in (9a) is constructed:

9) a. P b. IP
P P
DPy VP DP; VP
= TV = —~—".DP;
sobaku /\ sobaku VP A
dog-ACC \" ti... dog-ACC _ -~~~V naSisosedi
kupili t2 _~—"~_our neighbors-NOM
bOllght . Vt
kupili
bought

The last DP in the input, nasi sosedi ‘our neighbors-NOM’, which arrives immediately after the
verb, forces the parser to include it into (9b) as a post-verbal subject. As noted above, the
structure in (9) contains at least one overt scrambling chain, which will produce some difficulty
for the parser relative to sentences with no Scrambling. This difficulty, however, does not by
itself cause processing overload, although it has been shown to result in longer reading times.
The processing of example (3) will proceed in exactly the same manner, the only difference being
that the scrambled phrase is the PP o studentke ‘of the student-PREP’.

Consider now how example (1), the Split Scrambling counterpart of (2), is processed. The
first constituent in the input is unambiguously an adjective. The parser will predict a structure
where this adjective modifies a following head noun, and the NP is the complement within a DP,

as shown in (10a). The ACC Case-marker will force the processor to construct this hypothetical

¢ As was discussed in Chapter 4, there is always an initial ambiguity in Russian sentences which do not
begin with a NOM Case-marked DP because it is possible to hypothesize that there is a sentence-initial
phonologically null subject pronoun. If later on a lexically filled NOM (or DAT) subject is encountered in
the input, reanalyis occurs. This revision does not normally create a problem, so it is apparently more or
less costless. The possibility that it added some slight difficulty to some of the experimental sentences
cannot be ruled out, but in any case the sentences differed in various ways (e.g., lexically) and any
consequences of this would be absorbed n the general ‘noise’ of the data.
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DP as XP-scrambled and thus left-adjoined to IP. However, the second word in the input does
not confirm this prediction because it is not a noun but a verb, kupili ‘bought-PL’. Encountering a
verb means that already at this point the parser has to change a previously built structure in order
to reanalyze an XP-Scrambling chain into a Split Scrambling chain, as shown in (10b). This is in
accordance with the Minimal Everything strategy that the parser is assumed to follow: a
prediction of one scrambling chain would always be preferred to a prediction of two scrambling
chains, until conflicting evidence forces the latter. The revision involves changing the higher IP

node to FP, and positing an empty category inside the projected NP, in the head noun position.

(10) a. 134 b. FP
/‘\IP /\IP

DP, - DP; _TNVP

_~"~NP NP P A
N s P

AP N AP e \"4 t1

I I kupili
Sumnuju ... Sumnuju bought
loud-ACC loud-ACC

After reanalysis takes places, the parser would expect that what follows next in the input is the
remainder of the VP, if any, and eventually the missing noun. In the case of (1), the next
constituent in the input is the subject DP nasi sosedi ‘our neighbors-NOM’, which is right-adjoined
to the VP. It is processed exactly as in the XP-Scrambling example (2). Then the missing noun,
sobaku *‘dog-ACC’ is encountered, which completes the split-scrambling chain. Since what follows
is only the period, this satisfies the Periphery Constraint. The processing of example (4) with the
split PP proceeds in a comparable manner.

In Experiment 2 (Chapter 4), it was found that the added cost of standard XP-Scrambling
was reflected in a lengthening of reading times for whole sentences, as expected under the
assumptions of the Garden-Path model: The presence of a scrambling chain contributes to the
processing load for sentences with XP-Scrambling, relative to sentences with no Scrambling. We

can expect that sentences with Split Scrambling will be processed at even greater cost than
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sentences with XP-Scrambling because they are more complex, and because they require an
additional reanalysis.

Whole sentence reading times could be used to assess processing load, as in Experiment
2. However, a more subtle experimental technique would be useful in exploring the processing of
sentences with Split Scrambling, because the arguments about Split Scrambling specify particular
points in the word string at which the reanalysis is initiated and an empty category within the
leftward-scrambled phrase must be posited as the beginning of another chain. For the examples
employed, this point in the input is the verb, which is encountered immediately after the
sentence-initial adjective. If the parser expects a noun to immediately follow the adjective, to
complete the DP, it will be surprised to encounter a verb instead, and will have to initiate
reanalysis. This surprise and/or the work of reanalysis should be reflected in slower reading of
the verb. An increase in verb reading time would thus constitute an initial evidence for a
preference for XP-Scrambling constructions over Split Scrambling constructions.

The set of experimental sentences was further expanded to provide a contrast with
respect to the category of the sentence-initial phrase, i.e., the scrambled direct object DP or verb
complement PP. While the sentence-initial phrases in (1) and (2), Sunmuju ‘loud-ACC’ and sobaku
‘dog-ACC’, are unambiguously an adjective and a noun respectively, the corresponding sentence-
initial phrases in (11)-(12), borzuju ‘borzoj-ACC’ and znakomoj ‘acquaintance-PREP’, are

categorically ambiguous. They can be interpreted as a noun, as in (12) and (14), or as an

adjective, as in (11) and (13):

(11)  Borzuji kupili nasi sosedi sobaku. SPLIT SCRAMBLING
borzoi-ACC bought  our neighbors-NOM dog-ACC
‘Our neighbors bought the borzoi dog.’

(12)  Borzuju kupili nasi sosedi deSevo. XP- SCRAMBLING
borzoi-ACC bought  our neighbors-NOM cheaply

‘Our neighbors bought the borzoi cheaply.’

(13) O _znakomoj vspominal moj dvojurodnyj brat studentke. SPLIT SCRAMBLING
of acquaintance-PREP thought my cousin-NOM student-PREP
‘My cousin thought of the student acquaintance.’
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(14) O znakomoj vspominal moj dvojurodnyj brat postojanno. XP-SCRAMBLING
of acquaintance-PREP thought my cousin-NOM constantly

‘My cousin thought of the acquaintance constantly.”

With a noun interpretation, these phrases constitute well-formed DPs, as in (12) and (14).
However, since they can also be used as adjectives, they can optionally be combined with a
suitable noun, either immediately following, or delayed in a split scrambling construction, as in
(11) and (13).

Morphologically, these categorically ambiguous words are adjectives, that is, they are
marked with declension markers characteristic of adjectives; masculine endings are -ij/-yj/-oj,
feminine -jaja/-aja, while the plural gender neutral markers are -ie/-ye.” The morphology of such
words does not distinguish them from regular adjectives which always require a noun to
complete the DP# Nouns are derived from these adjectives by a derivational process called
nominalization (in traditional Russian grammar this is known as substantfvacija ‘substantivization’,
and the nouns are called substantivised or nominalized adjectives). This phenomenon is not unique
to Russian; categorical ambiguity of this type can be found in English, e.g., The poor people received
government assistance vs. The poor received government assistance.?

Native intuitions show variability with respect to how naturally different adjectives can
be nominalized. One group of adjectives allows nominalization so well that a noun interpretation
is absolutely preferred; indeed, some of these have already shifted so much into the noun group

that they can no longer be used to modify a noun, e.g., voZatyj ‘camp counselor’, masterovoj

7 The morphological alternations within the set for a particular gender and number depend on the nature of
the last stem consonant (palatalized vs. non-palatalized), and on the location of the stress.

8 Some categorically ambiguous words are not adjectives but participles which are regarded as a separate
part of speech in traditional Russian grammar. These are marked with participial suffixes which precede
the declension marker, e.g.,—ann/-enn: soslannyj ‘in exile-PART’; -us&/-jusé-: golodajustie ‘starving-PART’".
However, participles and adjectives in the sentences under consideration behave alike syntactically.

9 It has sometirzes been proposed that these adjectives (in English, and by extension also in Russian) are
indeed in modifier position and are followed by a phonologically empty noun. However, the
adjective/noun alternation is lexically restricted in both languages, which makes a lexical derivation of the
noun more plausible than the null noun analysis.



265

‘artisan’. Other examples are equally acceptable as nouns and adjectives, and preferences
vacillate, e.g., dezurnyj ‘on duty’, bezraboinyj “unemployed’. Finally, some adjectives are such that
although they allow nominalization, their preferred use is as adjectives, e.g., forpednyj ‘related to
torpedo’, Zivoj ‘alive’. The categorically ambiguous words that were included in Experiments 3
and 4 were from the second and third group only.

A clear prediction falling out of the assumption that, all being equal, the parser prefers
less costly structures (Minimal Everything) is that subjects will avoid postulating discontinuous
constituents whenever possible (specifically, Minimal Chains). Examples with categorically
ambiguous words like those in (11)-(14) test this prediction since these can be interpreted as
involving either complete or incomplete constituents. Note that, categorical ambiguity aside,
these examples are entirely parallel to the unambiguous examples of (1)-(4).

Within the Garden-Path model, the processing of sentences with categorical ambiguity
involves resolving this ambiguity right at the point where it arises or very soon thereafter (see
Frazier and Rayner, 1987). Note that ambiguity in (11)-(14) is temporary and is resolved
sentence-finally; in (11) and (13) a noun which has no other possible role in the sentence than as
the head of the object NP forces an adjective interpretation of the ambiguous word; in (12) and
(14) the absence of any such noun forces a noun interpretation. In this respect, sentences (11)-(14)
differ from the sentences with XP-Scrambling used in Experiment 2. The latter were globaily
ambiguous, that is, they allowed two different syntactic interpretations (whether equally
preferred, or one more preferred than the other) throughout the processing of the entire sentence.

Temporarily ambiguous sentences of the type (11)-(14) create a garden path if they
continue in a way contrary to the preferred analysis of the ambiguous word. If the sentence-
initial phrase were analyzed on-line as a complete constituent, ie., as a DP, the categorically
ambiguous word would be given a noun interpretation. The parser could posit XP-Scrambling
only, rather than Split Scrambling, until an adjective interpretation is forced by the sentence-final

noun of (11) and (13), cf. (12) and (14). This is in contrast to the obligatory adjective interpretation
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of the unambiguous sentence-initial word in examples (1) and (3) in which, at the verb, the parser
is struck with an unavoidable Split Scrambling analysis. In sentences with Split Scrambling like
(11) and (13) there should be a processing cost early on, as the parser recognizes that Scrambling
has occurred, but this is expected to be less severe than for examples (1) and (3), since only XP-
Scrambling, not Split Scrambling, need be posited on-line for (11) and (13). The site where we
would expect to see measurable garden path effects is at the sentence-final noun. If the sentence-
initial ambiguous phrase is temporarily interpreted as an XP-scrambled noun, but the sentence-
final element is also a noun with no other plausible role in the sentence, reanalysis is required.
The lexical category of the first word, and its position within the DP, must be revised, and the
indexed chain for the Split Scrambling analysis must be inserted. The prediction is then that there
should be a detectable cost sentence-finally in (11) and (13) in comparison with sentences (12) and
(14) which have an adverb completion that does not force reanalysis.

Note that the prediction of sentence-final reanalysis is contingent on the prediction of an
initial misanalysis of the split-scrambling construction as an XP-scrambling construction. This has
been assumed, in the discussion so far, to be the parser’s preference, since it allows the simplest
structure for the DP. However, to the extent that lexical selection precedes syntactic tree-building
and is not influenced by it, it could be the case that the adjective meaning of the ambiguous word
is preferred in some cases, despite the fact that it would entail a more complex tree structure once
the verb has been encountered. Thus minimal tree-building is counterposed here to lexical
preference.

In summary, in an experimental paradigm using the chunk-by-chunk self-paced reading
technique which roughly imitates serial, incremental processing, we would expect to find
evidence of a processing cost of split-scrambling constructions relative to XP-scrambling, at
particular points in the sentence, namely, at the verb frame for categorically unambiguous cases

(1) and (3), and at the sentence-final frame for categorically ambiguous cases (11) and (13). In the
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next section I report the procedure and results of Experiment 3, a chunk-by-chunk self-paced

reading study which put these predictions to the test.

73 Experiment 3: Chunk-by-Chunk Self-Paced Reading

Experiment 3 gathered reading time and probe decision data for Russian XP-Scrambling
and Split Scrambling sentences presented on-line using a chunk-by-chunk self-paced reading
technique.

Method

Subjects. Seventy-six volunteer subjects participated successfully in this experiment, 19 in each of
the four versions of the experiment. All were undergraduate students at the Philological
Department of Moscow State University and native speakers of Russian. Subjects were naive with
the respect to the purpose of the experiment. Typically, subjects took 20-25 minutes to complete
the experiment.

Materials and Design. Experimental sentences for the self-paced reading task were constructed in
quadruples. Each such quadruple was generated around a basic sentence involving Split
Scrambling of a direct object DP, as in (15), or Split Scrambling of a PP complement to the verb, as

in (16). These basic sentences involved no categorical ambiguity:

(15) Sumnuju kupili nasisosedi sobaku.
loud-ACC bought our neighbors-NOM dog-ACC
‘Our neighbors bought the loud dog.’
(16) O krasivoj vspominal moj dvojurodnyj brat  studentke.

of beautiful-PREPY thought my cousin-NOM student-PREP
‘My cousin thought of the beautiful student.”

As per the preceding discussion (see also Chapters 5 and 6), the landing sites for the subparts of

the discontinuous constituents were peripheral in the sentence. The adjective, for discontinuous

10 Prepositions in Russian vary in the case they assign to their noun complements. The prepositions used in
the experimental sentences of the PP type were not controlled in terms of which case they assigned.
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DPs, or the preposition-plus-adjective, for discontinuous PPs, was sentence-initial and followed
by the verb, while the noun was sentence-final. The verb and the sentence-final noun were
separated by a post-verbal subject or, for sentences with pro subject, by an adjunct PP. In the
construction of all such sentences, care was taken to select modifying adjectives (e.g., Summnuju
‘loud-ACC’, krasivoj ‘beautiful-PREP") which were lexically unambiguous. In normal usage, these
could only be read adjectivally.

Such basic sentences, exhibiting Split Scrambling and no ambiguity in the category of the
left split-scrambled adjective, provided the basis for the construction of quadruples in a design
factorially combining Scrambling Type with Categorical Ambiguity. XP-scrambled counterparts
of the original sentences placed their complete object DPs or PPs sentence-initially, omitting the
modifying adjective, and had an added adverb, matched in length to the split- scrambled noun in
(15) and (16), in place of that noun in sentence-final position, e.g., desevo ‘cheaply’, postojanno
‘constantly’.!* Counterparts of the resulting Split Scrambling/XP-Scrambling sentence pair, now
incorporating categorical ambiguity, were constructed via the selection of lexical items having
both adjectival and nominal meanings, e.g., borzuju ‘borzoi-ACC’, o znakomoj ‘of acquaintance-
PREF, as the first word in the sentence. In virtue of their ambiguity, such items could substitute
both for the adjective of a split-scrambled sentence and for the noun of an XP-scrambled sentence.

Examples of the quadruples resulting from this construction process are illustrated in
(17), for sentences of the DP type (repeated from (1)-(4)), and in (18) for sentences of the PP type

(repeated from (11)-(14) above):

11 Adverbs were not matched in frequency to the nouns they replaced, due to the lack of a reliable
frequency dictionary for Russian.
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FRAME 1 FRAME 2 FRAME 3 FRAME 4
(17) a. Summuju kupili nasi sosedi. sobaku. SPLIT SCRAMBLING,
loud-ACC bought our neighbors-NOM dog-ACC NO CATEGORICAL
‘Our neighbors bought the Ioud dog.” AMBIGUITY
b. Sobaku kupili nasi sosedi desevo. XP-SCRAMBLING,
dog-ACC bought our neighbors-NOM cheaply NO CATEGORICAL
‘Our neighbors bought the dog cheaply.’ AMBIGUITY
c. Borzuju kupili nasi sosedi sobaku. SPLIT SCRAMBLING,
borzoi-ACC bought our neighbors-NOM dog-ACC CATEGORICAL
‘Our neighbors bought the borzoi dog.’ AMBIGUITY
d. Borzuju kupili nasi sosedi deSevo. XP-SCRAMBLING,
borzoi-ACC bought our neighbors-NOM cheaply CATEGORICAL
‘Our neighbors bought the borzoi cheaply. AMBIGUITY
(18) a. O fvoj vspominal moj dvojurodnyj bratstudentke. SPLIT SCRAMBLING,
of beautiful-PREP thought  my cousin-NOM student- NO CATEGORICAL
PREP AMBIGUITY

"My cousin thought of the beautiful student.’

b. O studentke vspominal moj dvojurodnyj brat postojanno.  XP-SCRAMBLING,
of student-PREP thought my cousin-NOM constantly = NO CATEGORICAL
‘My cousin thought of the student constantly.’ AMBIGUITY

c O of vspominal moj dvojurodnyj brat studentke. SPLIT SCRAMBLING,
of acquaintance-PREP thought my cousin-NOM student- CATEGORICAL

PREP AMBIGUITY

"My cousin thought of the student acquaintance.’
(Lit. ‘the acquaintance student’)

d. O znakomoj vspominal moj dvojurodnyj brat postojanno.  XP-SCRAMBLING,
of acquaintance-PREP thought my cousin-NOM constantly CATEGORICAL
‘My cousin thought of the acquaintance constantly.’ AMBIGUITY

In total, 32 quadruples of the DP type were constructed, and 32 of the PP type, for a materials list
of 256 experimental sentences in all. These sentences varied in length from five to seven words.
Appendix 3 lists the experimental materials in full, along with their translations.

For presentation in the self-paced reading task, experimental sentences were divided into
four frames. Frame 1 was just the split-scrambled remnant or XP-scrambled phrase, Frame 2 was

the immediately following verb, Frame 3 was the post-verbal subject (or adjunct PP, for sentences
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with pro subjects), and Frame 4 was the sentence-final word, ie., the noun in the case of split
scrambled sentences, or its length-matched adverb in the case of XP-scrambled sentences.

A probe word was selected for each experimental quadruple, to be displayed in a fifth
frame immediately following the offset of a sentence. A “positive” probe was a word that had
appeared in the sentence, and was displayed in exactly the form of its sentential usage, i.e., with
the same morphological features such as case and number. A “negative” probe had not appeared
in the sentence, but was selected to be a synonym or a close associate of some element in the
sentence; again, the probe was appropriately morphologically marked. Since the same probe
(either positive or negative) was to be used for all sentences within a quadruple, only the contents
of Frames 2 and 3 which were constant across the quadruple were available for selection. Thus,
for quadruple (17), a negative probe DRUZ’JA ‘friends-NOM’ was selected (cf. sosedi ‘neighbors-
NOM’), and for (18), a positive probe DVOJURODNYT] ‘cousin-NOM’. The probes were nouns,
adjectives, and verbs. They were equally balanced, in that half were negative and half positive,
for experimental sentences of each of the DP and PP types.

In addition to the experimental sentences described above, 48 fillers were constructed.
These included both unscrambled and XP-scrambled sentences, but no split-scrambled sentences.
All fillers began with either a DP or a PP which consisted of a modifying adjective and a noun or
a preposition plus a modifying adjective and a noun. This DP or PP was scrambled into sentence-
initial position when it was an object or an adjunct; or it was the pre-verbal subject. The verb was
always a single word, just as in the experimental sentences, and never a verb complex. The
subjects were either lexical or pro subjects. Half of the fillers ended in an adverb, the remainder in
a DP or PP. No words with categorical ambiguity were used in the fillers. In general, the fillers
ranged in length between 5 and 8 words, on a par with experimental sentences.

The division of filler sentences into four frames for self-paced reading was designed to
break up the necessarily rigid patterns of division in the experimental sentences. Frame 1 of a

filler sentence always consisted of an adjective or preposition plus adjective. The contents of
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Frames 2 and 3 varied, but in all cases Frame 2 began with the noun modified by the immediately
preceding Frame 1 adjective; that is, while adjective and noun occurred in different frames these
were immediately adjacent in the sentence. As noted, there were no discontinuous DPs or PPs in
the fillers. The verb always began Frame 3 which also included other phrases, and Frame 4
completed the sentence, as shown in examples (19)-(21).

FRAME 1 FRAME 2 FRAME 3 FRAME ¢
(19) Otliénye semena zavezli na fermu so sklada XP-SCRAMBLING

wonderful-ACC seeds-ACC brought to farm from warehouse

‘They brought wonderful seeds to the farm from the warehouse.’

(20) O semejnoj Zizni vspominal on ¢asto. XP-SCRAMBLING
of family-PREP life-PREP  thought he-NOM often

‘He often thought about his family life.”

(21)  Trenirovannye rebjata oxranjali dorogoj magazin. NO SCRAMBLING
athleticcNOM  guys-NOM guarded expensive-ACC store-ACC

‘Athletic guys were guarding an expensive store.’

As for the experimental sentences, post-sentential probes were constructed for each filler to be
displayed in a fifth frame immediately following the offset of the sentence. Half the probes were
positive, e.g.,, VSPOMINAL ‘thought’ in (20), REBJATA ‘guys-NOM’ in (21), and half were
negative, e.g., DOSTAVILI ‘delivered’ (cf. zavezli ‘brought) in (19).

Experimental and filler item lists (an item constituting a sentence plus an associated
probe) were assembled to form an experiment in four versions. For the 256 experimental items
(constructed in quadruples), materials were distributed over the four versions in a fully
counterbalanced design, so that the 64 experimental items within any version made up 8
instances of each of 8 conditions (factorially combining Scrambling Type and Categorical
Ambiguity, for each of the DP and PP sentence types), with no repetition of sentence content.
Filler items were identical across versions. Thus, any one version of the experiment presented

112 sentence-plus-probe pairs in total, 64 experimental and 48 filler pairs. Seven additional

practice items preceded the experiment proper.
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Procedure. Subjects were tested individually, in a quiet location, with an experimental procedure
which involved two tasks: Sentences were to be read in a self-paced fashion, and a decision was
to be made about the probe word following each. Materials were presented on the liquid-crystal
screen of a Sharp 486DX2-66 notebook computer, in a specially constructed Cyrillic font2, as
white letters on a gray background. Each display frame was centered on the screen, immediately
replacing the one preceding, under the control of DMASTR software (Forster and Forster, 1990).

Subjects initiated each item’s presentation by pressing a footswitch. Sentences were
displayed one frame at a time, the duration of each frame duration being response-contingent,
i.e, the current frame was erased and immediately replaced by the next only when a response
key was pressed. For the two-choice probe decision task which followed sentence reading,
subjects indicated their decision by pressing one of two response keys labeled JA ("Yes') and HET
(‘No’). For the probe decision task (but not for self-paced reading), feedback was given to
indicate whether the subject's response was correct or incorrect: /Ipasuasio (‘Correct’) and
Henpasuasro (‘Incorrect’). For correct responses, reaction time latencies were also provided, in
milliseconds. When there was no response (in both self-paced reading and probe decision tasks),
timeout occurred at 9 seconds.

At the beginning of the experimental session, subjects were instructed verbally about the
tasks they were to perform. They would be reading sentences from Colloquial Russian which
would appear on the screen in a chunk-by-chunk fashion, and after each frame was read (without
sacrificing comprehension), they should press the ‘Yes’ button as fast as possible. When the
probe appeared on the screen following the sentence, they should press the ‘Yes’ button if the

probe had occurred in the sentence, and the ‘No’ button if it had not. Again, they were requested

12 The display font differed from that used in Experiment 2 (Chapter 4), and was generally judged to be
more easily readable. It was built by editing a stroked font originally designed for English (Triplex font,
Borland software), adapting or adding characters as necessary for the orthography of Russian. This font has
‘bookface’ appearance and is proportionally spaced. In Experiment 4’s displays, small letters were about a
quarter of an inch high while the capital letters were about 3/8 of an inch. My special gratitude goes to
Dianne Bradley for designing and adjusting this font.
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to make probe decisions as quickly and as accurately as possible These instructions were
reinforced on the screen before the experiment itself began. Because of the feedback that
appeared on the screen after each probe indicating whether the response had been correct,
subjects believed that the probe decision task was the goal of the experiment. However, the
probe decision task was included not as a source of data but only as a way to ensure that the
sentences were being read at an appropriate level of comprehension. Both reading time and
probe decision data were collected for experimental sentences.
Data Treatment. Ninety-two subjects in all participated in the experiment; of these, 16 were
rejected because of poor performance characteristics. Eight subjects were rejected whose error
rate in probe decision was 12.5% or higher, i.e., 8 out of 64 probes for the experimental sentences.
One additional subject was rejected for unusually slow sentence reading times, i.e., mean reading
time greater than 1250 msec. This was taken to indicate that the subject may have routinely
stopped to think about the sentence, jeopardizing the on-line nature of the experiment. Finally,
seven subjects whose mean reading time was unusually fast, i.e., less than 250 msec, were also
rejected. Such subjects were taken to be performing purely rhythmically, so that their data were
not likely to be sensitive to the content of what was being read.

The analysis that follows is based on the remaining 76 subjects. Subject-based analyses
(collapsing over items) and item-based analyses (collapsing over subjects) were conducted on the
self-paced reading time data, for sentences of the DP and PP types, separately. Within these two

sentence types, data were analyzed separately for Frame 2 and Frame 4.

Results and Discussion
Experiment 3 collected reading time data at two points, for experimental sentences: At
Frame 2 in which the verb was displayed following a Case-marked DP or PP subpart (in split-

scrambling constructions) or a Case-marked object (in XP-scrambling constructions); and at
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Frame 4 in which a sentence-final object noun or adverb was presented (in split-scrambling and
XP-scrambling constructions, respectively).

At Frame 2, the sentence types with categorically ambiguous contents in Frame 1 did not
as yet differ from each other in content. The data analyses at Frame 2 therefore focused on the
contrast of Scrambling Type only in sentences with unambiguous Frame 1 (see (17a,b) and (18a,b)
above). In split-scrambling constructions, Frame 2's verb (kupili ‘bought, vspominal ‘thought)
followed a lexical item selected to have only an adjectival meaning with or without a preceding
preposition (Sumnuju ‘loud-ACC’, o krasivgj ‘of beautiful-PREP’), while in XP-scrambling
constructions, these same verbs followed a noun or a preposition-plus-noun (sobaku ‘dog-ACC’, o
studentke ‘of student-PREP’). Table 19 below summarizes Frame 2 data, for each of the DP and PP

sentence types.

Table 19. Frame 2 Data: Mean Verb Reading Time (in msec)
as a Function of Scrambling Type, for DP and PP Sentences
with Categorically Unambiguous Frame 1

SENTENCE TYPE
DP Sentences PP Sentences

SCRAMBLING TYPE
Split Scrambling 525 550
XP-Scrambling 505 513
Difference 20 37

Itis evident from the data pattern in 19’s data pattern that where the appearance of a verb signals
a split-scrambling construction, reading times are longer that when the verb confirms the
presumably preferred XP-scrambling construction. Data analysis showed the lengthening of
reading times to be reliable; for DP sentences, Fi(1,72) = 6.36, p < .025, Fx(1,28) = 4.95, p < .05; and
for PP sentences, F1 (1,72) =22.51, p <.001, F; (1,28)=1349, p <.001. Note the difference in
reading times is somewhat more robust for PP sentences (37 msec) than for DP sentences (20

msec). This might be interpreted as signalling greater difficulty of processing discontinuous PPs
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than discontinuous DPs. However, this difference was not significant, an analysis across sentence
types showing no reliable interaction, F; (1,72) = 2.57, p > .10, F> (1,56) = 1.38, p > .10.

It was predicted (see Section 7.2) that sentences with Split Scrambling would take longer
to process than sentences with XP-Scrambling, because the former are more complex (two
scrambling chains) and require a reanalysis as soon as the verb is encountered (immediately after
a sentence-initial adjective). And indeed, longer reading times were found at the verb frame for
split-scrambling constructions. Apparently, the parser expected to complete the noun phrase,
given an initial adjective or preposition-plus-adjective and was surprised to encounter a verb.
This surprise and/ or reanalysis, reflected in an inflated reading time on the verb, can be taken as
evidence for a preference for structures without Split Scrambling. Thus, Split Scrambling is even
harder than XP-Scrambling (which, in its turn, is harder than unscrambled sentences; see Chapter
4 for discussion).

At Frame 4, unlike Frame 2, the four sentence types (factorially combining Scrambling
Type with Categorical Ambiguity) differ lexically from each other (see (17)-(18) above). It was
necessarily the case, therefore, that Frame 4 comparisons could not be made over identical
materials (as was the case at Frame 2). Instead, split-scrambling sentences have a noun at Frame
4 (sobaku ‘dog-ACC’, studentke ‘student-PREP’), while XP-scrambling sentences have an adverb
(deSevo ‘cheaply’, postojanno ‘constantly’, respectively).

The data analyses at Frame 4 compare reading times for split-scrambled and XP-
scrambled sentences, as a function of Frame 1's status with respect to categorical ambiguity.
Recall that sentences beginning with an ambiguous phrase (borzuju ‘borzoj-ACC’, znakomoj
‘acquaintance-PREP’ in (17c,d) and (18c,d), respectively), whether split-scrambled or XP-
scrambled, have exactly the same content throughout Frames 1, 2 and 3, and differ only at Frame
4. By hypothesis (and by the evidence presented above) the sentence-initial ambiguous phrase in
such sentences will have been interpreted as an XP-scrambled noun, so that when the sentence-

final element is also a noun, reanalysis is required. For sentences with a categorically ambiguous



276

element in Frame 1, it is the unexpected appearance of a noun, sobaku ‘dog-ACC’ or studentke
‘student-PREF, that forces abandonment of the original XP-Scrambling analysis and adoption of
a Split Scrambling analysis; the appearance of an adverb in the XP-Scrambling examples merely
confirms the analysis already in hand. On the other hand, for sentences without categorical
ambiguity in Frame 1, Split Scrambling and XP-Scrambling analyses are both already established
and merely confirmed by Frame 4. Thus the crucial evidence for a special cost in processing split-
scrambling sentences arises in the magnitude of the noun/adverb difference at Frame 4; that
difference in reading times is expected to be greater in categorically ambiguous sentences (garden
path) than in categorically unambiguous sentences (no garden path). The prediction is thus that
there will be an inferaction between Scrambling Type and Categorical Ambiguity, and in this
interaction design, any influence of lexical differences is controlled out. Strictly speaking, the
hypothesis that Split Scrambling takes longer to process than XP-Scrambling cannot be evaluated
in the direct comparison of reading times for nouns and reading times for adverbs. For any
number of reasons, the processing costs associated with nouns and adverbs in Russian might
differ, intrinsically. In materials construction, the selection of length-matched noun/adverb pairs
in common usage (though not frequency-matched) ensures only that lexical differences are likely

to be minimal.

Table 20. Frame 4 Data: Mean Noun/Adverb Reading Time (in msec) as a Function of
Scrambling Type and Categorical Ambiguity, for DP Sentences (left panel) and PP Sentences

(right panel)
DP SENTENCES PP SENTENCES
Ambiguous Unambiguous Ambiguous Unambiguous

SCRAMBLING TYPE

Split Scrambling 645 642 680 662
XP-Scrambling b 631 629 639 639
Difference 14 13 41 23

2 Frame 4 = Noun
b Frame 4 = Adverb
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Although inspection of Table 20 suggests, for DP, that the sentence-final nouns in split-
scrambling sentences might take longer to read than the adverbs in XP-scrambled sentences, there
is no suggestion that the difference in reading time is greater when Frame 4 is the first signal of
scrambling type (Categorically Ambiguous sentences) versus when it merely confirms what was
established early in the sentence (Categorically Unambiguous sentences). The 14 msec difference
for the former is statistically indistinguishable from the 13 msec difference for the latter. Overall,
the difference in reading time was found to be not significant, that is, there was no main effect of
Scrambling Type, F1(1,72) =3.44, .05 < p <.10, Fx(1,56) = 2.08, p > .10. The crucial interaction of
Scrambling Type and Categorical Ambiguity was not significant, F <1 for both subject- and item-
based analysis. Apparently, there is no evidence of a garden path cost here.

For PP, inspection of Table 20 suggests that the situation might be different The reading
time differences for sentence-final nouns (split-scrambling sentences) versus sentence-final
adverbs (XP-scrambling sentences) appear more substantial, roughly double the magnitude of the
differences for DP. (Recall that the PP cases showed large magnitude effects at Frame 2, as well;
see Table 19.) And there is at least a suggestion of the pattern predicted by the garden-path
hypothesis: The noun/adverb difference is at least numerically larger for Ambiguous (41 msec)
than for Unambiguous sentences (23 msec). The analyses showed that, overall, the noun/adverb
difference was highly reliable, Fy(1,72)=1741, p<.001, F;(1,56)=1044, p<.0l. But the
interaction term of the analysis did not confirm the impression of greater lengthening in
Ambiguous than Unambiguous sentences, Fi(1,72) = 1.40, p > .10, F2 <1. However, independent
analyses comparing Split Scrambling and XP-Scrambling within each of the Ambiguous and
Unambiguous types, separately, were suggestive. For Ambiguous cases, the 41 msec
noun/adverb difference was reliable, Fi(1,72) = 12.57, p <.001, Fx(1,56) = 6.33, p < .025, while for
Unambiguous cases, the difference of 23 msec was reliable only in the subject-based analysis
F1(1,72) =5.67, p <.025 but failed in the item-based analysis Fx(1,56) =3.15, .05<p <.10. So,

although the strongest evidence for a difference in patterning between Ambiguous and



278

Unambiguous cases was not found, there were some possible grounds for claiming support for a

garden-path effect in the former.

General Discussion

Overall, Experiment 3 produced mixed outcomes. There was evidence at Frame 2 for the
Scrambling Complexity Hypothesis, in that it took subjects longer to read a verb after the
sentence-initial unambiguous adjective. Effects were very strong for PPs and somewhat weaker
for DPs. This lengthening of reading times suggests that reanalysis occurs after subjects initially
hypothesized an XP-scrambled DP or PP, anticipating a noun to immediately follow the adjective.
The necessity of reanalyzing this DP or PP as discontinuous, and of constructing a split-
scrambling sentence instead, would impose an additional burden on the processor. However,
the evidence for this at Frame 4 (in the contrast of sentences with categorically
ambiguous/unambiguous adjectives) is at best equivocal. There is perhaps a suggestion of
garden path effects for PPs, but no such effects were found for DPs. This situation parallels that
at Frame 2, where the DP cases produce somewhat smaller effects than do the PP cases.

There are two questions that need to be asked with respect to the outcome of Experiment
3. First, why are the data clearer for the PP sentence types than for the DP? Second, why are
garden-path effects weak at best, at Frame 4? Of course this might be because the linguistic
analysis of Split Scrambling adopted here is incorrect, or because the Garden-Path model is false
for Russian. But though these possibilities cannot be definitely ruled out without further
research, it seems more likely that some methodological factors affected these results.

In terms of the lack of garden-path effects, it is possible that the self-paced reading
technique as implemented in Experiment 3 was not sufficiently sensitive. Mitchell (1984) showed
that, for English, the sensitivity of self-paced reading depends on the size of the fragment
presented for reading: Chunk-by-chunk presentation was more sensitive than word-by-word. In

Experiment 3, the crucial frames at which the reading times were recorded (Frames 2 and 4)
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usually included just one word (sometimes they also included a particle), although Frame 3
always had two to three words. However, it should be borne in mind that Russian is unlike
English in the sense that a typical Russian word is eight to ten characters and three to four
syllables long. This makes it cumbersome to include many words in one frame, and it may also
mitigate the disadvantage of one-word chunks noted by Mitchell. Another potential problem
could be the “quality control” task. A probe decision task was used in Experiment 3 to ensure
that subjects read sentences carefully, and certainly subjects believed that good performance in
the experiment was achieved in accurate probe recognition. It is just possible that the probe task
was too successful in directing subjects’ attention to the lexical forms used, with the consequence
that higher-level sentential interpretations suffered. This problem could be avoided by the use of
post-sentence comprehension questions instead.

Finally, there is one very important factor that needs to be taken into consideration in
investigating the processing of Russian sentences, in general. Such processing may be highly
dependent on morphological cues, since Russian is a morphologically rich language. For Split
Scrambling, in particular, each subpart of a discontinuous constituent carries explicit
morphological markers which possibly speed up the integration of phrases into the phrase
marker. Thus, morphological cues may make garden-path effects so small that they become
undetectable, unless very sensitive measures of processing load are employed.

In order to investigate possible sources of the differences between discontinuous PPs and
DPs, Experiment 4 was designed. Its goal was to test in an off-line sentence completion study the
DP sentences from Experiment 3 for which evidence about the costs of Split Scrambling was

notably weaker than that for PPs.
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Experiment 4 gathered sentence completion data for sentence-initial fragments of three
different lengths using exactly the same DP sentence types as in Experiment 3, the on-line self-
paced reading study. The experimental fragments were short and medium length for
Questionnaire A and long for Questionnaire B. The short sentence fragments in Questionnaire A
established a baseline for the underlying lexical bias in the interpretation of the critical
categorically ambiguous or unambiguous sentence-initial element. The medium sentence
fragments in Questionnaire A included the verb that signalled a scrambling completion, and thus
made it possible to assess how subjects responded to the syntactic pressure of a split-scrambling
construction, and what ways they chose to avoid that construction when possible. The long
sentence fragments in Questionnaire B included the initial scrambled item and the verb, as for the
medium sentence fragments, but also the next constituent (ie., Frame 3 in Experiment 3). This
was designed to facilitate Split Scrambling by providing a context sufficiently long to clearly

satisfy the Periphery Constraint (see Chapter 6).

Method

Subjects. Two groups of subjects participated voluntarily in the experiment: 16 completed
Questionnaire A, which presented Short and Medium fragments; a further 16 completed
Questionnaire B, which presented Long fragments. All were students of Moscow Commerce
University, and native speakers of Russian; none had participated in any of the other experiments
reported here. Typically, subjects took 30 minutes to complete a questionnaire.

Materials and Design. Materials for the questionnaires were based on stimulus items used in
Experiment 3, in particular, sentences of the DP type which made up the Split Scrambling
conditions (ambiguous and unambiguous) of that experiment. It was important to test the DP

cases because the outcome of Experiment 3 was inconclusive for them. PP fragments were also
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included in the questionnaire, in exactly the same format and design; however, data for PP
fragments have not yet been analyzed. The priority was set on those types for which the on-line
data of Experiment 3 were weaker.

There were 32 pairs of such sentences, and sentences within a pair differed only in an
initial critical element, either an unambiguous adjective (Adj), or a word ambiguous between
noun and adjective meanings (N/Adj), always in the ACC case. Examples used to illustrate
Experiment 3 (see (1) and (11) above, Section 7.2) are repeated here for convenience, // indicating
the division into “frames” for Experiment’s 3 self-paced reading presentation:

(1)  Sumnuju // kupili // nasisosedi// sobaku.
loud-ACC bought  our neighbors dog-ACC

‘Our neighbors bought the loud dog.’

(11)  Borzuju// kupili// naSisosedi// sobaku.

borzoi-ACC bought  our neighbors dog-ACC

‘Our neighbors bought the borzoi dog.’

For the paper-and-pencil sentence completion study, Short fragment stimuli presented
only the critical element of Frame 1; Medium fragment stimuli presented the contents of Frames 1
and 2; and Long fragment stimuli presented Frames 1, 2, and 3. Fragments were typed in
standard Russian script (with no indications of frame divisions) followed by a dotted line. For
example, from the full sentence shown in (11), fragments of three lengths were generated, and
displayed in the questionnaire as follows:

(22) @ BOrzZUjfU ... ittt
b. Borzujukupili......... ..

c. Borzujukupilinadisosedi............. ... .. i,

Short fragments (22a) were intended to establish a baseline for the underlying lexical bias of
N/ Adj (in the case of ambiguous critical element, e.g., borzuju ‘borzoi-ACC’). In the case of an
unambiguously adjectival critical element (e.g., Sumnuju ‘loud-ACC’) the straightforward

expectation will be that all interpretations would be adjectival. For ambiguous elements,



282

responses should reveal bias towards one category or the other when no syntactic pressure is
being applied. Note that with Short fragments, subjects are not obliged to produce a split-
scrambling construction in completing the sentence. With Medium fragments (22b), lexical bias
may be overridden because an adjectival interpretation of the N/Adj ambiguity necessitates the
construction of a sentence with a discontinuous constituent just as an unambiguous Adj does.
Thus syntactic pressure is imposed on the lexical ambiguity. In designing Experiment 3, it was
assumed that the syntactic pressure would win, but this is not self-evident and needs to be
checked. It is important to test here whether there is a shift the pattern of lexical bias established
with Short fragments, and also to see exactly how discontinuous constituents are handled when
the adjective interpretation is taken. A noun must be supplied in the sentence completion. Is the
noun always final? Or is the Periphery Constraint violated in order to fill the gap as soon as
possible under the pressure from the MCP? Long fragments (22c) set up the same circumstances
as do Medium, but offer a more extended context; however, the instructions given to subjects in
the long fragment question (see below) meant that the Periphery Constraint was vacuously
satisfied.

Questionnaire A presented subjects with both Short and Medium fragments. So that fully
identical materials would not be presented twice to any subject, the questionnaire was
constructed in two versions, the experimental materials being divided into two subsets for a
counterbalanced design. Each version of the questionnaire presented half the materials as Short
fragments (32 fragments, constructed as 16 ambiguous/unambiguous pairs), and the remaining
half as Medium fragments, for a total of 64 experimental fragments for completion, in all.
Fragment presentation was blocked by length, Short fragments being presented before Medium.
Within either length condition, an Ambiguous fragment (e.g., Borzuju............ ‘borzoi-ACC")
always immediately preceded its Unambiguous counterpart (e.g., Sumnyju............ ‘loud-ACC").
Subjects were instructed to complete each fragment in turn; however, the neighboring fragments

were visible on the page as they worked. Subjects were also instructed that the fragments



283

belonged to spoken Colloquial Russian, and were asked to construct an appropriate mental
context. The task was to complete the fragments so as to produce full grammatical sentences. No
further restriction was placed on the content of sentence completions.

Questionnaire B presented only Long fragments, but (unlike Questionnaire A) used task
instructions to restrict the content of subjects’ completions in two different ways. For half the
materials, subjects were instructed to complete the fragments with one word only (32 fragments,
constructed as pairs); for the remaining half, the completion was to be achieved using one noun
only.3 Under either restriction, subjects were advised about the source of fragments (Colloquial
Russian), about the usefulness of constructing an appropriate mental context, and about the
general requirement that completed sentences be fully grammatical, as in Questionnaire A. In all
other respects, the design of Questionnaire B followed that of Questionnaire A, with Task
Instruction (in B) replacing Fragment Length (in A) as the basis for a counterbalancing over two
versions. The questionnaire was blocked by Task Instruction, One Word instructions preceding
One Noun instructions.

In sum, both questionnaires factorially combined Fragment Ambiguity (Ambiguous/
Unambiguous initial critical element) with a second contrast, Fragment Length (Short/ Medium)
in the case of Questionnaire A and Task Instruction (One Word/One Noun) in the case of
Questionnaire B. Appendix 4 presents both questionnaires in full.

Data Treatment. Subjects’ sentence completion responses were first screened for grammaticality;
responses which did not produce grammatical sentences were treated as missing data, as were
outright failures to respond. Together, these occurred only rarely, constituting only 1.8% and
0.7% of responses to Questionnaires A and B, respectively. Crucially, violations of the Periphery

Constraint were not counted as ungrammatical (see Table 21 below).

13 One Noun instructions do not oblige the subject to construct a split-scrambling construction (though this
might be more likely) because the noun supplied need not be a completion of the sentence-initial phrase,
but could serve some other function such as subject (in sentences without lexical subject), locative or
temporal modifier. Unlike all the other conditions in the experiment, however, Questionnaire B does
effectively exclude completions that violate the One-Split-per-Clause Constraint.
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The remaining responses were then categorized as either Adjective or Noun, reflecting
the interpretation which the subject had evidently placed on the initial critical element of the
fragment. Adjective interpretation was scored where a subject’s response included a noun
suitably case-marked to agree with the initial element; where no such noun was included, Noun
interpretation was scored. The examples below illustrate typical Adjective-interpretation and
Noun-interpretation responses, for Short, Medium, and Long fragments, respectively (italics here
and below represent subjects’ actual completions):

(23) a. Sumnuju kompaniju sobrali my na Nooyj God. ADJECTIVE
loud-ACC company-ACC gathered we-NOM at New Year INTERPRETATION

‘We gathered a loud company at the New Year’s party.

b. Borzuju on kupil  na vystavke sobak. NOUN INTERPRETATION
borzoi-ACC he-NOM  bought at show dogs-GEN

‘He bought a borzoi dog at the dogs’ show.”

(24) a. Sumnuju kupili my igrusku  malySu. ADJECTIVE INTERPRETATION
loud-ACC bought we-NOM toy-ACC  toddler-DAT

‘We bought a loud toy for the toddler.’

b. Borzuju  kupili oni dlja letnej oxoty. NOUN INTERPRETATION
borzoi-ACC bought they-NOM for summer hunt

“They bought a borzoi for hunting in the summer.’

(25) a. Sumnuju kupili nasisosedi kofermolku. ADJECTIVE INTERPRETATION
loud-ACC bought our neighbors-NOM coffee grinder-ACC

‘Our neighbors bought a loud coffee grinder.’

b. Borzuju  kupili nasisosedi véera. NOUN INTERPRETATION
borzoi-ACC bought our neighbors-NOM yesterday

‘Our neighbors bought a borzoj yesterday.”

For Medium and Long fragments, Adjective interpretations (ADJ]) mean that the full
sentence can be a split-scrambling construction, as shown in (24a) and (25a), and Noun
interpretation (NOUN) mean that the full sentence is not a split-scrambled, but a standard XP-
Scrambling construction, as in (24b) and (25b). Response categorizations were tallied over
subjects for each item (in each condition of each version of each questionnaire), and the resulting

frequencdies, f (ADJ) and f (NOUN), used to calculate an item score:



100xf(AD]) .
SCORE = f (AD]) + f (NOUN)

The score shows the percentage of sentence completion responses indicating adjective
interpretation of the fragment’s initial critical element.

These item-based scores were examined using analysis of variance. For Questionnaire A,
the factors of interest were Fragment Length and Fragment Ambiguity; for Questionnaire B, they
were Task Instruction and Fragment Ambiguity. For both questionnaires, both factors were
treated as repeated measures.

Additionally, adjective interpretation responses to unambiguous fragments of Medium
length were examined to determine the placements of the noun which was Case-marked to agree
with the fragment's critical initial element. These responses were additionally coded as
Periphery, Non-Periphery, or Periphery-By-Default. “Periphery” means that the Case-marked
noun agreeing with the initial adjective was placed on the right periphery of the fragment, thus
abiding by the Periphery Constraint, as shown in (26a). “Non-Periphery” means that the noun
was placed elsewhere in the fragment (typically, immediately following the verb), as in (26b).
“Periphery-By-Default” means that the fragment was completed with just one noun and nothing
else, as in (26¢c). Although such responses do comply with the Periphery Constraint, it is not clear

a priori whether these should count as positive evidence for that constraint in the way that

responses like (26a) do:
(26) a. Vainogo priglasili my véera gostja. PERIPHERY

important-ACC invited we yesterday guest-ACC

b. Vainogo priglasili gostia my vcera. NON-PERIPHERY
important-ACC invited guest-ACC we yesterday
‘We invited an important guest yesterday.’

c. Vainogo priglasili gostja. PERIPHERY-BY-DEFAULT
important-ACC invited guest-ACC
‘pro invited an important guest.’



Results and Discussion
For Questionnaire A, presenting Short and Medium length fragments for sentence
completion, summary data are presented in Table 21 below:

Table 21. Mean Percentage Adjective Interpretation,
as a Function of Fragment Length and Ambiguity
FRAGMENT AMBIGUITY

Unambiguous  Ambiguous

FRAGMENT LENGTH
Short 875 320
Medium 711 64

Medium: Adj Interpretation = Split Scrambling
Short: Adj Interpretation = XP-Scrambling or Split Scrambling

These data show, not surprisingly, that the rate of Adjective interpretations differs substantially
when fragments began with a lexically ambiguous element and when they began with an element
lexically specified as an adjective. More interestingly, the rate of Adjective interpretations drops,
when it was a medium length fragment which was to be completed; in that case, an Adjective
interpretation would commit a subject to constructing a sentence containing a discontinuous
constituent. The most striking aspect of the data in Table 21 is that ambiguity and length act
additively. That is, the syntactic pressure which the Medium length fragment brings to bear
applies with equal force to ambiguous and (supposedly) unambiguous fragments. The analysis
of variance supports these observations, and showed only main effects of Ambiguity,
Fy(1,30) =173.05, p<.0001, and Length, Fx(1,30)=49.68, p<.0001; there was no reliable
interaction of these factors, F (1,30) = 2.22, p > .10.

Short fragments serve as a baseline for Medium, because all the subjects saw in the
former was the critical element itself. Although its ACC Case signaled a scrambled word order,
subjects otherwise could complete these sentence fragments in any way they liked. Thus, any
purely lexical biases would be revealed. Both Noun and Adjective interpretation options are still

in principle available in the same lexically biased proportions for the ambiguous N/ Adj critical
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elements in Medium fragments, but the rate of Adjective interpretation rate nevertheless dropped
markedly from that seen in Short fragments completions. Consider (27), for example:
(27) a. Borzuju ‘borzoi-ACC’ (37.5% Adj preference) SHORT

Borzuju  sobaku on polucil v podarokot  otca.

borzoi-ACC dog-ACC  he-NOM received as gift from father

‘He received a borzoi dog from his father as a gift."

b. Borzuju ‘borzoi-ACC’ (0% Adj preference) MEDIUM

Borzuju kupili omi dlja letnej  oxoty.

borzoi-ACC  bought they-NOM for summer hunting

‘They bought a borzoi for hunting in the summer.’

The pattern illustrated in (27a, b) is typical of the overall (presented item by item in Table D,
Appendix 4). The decline in the rate of Adjective interpretations It presumably arises under
pressure of avoiding Split Scrambling. Taken as Noun, the critical element is merely XP-
scrambled; taken as Adjective, the production of a discontinuous DP is forced for Medium
fragments (but not for Short fragments). And it is easy to avoid Split Scrambling in examples like
(27b) because the Noun interpretation can be chosen, even for lexical forms for which it is
otherwise dispreferred.

For the supposedly unambiguous Adjective critical elements in Short fragments, we find
that 13 fragments out of the total of 32 received a (lexically) unexpected Noun interpretation at
least once!. Thus these items were not quite as unambiguous as they were intended to be. Here
too, in medium fragment completions, the Adjective interpretation rate also dropped:

(28) a. Tancujus€ego ‘dancing-N/Adj-ACC’ (87.5% Adj preference) SHORT

Tancujuséego pingvina ty videl kogda-nibud’?

dancing-ACC penguin-ACC you-NOM saw ever

‘Have you even seen a dancing penguin?

b. Tancujus¢ego ‘dancing-N/Adj-ACC’ (28.6% Adj preference) MEDIUM

Tancujustego razgliadyvala publika udivlenno.

dancing-ACC was staring  audience-NOM in surprise
‘The audience was staring at the dancing [man] in surprise.’

¥ Two items tended to be dispreferred in adjectival usage even in completions of Short fragments; their
Adjective interpretation rate fell below 50% (lezacego ‘bed-ridden’, and usedSego ‘gone’).
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Exactly as with the ambiguous cases above, we can attribute the lower rate of Adjective
interpretation to an attempt to avoid Split Scrambling. However, Noun interpretation is not
easily available here, and often requires novel nominalizations resulting in doubtful sentence

acceptability, as the contrast in (29) illustrates. In fact, (29b) sounds as bad as the English

translation:
(29) a. Novyx ‘new-Adj-ACC’ (100% Adj preference) SHORT
Novyx  russkix legko uznat’ po dorogoj  odeide.

new-ACC Russians-ACC easy to recognize because of expensive clothes
‘New Russians are easy to recognize because of their expensive clothes.’

b. Novyx ‘new-Adj-ACC (37.5% Adj preference) MEDIUM

?Novyx otpravilina dal'nij ucastok.

new-ACC sent to remote site

*pro sent new to a remote site.’

It seems reasonable to suppose that Split Scrambling carries an additional load for the processor,
so that when a choice is to be made between a discontinuous constituent and a novel
nominalization, subjects choose the latter as an option which though perhaps grammatically
dubious, requires less processing effort.

In order to test the hypothesis that subjects would obey the Periphery Constraint when
there is flexibility in how to complete a Split Scrambling fragment, an additional analysis was
conducted for the Medium fragment data from Questionnaire A. Out of 256 data responses to
Medium fragments with unambiguous critical elements (16 subjects x 16 items per subject), 182
were completed with Split Scrambling (71.1%, see Table 20). For these 182 responses, the location

of the noun completing the discontinuous constituent was established, as described above.

Summary data are presented in Table 22:

Table 22. Percentage Noun Location in the

Medium Unambiguous Fragments
NOUN LOCATION
Periphery 198
Non-Periphery 65.9

Periphery-By-Default 143




289

These data show that the subjects did not always, or even usually, obey the Periphery Constraint
in constructing their fragment completions, and instead chose to “fill the gap” as s:on as
possible.’® Thus, it appears that the sentence processing evidence not only fails to support the
proposed Periphery Constraint, but positively speaks against it.

However, this is of interest because it makes fairly clear that the Periphery Constraint
does not exist in order to make processing easier. To the extent that it holds, this constraint must
have its origin in syntactic or Focus/discourse principles. At the same time, the outcome of
Experiment 4 does not disconfirm the validity of the Periphery Constraint, though at first it may
seem so. Rather, the likely involvement of the MCP in processing these constructions leaves open
the possibility that the Periphery Constraint is sound, but is outweighed on-line by the MCP.
(The MCP, of course, is assumed to be a processing constraint, though a very similar grammatical
constraint has been proposed by Chomsky, 1993.)

For Questionnaire B, presenting Long fragments with two kinds of Task Instruction (One
Noun vs. One Word) for sentence completion, summary data are presented in Table 23 below:

Table 23. Mean Percentage Adjective Interpretation,
as a Function of Task Instruction and Ambiguity
FRAGMENT AMBIGUITY

Unambiguous Ambiguous

TASK

INSTRUCTION
One Noun 88.0 27.7
One Word 739 129

Adj Interpretation = Split Scrambling

15 Note that even if all the responses conservatively classified as Periphery-By-Default (i.e., single word
completions) are grouped together with Periphery responses, the occasions on which the Periphery
Constraint is obeyed are outweighed 2 : 1 by violations of the constraint.
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The data pattern for Long fragment completion is in very many ways like that seen in Table 21
earlier, for Short and Medium fragment completions in Questionnaire A. As before, the rate of
Adjective interpretations differed substantially when fragments began with a lexically ambiguous
element and when they began with an element lexically specified as Adjective; for the main effect
of Ambiguity, Fx(1, 30) =262.66, p <.0001. The rate of Adjective interpretation dropped for the
main effect of Task Instruction, Fx(1, 30) = 50.06, p < .001. When subjects were instructed to add a
noun, they produced a noun which was Case-marked to agree with the fragment’s initial element
more often than when instructions were less specific. In the latter case, even when the fragment
was unambiguously adjectival, discontinuous constituents were avoided 26% of the time. Note
also that the most striking aspect of the data for Short and Medium fragments was reproduced in
this very different situation: Ambiguity and task instruction acted additively, so that the decline
in Adjective interpretations was the same, whether Noun interpretation is lexically licensed
(Ambiguous fragments) or not (Unambiguous fragments). The analysis of variance showed no
interaction of Ambiguity and Task Instruction, F2 <1.

In Questionnaire B, subjects were restricted in their options for completing the fragments
grammatically, both by the task instructions and by the nature of the fragments. Unlike the Short
fragments in Questionnaire A (but like the Medium fragments), grammatical completions could
not be satisfied by the easy means of creating a continuous N Adj noun phrase; nonetheless, the
processing pressure to avoid discontinuous constituents remains. It is not surprising, then, that
Adjective interpretations were much fewer when the critical element was categorically
ambiguous, but it is evident that One Noun instructions made this device for avoiding Split
Scrambling less available. The completion responses shown in (30) are illustrative:

(30) a. Arestovannogo ‘arrested-N/Adj-ACC’ (62.5% Adj preference) ONE NOUN

Arestovannogo privezli v  Butyrskuju tjur'mu ministra.

arrested-ACC brought to Butyrskaja jail minister-ACC
‘They brought the arrested minister to Butyrskaja jail.’



b. Arestovannogo ‘arrested-N/Adj-ACC’ (12.5% Adj preference) ONE WORD
Arestovannogo privezli v  Butyrskuju tjur'mu nemedlenno.
arrested-ACC brought to Butyrskaja jail immediately
"They immediately brought the convict to Butyrskaja jail.’
The impact of task instructions was also evident when the critical element was
unambiguous. With One Noun instructions, the Adjective preference was very high but this
dropped with One Word instructions. Since, in these unambiguous cases, a Noun interpretation

of the critical element is (generally) ungrammatical, subjects again resorted to novel

nominalizations. The examples in (31) are illustrative, where (31b) is as bad as its English

equivalent:
(31) a. Izvestnogo ‘well-known-Adj-ACC’ (100% Adj preference) ONE NOUN
Izvestnogo privezli v Butyrskuju tjur'mu politika.

well-known-ACC brought to Butyrskaja jail politician.
“They brought the well-known politician to Butyrskaja jail.”

b. Izvestnogo ‘well-known-Adj-ACC’ (87.5% Adj preference) ONE WORD
?Izvestnogo privezli v Butyrskuju jurmu pod konvoem.
well-known-ACC broughtto Butyrskaja jail under escort
*They brought the well-known to Butyrskaja jail under escort.”
Figure 1 below presents the data obtained in the two questionnaires, all together, to
support a comparison of the patterns of outcome for Questionnaire A (Short and Medium
fragments) with those for Questionnaire B (Long fragments, One Noun and One Word

instructions). The figure makes it clear that these are stiking parallel in these outcomes.
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Figure 1. Comparison of data from Questionnaires A and B

As discussed earlier, the demands imposed on the parser differ (by hypothesis) with
different interpretations of the critical element in Medium and Long fragments, but not in Short
fragments. For Medium and Long fragments, a Split Scrambling construction is the inevitable
consequence of an Adjective interpretation (cf. XP-Scrambling, with Noun interpretation), only an
XP-Scrambling construction is necessitated with either interpretation. Thus the data from Short
fragments provide baseline information about the lexical bias associated with the materials
employed in the experiment. The data for Medium fragments and for Long fragments completed
with One Word instructions provide direct evidence that Split Scrambling imposes a processing
load greater than that imposed by XP-Scrambling: Whether the critical element is ambiguous (so
that its interpretation as a noun is lexically licensed) or unambiguous (so that a novel
nominalization must be invoked) the rate of Adjective interpretation drops.!¢ It is not clear what
account should be given for the fact that the drop in Adjective interpretation is uniform across

ambiguous and unambiguous fragments. In the end, something as uninteresting as a floor effect

16 An analysis of variance across questionnaires showed that there was a slightly lower rate of Adjective
interpretation with Medium fragments than with Long fragments completed under One Word instructions,
Fa(1, 30) = 6.24, p < .025. That is, most Split Scrambling constructions were produced when the Periphery
Constraint was vacuously satisfied. However, it must be noted that this item-based analysis does not
guarantee generalization over subject populations.
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may have limited the extent of that drop for ambiguous fragments (recall that intrinsic lexical
preferences in this materials set give only 32% Adjective inferpretation, as estimated from the
data for fragment completions), while the marginal grammaticality of the novel nominalizations
through which Split Scrambling was avoided in unambiguous fragments undoubtedly acted as a
natural brake. It may be entirely coincidental that these two very limiting mechanisms were
equivalent in their impact; however, the very fact that Split Scrambling was avoided at all in
completions of unambiguous fragments speaks to the additional burden which it imposes relative
to XP-Scrambling.

Figure 1 also reveals that the rates of Adjective interpretation did not differ between
Short fragments and Long fragments with One Noun task instructions. An analysis of variance
across questionnaires showed no Questionnaire main effect, nor a Questionnaire X Ambiguity
interaction, F <1 for both terms. Thus Split Scrambling constructions were produced for these
Long fragments in exactly the proportions predicted by lexical preferences, the latter estimated in
circumstances in which only XP-Scrambling is inevitable. Note that One noun instructions do not
oblige subjects to construct a split scrambling construction, ie., that noun need not be a
completion of the ambiguous sentence-initial phrase. The noun produced in the sentence
completion can serve other function: It can be a locative, or a temporal expression, since Russian
allows such noun usage. The conclusion must be that the normal pressure applied by the extra
processing costs of Split Scrambling, relative to XP-Scrambling (see above) can be nullified by
task instructions.

Summarizing, the comparison of questionnaires shows that Split Scrambling can be
imposed on subjects (as was the case with Long fragments, One Noun instructions), and that they
can use this type of construction consistently to produce grammatical completions. However,
when it is not required by task, they prefer to avoid Split Scrambling, as predicted by the

Scrambling Complexity Hypothesis.



General Discussion

Overall, the findings of Experiment 4 show that, in an off-line study, discontinuous DPs
produce results consistent with the Scrambling Complexity Hypothesis. Subjects can, when
necessary, create Split Scrambling constructions. However, whenever possible, subjects prefer to
avoid using constructions with split DPs. They can do so easily when the critical element is
ambiguous, simply by choosing a Noun interpretation. But the pressure to avoid creating
discontinuous constituents is apparently strong enough that even in the case of the supposedly
unambiguous Adj critical elements, subjects often find other ways to complete such sentence
fragments, like resorting to novel nominalizations. The natural conclusion is that Split
Scrambling imposes an unwanted, though not quite intolerable, burden on the human sentence
processor.

Experiment 4 was also designed to check the validity of the Periphery Constraint, and to
seek signs that it might result from a preference on the part of the processor. However, the results
obtained for the Unambiguous Medium Length fragments indicate that the subjects strongly
prefer to put in the missing noun as soon as possible, i.e., immediately after the verb, in violation
of the Periphery Constraint. It seems very likely that this preference is due to the Minimal Chain
Principle, which favors short chains, a tendency which may even be exaggerated in the context of
a difficult construction such as Split Scrambling. The MCP and the Periphery Constraint are

opposed here, and clearly the Periphery Constraint loses most of the time.

7.5. Informants’ Comments

A note is due on subjects’ reaction to the questionnaires in Experiment 4. After each

questionnaire some space was provided to accommodate those who felt like commenting on the

Split Scrambling structures which were the focus of Experiment 4. Among the 32 subjects who
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participated in the two questionnaires of Experiment 4, 13 used the opportunity to provide the

experimenter with their feedback. Typical comments were as follows:

@ @

(®)

(©)

CY

(e

®

()

“Some of the examples are not very natural” (this comment, like most of those to
follow, seemed to refer specifically to the unambiguous adjective cases which
required Split Scrambling in order to make them grammatical);

“It is hard for me to complete these sentences because in my opinion they do not
sound like proper Russian” or even “they do not sound like proper Colloquial
Russian”;

“Some of the sentences cannot be used in the language because they have illegal
word order”; “Some examples are not characteristic of the Russian language”;

“I do not consider some of these sentence fragments to be ‘acceptable’ sentence
fragments”;

“I can complete these sentence fragments only if [ modify them” (the subject accepts
standard word order as the only acceptable way of completing such fragments, and
since Split Scrambling does not produce standard word order, its use means
modification and not completion);

“Some of the sentences require only noun interpretation, ie., the adjectives are
nominalized;

“Some of the sentences can be finished in two opposite ways: the word can be
interpreted as a noun or as an adjective. I could have completed all such sentences
in either way depending on the context. Possibly, the verb has something to do with
it”;

“I find the sentences of the type AdjVSO only marginally acceptable because they
require the noun at the end of the sentence, this makes them cumbersome and
therefore hardly frequent in speech. I would say they characterize the genre of TV
shows”; “Some sentences are possible only when the adjective is contrastively
stressed”.

This suggests, somewhat disturbingly, that for these native speakers Split Scrambling is not

acceptable at all. However, there is good reason to doubt this. While in Moscow I listened

carefully for natural occurrences of sentences with Split Scrambling. As I discovered, they are

rather frequent in the speech of many people. However, when confronted and asked to repeat

what they had just said, speakers would often repeat the sentence in its unscrambled variant, and

deny having said it with a discontinuous phrase. The problem is certainly not a new one. It has

been noticed before that there are striking discrepancies between subjects’ acceptability

judgments and their speech production. In the case of the Russian subjects who participated in

Experiment 3 and 4, we are dealing with young people recently out of high school who have been
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exposed to orthodox teaching for 11 years of their lives. This is exactly the case about which
Siewierska wrote with respect to her Polish speakers:

“The predominantly prescriptive attitude to language ingrained by the Polish educational

system induces speakers to provide judgments reflecting traditional teaching rather

than actual usage.” (Siewierska, 1984: p.61)
This is exactly the situation with Russian subjects. Therefore, their comments should be taken
with a grain of salt. Meanwhile we must keep looking for appropriate experimental tasks which
would control for the possible distorting factors that may influence subjects” judgments, on the

one hand, and subjects” performance, on the other.

7.6 Summary of Chapter 7

This chapter investigated the processing characteristics of Split Scrambling in Russian.
Two experiments have been conducted to explore the Scrambling Complexity Hypothesis and the
Periphery Constraint.

Experiment 3, an on-line chunk-by-chunk self-paced reading study, tested sentences with
discontinuous DPs and PPs with unambiguous Adj and ambiguous N/Adj critical elements.
Sentences involved either XP-Scrambling or Split Scrambling. The results of Experiment 3
showed that for both split DPs and PPs there was a lengthening of reading times on the verb,
indicating a cost associated with reanalysis from an XP-Scrambling analysis to a split scrambling
analysis. This was crucially important since the necessity for reanalysis was signalled early (at
the verb) only if XP-Scrambling is assumed to be the preferred structure. However, the predicted
garden path effect on the sentence-final noun, which was intended to force a late reanalysis
(again, from an initial XP-Scrambling analysis to Split Scrambling) was evident only for
discontinuous PPs ~ and even then, the data were less compelling than had been predicted. In

general, Experiment 3 detected processing costs which could be taken as further evidence for the
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Scrambling Complexity Hypothesis: XP-Scrambling is harder to process than no Scrambling, and
Split Scrambling in turn is harder to process than XP-Scrambling.

Experiment 4, an off-line sentence completion study, was designed to investigate further
the properties of the discontinuous DPs for which the results of Experiment 3 were mixed, and to
look for psycholinguistic evidence for the Periphery Constraint. The experiment found a clear
preference to avoid discontinuous DPs, even by using such dubious grammatical means as novel
nominalizations. This is further support for the Scrambling Complexity Hypothesis.

While Experiment 4 clearly supported the Scrambling Complexity Hypothesis, it failed to
confirm the Periphery Constraint. Presented with a context where they could either in order to
obey the Periphery Constraint (and hold the gap unfilled) or where they could fill a gap as soon
as ( but violate the constraint), subjects chose the latter solution. In fact, the experimental
outcome not only fails to support the Periphery Constraint but even explicitly supports its
overriding under processing pressure. While it is possible that a subtler experimental technique
would produce more encouraging findings, further research is necessary to investigate the

relationship between grammar and processor and its implications for the Periphery Constraint.



APPENDICES

APPENDIX 1: Experimental Materials for Experiment 1 (Chapter 4)

THE NOM/ACC AMBIGUITY
1. a) JInpuka yrnexna gusuxa.
b) JInpuka gusuxa yainekna.

c) Pusuxa NMpUKa YRICKIa.
READING 1: ‘The lyrics attracted the physicist."
READING 2: ‘The physics attracted the romanticist.’

2. a) JIeHb CMCHSAET HOXb.

b) [leHb HO4b CMCHSICT.

c) Houb neHb CMEHSIeT.
READING 1: ‘The day replaces the night.’
READING 2: ‘The night replaces the day.’

3. a) 3ByK BRICTpEJIa 3alTyIUMII pée.

b) 3ByK BHICTpeENa pée 3arTyIHII.

c) Pée 3ByK BhiCTpeJia 3aryIIMII.
READING 1: ‘The sound of a shot muffled the roar.
READING 2: ‘The roar muffled the sound of a shot.”

4. a) [Inatwe 3anmesno gecao .

b) I'Liatbe gecro 3aae0.

c) Becao nnatee 3ageno.
READING 1: ‘The dress brushed against the oar.’
READING 2: ‘'The oar brushed against the dress.’

5. a) Marb mo6uT dows.

b) Matb doys MOGHT.

c) Jlous MaTh OGHT.
READING 1: ‘The mother loves her daughter.”
READING 2: ‘'The daughter loves her mother.’

6. a) Tponneit6yc o6orHan aemobyc.

b) Tponneit6yc aemobyc oGorsa.

c) Aemo6yc Tposuieitbyc oGornan.
READING 1: ‘The trolleybus passed the bus.’
READING 2: ‘The bus passed the trolleybus.’



Table A. Rated Accessibility of Meanings for NOM/ACC in Experiment 1
BELOW THE VERB ABOVE THE VERB SENTENCE-INITIAL

MEAN.1 MEAN.2 MEAN.1 MEAN.2 MEAN.1 MEAN.2

(1) Jinpuxa yaiekna gusuxa. 259 0.82 253 194 147 247
(2) leHb CMCHSET HOYb. 224 1.64 213 2.06 nodata nodata
(6) Tposnest oGorHan asmobyc. 282 147 253 1.59 253 129
(4) TLnarse 3aneso gecao, nodata nodata 1.88 2.06 294 1.06
(5) Mats moGuT dous. 288 1.00 2.59 141 276 0.70
(3) 3ByK . . . 3arMYIIKA peg. 241 147 253 1.18 288 0.82
THE INSTR AMBIGUITY

7. a) CMUpPHOB GbUT NMOCNTAH Ha 3aBOJL JUpeKmopos.

b) CMupHOB dupexmopos GbUI MOCIAH Ha 32BO/.

c) lupexmopom CMupHOB GBUI IOCaH Ha 33BOA.
READING 1: ‘Smirnov was sent to the factory as a director.”
READING 2: ‘Smirnov was sent to the factory by the director.’

8. a) BuinmyckHuk yswMma 6bU1 OTIIPaBIeH B OTPAIL KOMUCCADOM.

b) BHITYCKHHK YIWIHIIA KOMUccapom GbUI OTTIPABICH B OTPSL.

c) Komuccapom BHITyCKHHK YIHIHINA GLUT OTIIPABICH B OTPSL.
READING 1: ‘The graduate of a military school was sent to the detachment as a commuissar.’
READING 2: ‘The graduate of a military school was sent to the detachment by the commissar.’

9. a) DToT ONHITHLI Npenoaasares 6but pexomenaosal 8 POHO uncnexmopom.
b) STOT ONBITHHI NPENOAABATENb UHCNEKMOPOM GBUT pEKOMCH/IOBAH B POHO.
c) Hicnexmopom 3TOT ONLITHRIIA MpemnonaBaTesb Gbut pexoMerzosaH B POHO.

READING 1: ‘This experienced teacher was recommended to RONO as an inspector.’

READING 2: ‘This experienced teacher was recommended to RONO by the inspector.’

10. a) OMH U3 HayuHbIX COTPYAHHKOB GEUT Ha3HayeH B 1aGOpaTOPHIo pyKoeodumenem
Xx03002060pa.
b) OuH U3 HayYHBIX COTPYAHHKOB pyKogodumenem x03002060pa Gl HA3HAYCH B
JlaGopaTopHiIo.
c) Pyxogodumenem x03302060pa OXMH U3 HAYYHEIX COTPYIHHKOB GBUI Ha3HAYCH B
JnabopaTopHio.

READING 1: ‘One of the research colleagues was appointed to the lab as a leader of the paid
project.’

READING 2: ‘One of the research colleagues was appointed to the lab by the leader of the paid
project.”
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11. a) AstexcaHap HiBaHoBHY GBLT HAMPARICH B OTACT TEXHHIECKOTO KOHTPOJIA 3a8edylouyum.
b) Anekcarap UsaHoBH4 3aeedyroujum GbUT HaTPaR/ICH B OTACK TEXHHYECKOrO

KOHTpOJA.
¢) 3asedyrouqum Anekcanap HBaHoBHY 68ln HanpaR/IeH B OTACT TEXHHYECKOro

KOHTpOJIA.
READING 1: ‘Alexandr Ivanovich was transferred to the department of technical controlasa

chairman.
READING 2: ‘ Alexandr Ivanovich was transferred to the department of technical control by

chairman.

12. a) MockoBCKHH XypHAITHCT KpuUioB 6T KOMaHIMPOBaH B 0G/IaCTHYIO rasety
pedaKkmopom.
b) MockoBckuit xypHarucT Kpsuio pedaxmopom GBI KOMAHIHPOBaH B 0GJIACTHYIO

raserty.
c) Pedaxmopom MOCKOBCKHI1 XypHanHcT KpsUtoB GEUT KOMaHIMPOBAH B obnacTHyio

rasery.
READING 1: ‘Moscow journalist Krylov was delegated to the regional newspaper as an editor.’
READING 2: “Moscow journalist Krylov was delegated to the regional newspaper by the editor.’

Table B. Rated Accessibility of Meanings for INSTR in Experiment 1
BELOW THE VERB ABOVE THE VERB SENTENCE-INITIAL

MEAN.1 MEAN.2 MEAN.1 MEAN.2 MEAN.1 MEAN.2

(7) CMupHOB 6BUI TOCJAH Ha 229 1.65 1.35 294 141 241
3aBOJI JUPeKmoOpoM.

(8) BBIMYCKHUK yuHaMIIa GBUT 229 159 206 2.06 159 241
OTTpaRB/IeH B OTPAL . . .

(11) Anexkcanap MpaHosud 276 1.65 1.76 200 218 1.88
6BUT HaMpaB/IeH B OTHEN . . .

(12) MOCKOBCKHMI XYPHAIHCT 229 2.06 1.65 2.00 1.29 265
KpsuioB GbUI KOMAaHIHPOBAH . .

(9) BTOT ONKITHHIA 253 1.65 231 1.81 112 282
npemnoaaBaTesb 6bUI . . .

(10) OmMH H3 HAyYHBIX 271 1.06 229 1.53 1.55 251

COTPYXHKKOB OBUT Ha3HaYeH . .




THE DAT AMBIGUITY

13. a) Ha ceft pa3 npHuUIoCh CACAaTh 3aMe4aHHe npedcedamento Koonepamuea.
b) Ha ceft pa3 npuuLIocs npedcedamenio Koonepamuea CACNATh 3aMEIaHHC.
c) Ilpedcedamenio xoonepamuea Ha ceil pa3 MPHIILTOCH CACIATh 3aMEaHHCE.
READING 1: ‘This time they had to reprimand the director of the coop.”
READING 2: ‘This time the director of the coop had to reprimand.’

14. a) [puxomwrock MHOroe oOBACHATD accucmermy.

b) [Mpuxomuinock accucmenmy MHOToe OORACHATS.

¢) Accucmermy NPUXOAMNOCH MHOTO€ OOBACHATD.
READING 1: ‘They had to explain many things to the assistant.”
READING 2: ‘The assistant had to explain many things.’

15. a) U3 mra6a npuka3anu A0CTaBUTH M TOILUTHBO.

b) U3 mraCa npukasain um JOCTaBUTH TOILTHBO.

¢) Am u3 mra6Ga npUKa3aM JOCTaBUTh TOILTHBO.
READING 1: ‘From the headquarters they ordered to deliver fuel to them.’
READING 2: ‘From the headquarters they ordered them to deliver fuel.’

16. a) Hyxo mocoBeToBaTh MPOYKTATE 4€KMOPy MaTePHaT Ha GONE@KTYAIBHYIO TEMY.
b) HyxHO sexmopy nocoBeTOBaTh [IPOYHTATh MATEPHAJ Ha GoJiee aKTyalIbHYIO TEMY.
c) Jlexmopy HyXHO [OCOBETOBaTh MPOYHTATh MATEPHA Ha 60Jiee aKTyalbHYIO TEMY.

READING 1: ‘It is needed to advise the lecturer to read material on a more current topic.’

READING 2: ‘The lecturer needs to advise to read material on a more current topic.’

17. a) HeoGxoanumo HanpaBHTB 3aMnpoc Ha Bce TpeGyeMoe 060pYAOBAHHE 21A6HOMY UHNCEHEDY

3ae00a.
b) HeoGxonuMo 21aeHomy unicerepy 3a600a HanpaBHTD 3aNpoc Ha Bc€ TpebGyemoe

o6opynoBaHHe.
c) InaeHomy unxcerepy 3a60da HeoOGXOAMMO HAMPABUTh 3arpoc Ha BcE TpeGyemoe
oGopynoBaHHe.

READING 1: ‘Itis necessary to send a request for all the required equipment to the chief engineer
of the plant.’

READING 2: ‘It is necessary for the chief engineer of the plant to send a request for all the
required equipment.’

18. a) [MpuxoauTcsa oGBACHATD MPHHUHITH OPraHHU3aLHMH TOPTOBIH Npenodagamean.
b) [MpuxommTcs npenodaeamenam 0GBACHATL IPHHIMITB OPraHHU3aLMH TOPTOBNH.
c) IIpenodaeamearm NPYXOAUTCA OOBACHATH MPHHUMITEI OPraHH3AIIUH TOPrOBIH.

READING 1: ‘They have to explain principles of commerce organization to the instructors.’

READING 2: ‘The instructors have to explain principles of commerce organization.’



Table C. Rated Accessibility of Meanings for DAT in Experiment 1
BELOW THE VERB ABOVE THE VERB SENTENCE-INITIAL

MEAN.1 MEAN.2 MEeaN.1 MEAN.2 MEAN.1 MEAN.2

(13) Ha ceit pa3 npuuuioch 270 0.94 235 218 229 1.76
cleNnaTh 3aMe4aHHe . . .

(14) [Npuxoan:10ck MHOIOE 247 1.18 271 147 1.76 229
OOBACHSATD accucmenniy.

(17) HeobxoauMo HanpasHTh 3.00 0.94 1.18 247 1.06 253
3anpoc Ha Bcé TpeGyemoe . . .

(18) INpuxomuTcst OGBACHATE 2.59 141 1.59 2.18 1.82 1.94
MPUHLMITB OPFAaHH3ALMH . . .

(15) U3 mrraba npukasanu 253 1.29 147 235 1.06 271
IOCTaBHTH UM TOTUIMBO.

(16) HyxHo nocoBetoBath 271 0.59 276 0.76 253 1.71
NPOYHTATH AEKMOPY . . .

APPENDIX 2. Experimental Materials for Experiment 2 (Chapter 4)

1. a) JIupuka yBnexna gusuxa.
b) JIupuka gusuxa ysnexna.
QUESTION: YBnexatenbHa Jin pusnxa?
‘Is physics attractive?’

2. a) JIleHb cMeHAET Houb.

b) JeHB Houb cMEHAET.

QUESTION: [IeHb HacTynaet?
‘Is the day approaching?’

3. a) 3ByK BBICTpeJIa 3aryuIWI pés.
b) 3ByK BHICTpeJa pée 3arTylIHL.
QUESTION: 3Byx BeiCTpena rpomue pépa?
‘Is the sound of the shot louder than the roar?’

4. a) [narwe 3agesno gecao .
b) [Natne gecao 3aneno.
QUESTION: Becsio KOCHYIOCH IUIaThs?
‘Has the oar touched the dress?’

5. a) Mars m06uT dows.
b) Matb dous m06uUT.
QUESTION: Joub MCIIKITHIBAET K MaTepH N0GoBs?
“Does the daughter feel love towards her mother?



6. a) TposuteiiGyc oGorxan agmobyc.
b) TpoaneitGyc aemobyc oGorHan.
QUESTION: ABro6yc GricTpee TposuteitGyca?
‘Is the bus faster than the trolleybus?’

7. a) CosHize 3acJIOHHIO 062aK0.
6) CosHile 06aK0 3aCNIOHWIO.
QUESTION: 3a cosHIieM He BHAHO o6naka?
‘Can’t one see the cloud behind the sun?’

8. a) O6GIecTBO OPraHH30BAIO npednpusmue.
6) O6wmecTBO Npednpusmue OpraHH30BAO.
QUESTION: O611ecTBO OpraHH30BaHO MPEANPHATHEM?
‘Was the company organized by the plant?’

9. a) Canx oKpyXaet 020pod.
6) Can 020pod oKpyXaer.
QUESTION: Caa pacoioxeH BOKpYT oropojaa?
‘Is the orchid surrounded by the garden?’

10. a) PagocTh cMEHUT 2ope.
6) Paxocth 2ope CMEHHT.
QUESTION: 'ope npuaéT Ha cMeHY panocTy?
‘Will grief replace joy?’

I1. a) BaHKH CTUMYIHDYIOT PoHdbL.
6) BaHku oI CTHMYNHUPYIOT.
QUESTION: banku ctumynupyiotcs poxHaamMu?
‘Are the banks stimulated by the funds?’

12 a) [TocTpoiKH 3aKpHBAIOT depessA.
6) IMocTpoiixu depegbs 3aKpHIBAIOT.
QUESTION: [Toctpoliku Bhillle AepeBbeB?
‘Are the buildings higher than the trees?’

THE INSTR AMBIGUITY

13. a) CMMpHOB GbUT NOCJIaH Ha 3aBOJX OUPEKMOPOM.
b) Aupexmopom CMHPHOB 6BUT NOC/IaH Ha 3aBOA.
QUESTION: CMHpPHOBA [TOCJIANH HA 3aBOJ AUPEKTOpOM?
‘Did they send Smirnov to the plant as the director?’

14. a) BHITyCKHHK yYHIHINA GbUI OTTIPABAEH B OTPSAI KOMUCCAPOM.
b) Komuccapom BHITYCKHHK YYHIHLIA ObUI OTTIPaBiEH B OTPAL.
QUESTION: BITycKHMK yWwIHILA ObUT B OTPSIE KOMHCCApOM?
‘Was the graduate of the college commisar in the detachment/”



15. a) DToT ONKTHHIA Npernoaasarens 661 pexomeHaosaH B POHO uncnexmopox.
b) Hicnexmopom 3TOT ONMKTHLIN NpenofaBaTesib 661 pekomenosan B POHO.
QUESTION: 3toro npeanoaasate)s pekomeHgosu B POHO uxcnekropom?
‘Was this instructor recommended to the Board of Education as an inspector?”

16. a) OIMH K3 HaydHBIX COTPYAHHKOB GbUI Ha3HaueH B JlaGopaTopHio //
pyKoeodumenem x03002080pa.
b) Pyxosodumenem x03002060pa OIMH U3 HaYHHLIX COTPYLHHKOB //
6sUt Ha3HaYeH B TaGopaTopHio.
QUESTION: PykoBoauTess X0310roBopa Ha3Ha4YWI COTPYIHHKA B JlaGopaTopuio?
‘Did the leader of the project appoint the employee to the lab?’

17. a) Astexcauap MBaHoBUY G HanpaB/ieH B OTAC] TEXKOHTPOJIN 3a6€0YI0UUM.
b) 3agedyrowgum Anexcanap Heaxosuy 66UT HaNpasieH B OTAEN TEXKOHTPOJIA.
QUESTION: 3apenyomuit HanpaBuI AtekcaHapa FIBaHOBHYa B OTHEN TEXKOHTPOJA?
‘Did the chaiman send Alexander Invanovich to the department of techincal
control?’

18. a) MockoBckuit XypHaituct KpeutoB 6eUT KOMaHIMPOBaH //

B 06/1aCTHYIO ra3eTy pedaxmopos.
b) Pedaxmopom MockoBCKU M XypHanucT KppUloB 6bLT KOMaHAMPOBAH //
B 00JIaCTHYIO rasery.
QUESTION: Pespaktop xomMaHaupoBan KpbeUtosa B 06acTHYIO rasety?
‘Did the editor send Krylov to the local newspaper?’

19. a) [NpeacraBurens MunduHa ObUL NpHUCIaH B KOMMepYECKHH GaHK pesu3opoM.
6) Pesusopom npencraButenb MuHbHHa 6bUT [IpUCIaH B KOMMepYeCKHi#t 6aHK.
QUESTION: [IpeacraButens MuHpHHa npUciaty B KOMMepUYeCKHI 6aHK peBU30poM?
‘Was the representative of the Ministry of Finance sent to the commercial bank as an
auditor?’

20. a) M3BecTHLIH NMpaBo3aIUTHHK GUI MPHIMALIEH Ha MEXIYHAPOIHBIN //
eXEroAHBIA CEMMHAP 8eCYUUM 1eKMOLOM.
6) Bedywum nexmopom U3BECTHBIN NpaBO3aMIMTHHK GbLT NpUrNameH //
Ha MEXAYHapOAHKIH eXeroqHH! ceMUHap.
QUESTION: Beayuiuit sekrop NpUIriaacKHI Ha CEMHHAp H3BECTHOTO MPaBO3ANIMTHHKA?
‘Did the leading lecturer invite a well-known advocate for human rights to the
seminar?’

21. a) 3acTyXeHHBI MacTep cropTa GbUT NpUTAAEH //
B KOMaHAY NepBOH JIHIY mpeHepom.
6) Tperepom 3acayxeHHHIt MacTep criopTa OsUT NpUTNAmEH //
B KOMaHIy NnepBoil TUrH.
QUESTION: 3acixyXeHHOIro MacTepa CnopTa NpUIIacHIH B KOMaHIy TpeHepoM?
‘Did they invite the experienced athlete to the team as a coach?’

22. a) Inpexrop HUH Grut nepeBeniéH B MUHHCTPECTBO HAYAAbHUKOM 21G6KA.
6) Havaasnuxom 2aaexa mupexrop HUH 6bu1 nepeBei€H B MHHHCTPECTBO.
QUESTION: Aupextopa HUH nepesenu B MUHHCTPECTBO HaYaJIbHHKOM IJ1aBKa?
‘Was the director of the research institute transferred to the ministry as a chief of a
department?’



23. a) OHa peKOMCHIOBaHA B CEKTOP YIOJIOBHOIO Npasa //
21ABHOIM HAYHHHIM COMPYOHUKOM.
6) I1aenbim HaYMHBM COMPYOHUKOM OHA PEKOMEHIOBaHa //
B CEKTOp YTOJIOBHONO [1paBa.
QUESTION: 'aBHEI Hay4YHBI} COTPYIHMK PEKOMCHIOBAN €€ B CEKTOp Mpasa?
‘Did the senior research colleague recommend her to the Law program?’

24, a) AMEPHKaHCKHIA CrieLtHaaHCT GbUT peKOMeHI0BaH //
B COBeT no pepopMaM 3Kcnepmon.
6) Ixcnepmom aMEepUKAHCKHIT CIELIMATHCT GRUT peKOMEHIOBaH //
B COBeT HO pedopMaM.
QUESTION: 3KcnepT peKOMEHIOBAI aMEPHKAHCKOTO CMIELHAIMCTA B COBET?
‘Did the expert recommend the American specialist to the council?’

THE DAT AMBIGUITY

25. a) Ha ce#t pa3 npuunock caeiaTs 3aMe4yaHue npedcedamenio KOOnepamuea.
b) IIpedcedamento koonepamusa Ha ceif pa3 MPHUILTOCH CAEAaTh 3aMeqaHUe.
QUESTION: [Ipencenarenb KoonepaTHBa caeal 3amMedaHue?
‘Did the director of the cooperative make a reprimand?’

26. a) [Tpuxoauyioch 0GBACHATL MHOTOE accucmenmy.

b) Accucmermy nipuxoaunoch, MHOroe oGbACHATS.

QUESTION: ACCHCTEHT Jo/DKeH 6bLT MHOroe oGBACHATD?
‘Did the assistant have to explain many things?’

27. a) U3 mraGa npykasaiu JOCTaBUTb UM TOILTMBO.

b) Ax 13 mTaba NpHKasaIH JOCTABUTH TOILTHBO.
QUESTION: OH# MOSyYHJIH NTPHKA3 A0CTaBHTh TOILUTHBO?
‘Did they receive the order to deliver the fuel?’

28. a) HyxHo mocoBeToBaTh 1exmopy NpoYHTaTh MaTepHan //
Ha 6oJiee aKTYaJIbHYIO TEMY.
b) Jlexmopy HyXHO IMOCOBETOBATH [TPOYHTATH MaTepHaT //
Ha 6osiee aKTYaIbHYIO TEMY.
QUESTION: JIexTopy MOCOBETYIOT NPOYHTATh Goee aKTyaIbHBL MaTepHat?
‘Was the lecturer advised to give a talk on a more current topic?

29. a) Heob6xonuMo HanpaBHTL 21a8HOMY unxcetiepy //
3arnpoc Ha Bcé TpeGyeMoe oGopynoBaHHe.
b) [naeromy unxcenepy HeoGXo0AMMO HaNpPaBHTB 3anpoc //
Ha Bc€ TpeGyeMoe oGopynoBaHHKe.
QUESTION: 'nmaBHOMY HHXeHepy GyAeT HanpaBleH 3anpoc Ha o6opyaoBaHue?
‘Will they send a request for equipment to the chief engineer?’

30. a) [puxoautcst OGBACHATD NPUHLIHNE TOPTORITH Npenodasamensm.
b) IIpenodaeamensm npuXoauTCs OOBACHATH MPHHIIMITEL TOPTOBJIH.

QUESTION: [1peanonaBaTensiM OOBACHAIOT PHHLIMITK TOPFOBIK?
‘Do they explain the principles of commerce to the instructors?’
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31. a) [TpHxoaUTCS NOKA3HBATH MACMEPAM, KaK JOGHTHCH //
TOYHOCTH IPHCBEPICHHH.
6) Macmepam NPUXOAMTCA NMOKA3BIBATH, KaK AOOHUTBCH //
TOYHOCTH [IPHCBEPACHHH.
QUESTION: MacTepa NoKa3sBaloT, KakK J0GHTECA TOYHOCTH?
‘Do the experts show how to achieve precision?’

32. a) CenoBajio emié Buepa BPYUHTh npedcmasumento opaxomumema [/
JNONTOXAAHHYIO Harpaay.
6) [Tpedcmaeumento opexomumema cieR0BIO elE BYEpa //
BPYYHTD JOJITOXIAHHYIO Harpany.
QUESTION: [TpeacTaBHTeh OPrKOMHMTETA J0JDKEH GBUI TOyUHTh Harpamy?
‘Did the representative of the organizing committee have to receive the award?

33. a) JIerko NOAIHHSATHCS IMOMY He06eKy.
6) Imomy ueso6exy nNerko NOXIHMHATHCA.
QUESTION: 3T1oT yenoBek Jierko cebe mogunHaer?
‘Is this man easy to obey?’

34. a) JaBHO nmopa BepHYTb Mauie 3Ty KHUTY.
6) Mawe naBHO TOPa BEPHYTh 3TY KHHTY.
QUESTION: Mamie KoJDKHH BEPHYTb KHHIY?
‘Did they have to return the book to Masha?

35. a) HeoGxomuMo 10Ka3aTh 3KOHOMHYECKYIO LIeJlecoo6pa3sHoCTh //
3TOro U3006peTeHUs1 mexnuuecKkomy omadeny.
6) Texnuneckomy omdeny Heo6XoAMMO NOKA3aTh //
3KOHOMHYECKYIO LeecooGpa3sHOCTE 3TOro H306peTeHHA.
QUESTION: TexoTaeh JoJDKEH A0KA3aTh 3KOHOMHYECKYIO LieJIeco06pa3HOCTS?
‘Did the department of technical control have to show the economical efficiency?

36. a) Cieayet npenocTaBUTh adeokamy Bce cBeneHus //
0 pe3yJIbTaTax pacciieA0BaHMS.
6) Adeoxamy caenyert rpefOCTaBHTb BCe CBEAEHUS //
0 pe3yJIbTaTax paccie0BaHHA.
QUESTION: AIBOKATY JOJLKHH OHITh NpefocTaBIeHE BCe CBEACHHA?
‘Did they have to provide the attorney with the complete information?’



APPENDIX 3: Experimental Materials for Experiment 3 (Chapter 7)

SPLIT DPs

1

Tocmunas npyAMPIHMBOMY FOCTIO MOHPABWIACH CPA3Y XCe.
Komnama npuaupYHBOMY rocTIO ITOHPABHJIACH CPA3Y XCe.
Tocmunas npyaANpPIHBOMY rOCTIO TOHPABHIIACH_KOMHAMA.
Coaneyras NpUINPUXBOMY FOCTIO MOHPABHJIACh KOMHAMA.

Living/room the picky guest liked sunny/immediately.’

Aexcyprozo BH3BAIH 110 MECTHOMY PAMO 2POMKO.
Maiiopa B3BUH 10 MECTHOMY PaZIHO 2POMKO.

Jexcyprozo BH3BaIH 110 MECTHOMY PaIMO_Maiiopa.
Tiopemto20 BH3BAIH 10 MECTHOMY palMO_Maiiopd.

‘On duty/major they called jail/loudly on the radio.”

Boavnozo HaBemana cocenckas 1eBOYKA pezyAApHO.
Mxoavkuxa cocenckas 1eBOUKA HABELIANA Pe2yaspHO.
boavrozo HaBemana coceacKkan 1eBOYKA WKOALHUKG.
Jlexcayezo Hasemana coceaCKas AeBOUKA_WKOAHUKA.

' The sick/schoolboy a neighbor’s girl visited bed-ridden/regularly.’

3yb6roz0 6ouTcs MaJIeHBKUI pe6EHOK o4eHb.

Bpaua 6ourcst MateHbKHIt pe6EHOK oxenb.

3JybHoeo 6Gourcst MaleHbKHH peGEHOK epaya.

Cmapozo Goutcst MAIEHbKHIL peGEHOK 8paua.

‘The dentist/doctor the small child is afraid of oldfvery much.’

Psrdoeozo npucnan xkomaHgup GaTansoHa Gsicmpo.
Coadama npucnan KoMaHIUp GaTanboHa Gsicmpo.
Padoeozo npucnan koMaHaup GaTaIbOHa condama.
Onumnoeo NMpHCAAI KOMAHOMD GaTanboHa condama.

The private/soldier the battalion commander sent experienced/fast.’

bespabomnozo apectosanu cotpyauuxku KI'B cayuaiino.

Huxcenepa apecrosanu cotpynHuku KI'B cayuaiino.

bespabomuozo apectoBanu cotpyaHuku KI'B_unacenepa.
Hrocmpannozo apectopanu cotpymiuku KI'B unacenepa.

‘The unemployed/engineer the KGB agents arrested foreign/by mistake.’

IIpoxoxcezo ucrryTan BOOKTENb CKOPOM MMOMOLIM CUPEHOI.
Cmapuxa ucnyra BOOUTEIb CKOPO ITOMOIILH CUPEHOL.
Xpansuiezo ucriyran BoauTeb CKOpOii MOMOILK cmapuxa.
[Ipoxoxcez0 ucryran BOOAUTENb CKOPOH MOMOULH C/Mapuxa.

' The passer-by/old man the ambulance driver scared snoring/with the siren.’

Heuseecmnozo yBuaeaM UTpaloUIHe AETH 6HE3ANKO.
Yenogexa yBHACH UTPAIOLINE ICTH GHEIANKO.
Heusgecmnozo yBuneIH Urpaiomue AeTH ¥ed06exd.
H3Mo0cOénH020 YBUOCH UTPAIOIIHE RETH_¥er06exd.

‘An unknown/man the playing kids saw emaciated fsuddenly.’



10.

1.

12.

13.

14.

15.

16.

ITnennozo npuBeu Ha ouepeIHOR XONPOC 3aceemno.
Kanumawna npusenyu Ha ouepeaHO#| JOTIPOC 3acsemio.
Irennozo npuBeaH Ha oYepeAHOH AONPOC kKanumaxa.
Duncxozo NPHBESIH Ha OUYEPEXHOR NONPOC KANUMAKa.
*The prisoner/captain they brought for next interrogation Finnish/at dawn.’

be3npusoprozo roHsUTH TOProBLUKI C PHIHKA NOCMORKHO.
Massquwxy roHSUTH TOProBU C PHHKA NOCMOAKHO.
be3npusoprozo roHsUTH TOProBUL! ¢ PHIHK3 MAAbYULUKY.
Paccepxcerr1020 TOHSUIA TOPrOBUKLL C PhIHKA MaAb4UWKY.
‘The homeless/boy the merchants were chasing away from the market angry/constantly.’

Huweii nogaBan MECTHHIE MPUXOXKAHE Heyacmo.
XKernwune mofgaBamy MECTHHIE IIPHXOXKAHE Heyacmo.
Huweii nonaBaH MeCTHHIC NPUXOKAHE JCEHUUNKeE.
Hoeoii nonaBanmu MeCTHEIE MPHXOXAHE MCEHIYUHE.

‘The begger/woman they local parishioners gave money new/rarely.”

3Haxomoz20 paccripalIMBaJIi HalK APY3bs nos4aca.
Joxmopa paccnipalliMBaIK HALIK APY3bS NOAHACG.
3naxomMo20 paccnipallMBaIH HAaLIH APY3bsi_doxmopa.
Cenbcko20 paccTipamiMBany HallK APY3bs_ Joxkmopa.

‘The acquaintance/doctor our friends kept asking questions country/for half hour.’

Apecmoeanrozo npuBe3ny 8 ByTHpCKYIO TIOpEMY OHeM.

Bopa npuseanu 8 ByTHpCKylo TIopbMY OHeM.

Apecmoeanrozo npuBe3nH B ByTHpCcKyIo TIOppMY_g0pa.

H3eecmuozo npuseanyu B ByTHpcKylo TIOpbMY_80pa.

‘The arrested/thief they brought to the Butyrskaja jail well-known/in the afternoon.’

Ocyxc0€HH020 BHBESIH U3 3aJ1a CYAa 6 HAPYYHUKAX.
IIpecmynnuxa BHBeNH U3 3aJ1a CYIA 8 HAPYYHUKAX.
Ocyxcdénro2z0 BLIBEITH U3 3aJ1a CY/a_NPeCMYnHUKQ.
H3myuennoz0 BBIBEJIH U3 3aN1a CY[Ia_NPECMYNHUKQ.
‘Indicted/criminal they led from the court room exhausted/cuffed.’

ITocmoeozo BriCITyHIAN MPHEXaBUIXI C/IEIOBATENb GHUMAMENLHO.
Muauyuonepa BricayIIan npHexaBUIHik ClIeIOBaTENb GHUMAMENLHO.
[Tocmosozo BHCTyIIAN MPHEXaBIIMIt C/IEOBATE/Ih MUIUKUOHKEDQ.
Uexcypuswezo BHCIYIIAN NpHEXaBUIMI ClIeOBATENh MUALLUOHEDQ.
‘The traffic/cop the detective listened to on duty/carefully.’

ITocmpadasuwezo nocraBunu B 6amxkaliuryio GONBHMILY nocnewHo.
Bodumeas nocraBunu B 6auxaitiryio 60JRHULLY nocnewno.
ITocmpadasusezo nocraBuiu B GHxaiinyio GoNMbHULLY godumens.
Yemano2o nocraBuny B 6nuxalinryio 60abHUILY, godumens.

‘The injured/driver they took to the nearest hospital tired/hurridely.’
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Baxmennczo Bui3Basl KOMAHIUP KOpa6is nemedaexro.

Havansuuxa Bpi3Ba KOMAaHIHP Kopabuist KemedreHHo.

Baxmennozo Bhi3BaI KOMAHIUP KOpaGiia navasbHuka.

Topnednozo BEI3Ba KOMaHAMP KOpabns_xavasshuxa.

“The officer of the watch/officer the commander of the ship called torpedofimmediately.’

Ynoanomouennozo HasHa4YATH B pa3HBIC KOMMHCCHY OCMOMPUMENsHO.
ITpedcmasumens Ha3Ha9YanH B pa3Hbie KOMMUCCHH OCMOMPUMENBHO.
Ynonanomouennoz0 HasHaYaH B pasHble KOMMHCCHY npedcmagumens.
Cmapamenstozo Ha3HAYaIH B pa3HLEIE KOMMHCCHM npedcmasumens.

‘The authorized/representative they appointed to different commissions assidious/carefully.’

Yuénozo npurnacun paioHHLIA MPOKYpOP Hanpacxo.
IJkcnepma npuriacwi paikoHHBIA MPOKYPOP Hanpacko.
Yuénozo npurnacun paifoHHBIN NPOKypop_Jkcnepma.

Baxcrozo npurnacui paitoHHBI NPOKYpOp Akcnepma.

‘The scholar/expert the district D.A. invited important/for nothing.’

Cmenozo Gontes mobas myns ecezda.

Kazaxa Goutcst mo6as myns ecezoa.

Cumenozo Gonrea mobas ynA_kazaxa.

Xugozo 6outcs mobas mynd_xasaxa.

' The courageous/cossak any bullet shies away from live/ahways.’

Boennonaennbix HanpaBWIH Ha IECO3arOTOBKH 64epa.
Yex06 HanpaBUIIH HA JIECO3arOTOBKH 6%€pa.
Boenronsennsox HanpaBWIH Ha JIECO3arOTOBKH_4€X06.
Hogbsix HanpaBUIIM Ha JIECO3arOTOBKH_¥EXos.

‘The POWs/czeck they sent to timber cutting new/yesterday.’

bop3yio xyninnu Haim cocenu dewedo.

Cobaxy KynWwIH HalllK COCeU Oelweso.

DBop3yo Kynuiu Halu coceau_cobaxy.
Illymuyro Ky HalllK COCeqU _cobaxy.

*The borzoi/dog our neighbors bought loud/cheap.’

becnapmuiinozo BuiGpany B oGIIHIL IPE3UIUYM eOUHO2AACHO.
Komnozumopa BriGpanu B 06K Mpe3UAMyM eduno24acHo.
becnapmuiinoeo BriGpany B oGIIMI Npe3HINYM KOMNO3umopa.
3namenumozo BHGpaH B 0GLIMIL Ipe3UINYM koMnosumopa.

“The non-party member/composer they elected into the presidium famous/unanimously.’

ITsanoz0 oTIpaBHIH ONHOIO OMOM Hanpacko.
ITpuameas oTripaBWIIM OAHOTO KOMO#H nanpacuo.
IIear020 OTTIPaBIIM ODHOTO JOMOW_npus
Bpednozo otnpaBwIu oaHoro AomMoit ngwtm

"The drunk/friend they sent home nasty/unfair.’
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Bedywezo 3ameHsUT reHepaTbHBEIA AUPEKTOD 6PEMEHHO.
Huxcenepa 3aMeHSUT reHepaIbHbIA THPEKTOD 6PEMERHO.
Bedyuezo 3aMeHST FeHepaTbHBII THPCKTOD_ukcerepa.
Yiuedwe20 3aMeHSAN reHEPANBHHI AUPEKTOD UHNCEHEPA.
*The chieffengineer the senior director replaced gone/temporarily.’

Ipueancezo mocesnH B ydiiell FOCTHHHLE CHEKUAAbHO.
Hauaabnuxa nocesIutH B nydiseit FOCTHHHLIC CREYUAABHO.
ITpuesncezo moceTWIH B aydiiei TOCTHHHIIC HAYAAbHUKA.

0Ob6aacmiozo NOCEAWITH B Tyqliieii TOCTHHHLIC HAYAIbHUKA.

‘The visitor/executive they put up at the best hotel regional/purposely.’

Omodsixaiouje20 pasrIAANBaiIa MATEHbKasA AEBOUYKA NPUCMAALHO.
Iencuonepa pasrnsapiBajia MajleHbKAs 1€BOYKA NPUCMAABHO.
Omadsixarouieeo pasrnsibiBaia MaICHbKasA JeBOYKA NeHcuoKepa.
Tanyyowezo pasrianbiBaia MajleHbKAd AeBOYKA NEHCUOHEPA.

‘The relaxing/retired man the little girl was staring at dancing/intently.’

CocaarK020 pa3bICKMBAJ YTOJIOBHBIH PO3BICK N0ECiO0y.

Banduma pa3sicKWBaJ YTONOBHHIA PO3KCK noaciody.

Cocrannozo pa3piCKHBAN YTOJIOBHEL PO3bICK Oanduma.

Be21020 pa3hiCKMBaJT YTOROBHBIA PO3BICK Oanduma.

‘In exile/gangster the criminal investigation department was looking for
es here.”

Tono0darougux 3BaKynpoBaK B I0XHYIO I'YGepHUIO medrenHo.

Kpecmban 3BaKyHpoBaTH B I0XHYIO YOEepHHIO Med1eHHO.

lTonodarouiux 38BaKyHpoBaJIH B I0XHYIO TYOEpHHUIO_KpecmbaH.

Boaxccxux 3BaKyupOBaIH B 10XKHYIO ryOepHHIO_kpecmbaH.

‘The starving/peasants they evacuated into the southern region the Volga/slowly.

Hanadarowezo ynanun rjaaBHBR CyIbsi peuwsumensHo.

Dymboaucma yIATUN TNABHBIA CYIbS Peusumensro.

Hanadarouwezo ynanun rnaBHui cyxssa grymbosucma.

HeG6pexcrozo ynanwit rnaBHHi cynbs gymboaucma.

‘The forward/soccer player the referee removed from the field sloppy/resolutely.’

Hapounozo 3axBaTHIIH NleCHbie NAPTH3aHKI HeOdBHO.
Kypsepa 3axBaTHIH NIeCHBIE MTapTH3aHH HEAAGHO.
Hapourozo 3aXxBaTWIHK NNeCHbIE NapTH3aHBL KYpbepa.
Taiinozo 3aXBaTHIIM JIECHBIE NAPTH3aHKL Kypbepa.

‘The messanger/courrier the guerrillas captured secret/recently.

Yaco020 CMEHWIH C HOYHOTO NOCTA 8HE3ANHO.
Kypcarnma cMeHWIH ¢ HOYHOTO MOCTA 6KE3aNnHo.
Hacogo20 cCMEHWIH C HOYHOTO NOCTA_Kypcawma.
Cmapuiezo cMeHWIH C HOYHOTO MOCTA_Kypcanma.

‘The sentry/cadet they changed from the night shift senior/unexpectedly.’
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SPLIT PPs

1. B eannyro BepHyACS cocell 110 KBAPTHPE 00pamHo.
B xomnamy BepHYNCS cocell [10 KBapTHpE ofpamHo.
B eannyro BepHyica cocell 10 KBAPTHPE KoMHamy.
B Goasuyro BepHYics cocell [0 KBapTHpPE_KoMHamy.
‘Into the bath/room the neighbor in the apartment returned big/again.

2, O 3raxoMoii BCTIOMMHAI MOt JBolopoaxbiit 6paT nocmostHo.
O cmydenmxe BCIOMHHAT MOt IBOIOPOAHBINA 6paT nocmosrno.
O 3naxomoii BCIIOMMHANI MO JBOIOPOAHBIN OpaT cmydenmice.
O kpacugoii BCIOMHHAJ MO IBOIOPOAHBIY GpaT_cmydesmie.
‘About the acquaintance/student my cousin through beautiful/constantly.”

3. K nocesroi noAroToBHIOCH NEepeNOBOE XO3SMCTBO Grecmaiye.
K xomnanuu noarotTosunocs nepefosoe Xo3ARCTBO brecmaue.
K noceénoii noAroTOBHIOCH NEpefoBOe XO3AHCTBO KoMnaruu.
K evibopHoii NOATOTOBHIOCH NIepeloBOE XO3AUCTBO_KOMNAHUU.
‘For sowing/campaign the foremost collective farm prepared election/impaccably.”

4. C 20pHuvHOi pa3roBapUBal HOBHIA MTOCTOSUTELl CNOKOLHO.
C degywxoii pa3roBapuBajl HOBHIA TOCTOSUIELL CNOKOUHO.
C 20pHuunoil pa3roBapHBAI HOBHI MOCTOSLIEL] Je8VuKod.
C He3naxomoii pa3roBapHBajl HOBBI MOCTOSUICL] Je8yuKou.

‘With the maid/girl the new visitor talked unknown/quitely.”

5. K npucaxcrbi o6paTUTCS OMBITHBIN aXBOKAT 0683amensHo.
K 3acedamensm oGpaTUTCS ONBITHBI aABOKAT 0683amMenbHO.
K npucaxcrbim o6paTuTCst ONBITHHRI aXBOKAT 3acedamennm.
K Hapodnsm 06paTUTCS ONBLITHEIA afIBOKAT. 3acedamennm.

"To the jurors/ the experienced attroney will speak people’s/definitely.

6. Y pyaeeozo oToGpan KanuTaH WITYpBaJl CE200HA.
Y mampoca oToGpai KanWTaH UITYPBaJ CE200HA.

Y pyaegozo oTo6pai KanuTaH IITYpBai_Mampoca.
Y neonsimuozo oToGpaN KaNKWTaH WITYPBAN Mampoca.

'Erom the helsman/sailor the captain took away the steering control inexperienced/today.”

7. Ha caenozo Habpocuiuch ABOpoBhie CO6aKH HeowcudaHHo.
Ha nonpowaiixy HaGpocHWIHCh ABOPOBbie COOaKH HEONCUIGHHO.
Ha caeno2o HaGpocHitKCh 1BOPOBhIe COGaKH nonpowaiixy.
Ha naxaastozo HabpocrIHCh IBOpOBBIe cOGaKH nonpowaiixy.

‘After the blind/begger the dors from the yard came insolent/unexpectedly.

8. Om npokaxcérnoz20 OTBOPAYHBUTHCH NEPEBEHCKHE XHUTEIH NOCNEUHO.
Om 6podazu 0TBOPaYHBATHCH JEPEBEHCKHE XKXHUTEJIH NOCNEUHO.
Om npoxaxcéino20 OTBOPAYHBATHCH NEPEBEHCKHE XHTETH 6podaau.
Om cmpawio20 0TBOPAYUBATHCH ePeBEHCKUE XKUTEH 6podaau.

‘Erom the leper/tramp the village people turned away ugly/hurriedly.
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Had mMépmesim cCKIOHUNACH MIavyIIast KECHUIHHA HU3KO.
Had meaom cxoHHNach MAavyIlias XCHIXHHA HUIKO.
Had mMépmesim cKIOHHNACH IUTAYyIIad KXCHILHHA Mme1oM.
Had x0a0dnbt4 CXMOHWIACH INAYYIIAs XCHITHHA me1oM.

“Over the dead/body the crying woman was leaning cold/low.”

Y 6ednvex 3a0panu nocieHUE ACHBIH 64epd.
Y aio0eit 3a6pamu nocieaHHe ACHBTH 6%epa.
Y Gednoix 3a6panu rocneaHre ACHBIH alodel.
Y ceascxux 3a6panu nociaeqHHe ASHBIU 0del.

‘From the country/people they took their last money poor/yesterday.”

Ha xpomozo HabGpocunach pazpsipEHHas ToJIna Gsicmpo.
Ha xanexy HaGpocwiach pazpapEHHas Torma 6scmpo.
Ha xpomozo Habpociiacs paskapEHHASA TONIA Ka1eKy.
Ha mpavnozo Habpocuace pa3bsipeHHAS TOJIA Ka1exy.

‘On the limpi pple the enraged crowd pounce goomy/fast.”

Ha pabouezo Boanarany GonblIne HAXCKABI HANPACHO.

Ha napenska Boanaraiyu Gobilive HafleXIbi HANPAcHo.

Ha pabouezo Boanarany Gonbiline HaoeXKAK_napenska.

Ha pewumensnozo Boanarany Gosblive HaXEeXIL NapeHbia.

‘On _the working/young man they put many hopes determined/in vain.”

C noauyetickum NPpHKTIOYANUCH PAa3HBIe HCTOPHH eNceGHEsHO.
C cepxcanmom NPUKITIOYATHCH Pa3HEIE HCTOPHH eNceOHEBHO.
C noauyelicxum NPUKNIOYATHCh Pa3Hbie HCTOPHH CEPICAHMOM
C omcmasgHsm NPHKITIOYATHCh Pa3HEIE HCTOPHH ceMmou

‘To the policeman/sergeant all kinds of situations happened retired/every day.

C deopoebimu 06IATUCH XYTOPCKHE KPECTBSIHE 0XOMHO.

C ar100smMu 0GIIANTUCEH XYTOPCKHE KPECTRAHE 0XOMHO.

C dgopoebimu 06LIATHCH XYTOPCKHE KPECThsIHE A0dbmu.

C pedxumu oGIMIAIHCh XYTOPCKHE KPECThAHE 2100bMU.

‘With the home/servants the farm peasants communicated few/happily.”

Ileped 6amanborHbM BHICTPOWIMCH MOJIOARIE HOBOGPAHIIL nocMeneHHo.
ITeped xomanOupom BHICTPOWIHCH MOJTOZbe HOBOGPAHLIBI 10CMenerHO.
Ileped 6amanbonribis BEICTPOWIMCH MOJIOABIE HOBOOPaHIIBE KOMaHOUPOM.
Ileped Hedo60bHBIM BHICTPOWITHCH MOJIOZbIC HOBOOPAHIIBL KOMAHOUDOM.

‘In front of the batallion/commander the young recruits lined up dissatisfied/gradually.”

C Heycnesaoujum 3aHUMANICA NYMIIHA CTYIEHT docmamo4Ho.
Co wKeAbHUKOM 3aHUMAICH JIYIIHH CTYAEHT d0cmamouHo.
C neycnesaowum 3aHHMAJICH JYYIIHIA CTYACHT_WKOALHUKOM.
C TaaHTIUBHIM 3aHHMANCA JYYIIIHHA CTYNCHT WKOALHUKOM.

‘With the baclaard/schoolboy the best student studied gifted/long enough.

C bepemeniroli rynsn MonozIoMH YesioBeK doa20.
C xceHol TyasLT MOJIOROH YeoBeK d0420.

C bepemenHol TymnsUT MOJIOZOW YeIOBEK_MCEHOU.
C roH0li TYASLN MONIOAOY YeIOBEK_MCEHOi.
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B doxaadnoii nepeunciieHl GRUTH Bce YHaCTHHKH NOUMEHHO.
B 3anuckxe nepeuncieHb! GhUTH BCC YYACTHHKH NOUMERHO.

B doxnadnoi nepedrciieHE GEUTH Bce YYaCTHHKH Jgnucke.
B cexpemnoii nepeurciieHnl GLIH BCe Y4aCTHHKH Janucke.

H3-3a Kkpécmnoii BOTHOBAJICA MOJIONOH YENIOBEK 00WYHO.
H3-3a mamepu BOTHOBAJICA MOJIOAOH HEIOBEK O6MYHO.
H3-3a xpécmnoi BOMHOBAJIC MOJIONO YeNIOBEK Mamepu.
H3-3a cmapoii BONMHOBAJICS MOJIOAOH 4eIOBEK Mamepu.

3a cymacuedwum npuexanu U3 6nmxaiiureil GONLHULIBL MZHOBEHHO.
3a nayuenmom npuexany U3 Gnxaitmeit GONLHHITL MZHOBEKHO.

3a cyamcueduum nprexau U3 Gamxanmed GONbHULIL NAUUEHMOM.
3a becnoxoiinbiu Ipuexatn U3 Gmokaitmeit GobHULILL nAUUEHMOM.

3a caA3nbim IOCHAT TAPTHU3AHCKHIE KOMAHAUP HEOXOMHO.
3a paducmom TOCHAI NAPTH3AHCKHA KOMaHIND HEOXOMHO.
3a ceA3KbM TIOCTANT TAPTH3AHCKUA KOMaHAMP PGaucmox.
3a 6oeabix NMoCaAT NMAPTU3AHCKHIT KOMAHIUP paducmom.

Hao ymupsrowum duTa CBAMIEHHHK MOJUTBH NEYaAbHO.
Had cmapuxom yuTan CBAMLIECHHHUK MOJTMTBH A€YAAbHO.
Hag ymupsarouum 1viTan cpsilteHHUK MOJHTBH_CMapuKoM.
Hag cmpadarowum yuTai cBAIEHHUK MOJUTBH_CMAPUKOM.

Y npudeoprozo cobupavch TalfHEIE 3arOBOPLIHKH eNCEGHEBHO.
Y xydoxmcnuxa cobuparnch TalHBE 3arOBOPUIHKH exCedHEGHO.
Y npudeoprozo cobupanuch TaliHEE 3arOBOPUIHKH XYIONCHUKA.
Y uzeecmrnozo co6upanuch TaitHble 3arOBOPIIHKH XYOONCHUKA.

IIpo ceamozo paccKasknBaIH YyNEeCHbIE JIEreHIB JdGHO.
IIpo kHA38 paccKaspBaIH YYAECHBIE IeTeHIR Ja6HO.
IIpo ceamozo paccKa3hBaiH YydECHBIE JIEre HAB KHA3A.
IIpo xueecko20 paccKa3niBaIM YyACCHHIE IETCHIB! KHA3A.

Y necuacmrnozo norubna Best ceMbs cpasy.
Y ronowu noruGna Bcs ceMbs cpasy.

Y necuacmrnozo nornGaa Bes CeMbSI_IOHOWU.
Y 3mozo noruGna Bcst ceMbsI_1OHOWU.

Om 36enbe8020 BEpHYNCA KONXO3HBIt MEXAHHK 3aNOAHOYS.
Om 6puzadupa BepHYNCS KOJXO3HBI MEXaHHK 3GNOAHO4b.
Om 38erbe8020 BepHYNCS KONXO3HBI MeXaHUK Gpuzadupa.
Om nosego20 BepHYJCS KOJIXO3HBI MeXaHUK Gpuz2adupa.

K yuacmxoeomy oTIIpaBHIIHCh CEPIUTHIE COCEAN HeoOOYMaHHo.
K Munuyuonepy oTnipaBHIHCH CEPANTHIE COCEAM HEOOOYMAHHO.
K yuacmicogomy oTIIpaBUITHCh CEPAMTRIE COCEIM MUTUKUOKEDY.
K cmapwemy oTripaBWIHCh CEpIUTHIE COCEAN MUAULLOHEDY.
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O 6e3ymuoM paccKa3biBaIH GaHTACTHYCCKHE HCTOPHH UCKPEHHE.
O nucamese paccka3nBaIH GaHTACTHHECKHE HCTOPHH UCKDENHE.
O 6e3ymuom paccKasnBAIH daHTACTHICCKHE HCTOPUY nucamene.
O demcxom paccKka3niBaIH (aHTaCTHICCKHE HCTOPHH nucamene.

C nodwegbrowm 3aHUMAICK Ha3HAaYCHHEII CTapNICKIACCHHUK CEpbeIHO.

C nuonepom 3aHUMAJICS Ha3HaYCHHBIN CTApLICKIACCHUK CEPbEIHO.

C nodwegpnbin 3aHHUMAIC Ha3HAYCHHKIN CTapHICKIaACCHUK NUOHEPOM.

C nenuabiM 3aHUMANCS Ha3HAYCHHBIN CTapIICKIaCCHUK NUOHEPOM.

O nodoneuHom TyMan CTapeloOlIHi JMOMIKA u3pedxa.
O pe6énke TyMai cTapeioiit JAM0MKa u3pedka.

O nodoneurom TyMaJl CTapelONHi AAMIOMIKA pebérke.
O pacmyuwiem qyMai cTapelomuit 14 mouIKa pebénke.

K ccouabiomy oTIpaBHIM MAPTHRHOIO Kypbepa MauuHod.
K cexpemapio oTripaBWIH MApTHITHOTO Kypbepa MAWUHOL.
K ccousHoMy oTIIpaBWIIH MapTHIHOTO Kyphepa cexpemapio.
K pationyomy oTTIpaBUIH MapTHITHOTO Kyphepa_ceKpemapio.

Al HezpamomHubix OTKPRUTA HOBYIO LIKOJTY A€MOM.
A= Gemeii OTKPELUTH HOBYIO LIKOJTY 4€MOM.

s nezpamomubix OTKPHUIM HOBYIO IIKOJTY demeil.
1= 3ae800cKkux OTKPBUTH HOBYIO IIKONY demeli.

APPENDIX 4: Experimental Materials for Experiment 4 (Chapter 7)

QUESTIONNAIRE A

SHORT FRAGMENTS

VERSION 1

1. locTuHasn

2. ConHe4yHas

3. dexypHoro

4. TiopemHoOro

5. BosabHoOroO

6. Jlexayero

7. 3yGHoro

8. Craporo

9. PanoBoro

10. OneiTHOTO

11. bespaGoTHoro
12. UHOCTpaHHOTrO
13. [Tpoxoxero

14. Xpansiero

15. HeunasectHOrO
16. UamoxaéHHOro
17. [TneHHOTO
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18. ®unckoro
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19. Becnipu3opHOro

20. PaccepxeHHOrO

21. Humieit

22. Hosoit

23. 3HakoMoro

24. Ceanckoro

25. ApecToBaHHOIO
26. U3BectHOrO

27. OcyxnéHHoro

28. UaMyueHHOTO

29. IMoctoBoro
30. JexypHBuero

31. lMocTpasaBuero

32. Ycranoro

MEDIUM FRAGMENTS

1. BaxTeHHOrO BH3BaN

2. ToprieAHOTO BH3BAJI

3. YnonHOMO4YeHHOrO Ha3HAYaIH
4. CrapaTeIbHOro HasHavaaIu

5. YuéHoro npuraacui

6. Baxtoro npHriacun

7. CMejtoro GouTcs

8. Xusoro 6outes

9. BoeHHOIUIEHHBIX HAaIIpaBHIH
10. HoBeix HanpaBWIH

11. Bop3ayio kymuiu

12. HIyMHYI0 KYTHIH

13. BecnapTuitHoro BrGpanu
14. 3HaMeHUTOrO BEIOPAIH

15. [esAHOTO OTIIPABHIIH

16. Bpextxoro otnpaBuIH

17. Beoyniero 3amMeHsut

18. Ymemmero 3aMeHst

19. [puesxero Moceauan

20. OGmacTHOrO NOCEJTHIH

21. OTanIXalUIero pasrasasBana
22. Ta”HuylonIero pasriasiasBaia
23. CocJJaHHOTO pa3kICKHBAJ
24. Bernoro pa3pICKHBaN

25. Tonogaomux 3BaKyMpoBanK
26. Bo/DKCKHX 3BaKYHPOBaiIH
27. Hananawomero yaaawn

28. He6pexHoro ynanun

29. HapouHoro 3axBaTviu

30. TaitHoro 3axBaTHJIM

31. YacoBOro cCMEHHIH

32. Crapinero cMEHIWIH




VERSION 2

1. BaxTeHHOroO
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2. Topneanoro

3. Yo1HoMo4YeHHOIO

4. CrapareJbpHOro
5. Yu€Horo

6. BaxHoro

7. Cmenoro

8. Xusoro

9. BoeHHOIUTIEHHBIX

10. HoBeix

11. Bop3ayo

12. IlymHy10

13. BecnapTHitHoro

14. 3HaMeHHUTOro

15. [IsaHOTO

16. Bpennoro

17. Beayuiero

18. Ymeawmero

19. [Npuesxero

20. O6nactHOrO

21. Otasixalomero

22. TaHiylomero

23. CocslaHHOroO

24. Bernoro

25. Fonoaaomux

26. Bosmokckmx

27. Hanagaomero

28. HeGpexworo

29. HapouHoro

30. TaitHoro

31. YacoBoro

32. Crapiero

MEDIUM FRAGMENT

1. F'ocTHas noHpaBWiIach

2. ConHe4Hast TOHpaBHJIACh
3. JlexypHOro BH3BaIH

4. TiopeMHOro BHI3BaJIH

5. BosnbHOro HaBemIana

6. Jlexayero HaBemana

7. 3y6Horo Gourcs

8. Craporo 6ourtcs

9. PanoBoro npucaan

10. OnuTHOTO IpHCAAT

11. beapa6oTHOro apecToBalH
12. UHocTpaHHoOro apecToBaIy
13. [poxoxero Hcmyran

14. Xpansmero ucryran

15. HeusBecTHoro ysiaeau




16. U3aMoXOEHHOIO YBHAEIH
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17. IlneHHoOrO NPHUBEAH

18. OuHcKoOro MpUBeaH

19. BecnpH30pHOro roHsIH

20. PaccepXeHHOIro roHsuTH
21. Hueit nogaBatu

22. HoBoit monaBau

23. 3HaKoMoro paccrpanrHBaIi

24. CenbCcKOro pacnpamuBanHi

25. ApecToBaHHOIO [IPHBEIH

26. U3BecTHOrO MPHBEITH

27. OCyXI€HHOTO BHIBEJIH
28. UamyueHHOro BHBEIH

29. [TocToBoro BHCIyIIAT

30. dexypuBiIero BEICTyIIAT

31. [ocrpagaBuiero AocTaBHAN

32. YcTanoro 1ocTaBHIH

QUESTIONNAIRE B
VERSION 1
ONE WORD INSTRUCTIONS

1. BaxTreHHOro BH3BaJ KopaGe/JbHbIH KOMAHIMD

2. ToprnieHOTrO BBI3BaJ KOpaGe/bHbI KOMaHINUD

3. Yno/siHOMO4eHHOro Ha3Ha4YalM B pasHEe KOMMCCHHU
4. CrapaTejJbHOro HasHa4YaIu B pasHbele KOMMCCHU

5. Yyéxoro npumiacuwiI patloHHEI! MPOKypop

6. Baxxoro npuriaci1 paiioHHBIA MpoKypop

7. Cmenoro Goutcs moGas myast

8. Xusoro Gourca mo6Gas myns

9. BoeHHOIUTEHHBIX HAalIPaBHJIH HA JIECO3arOTOBKH
10. HoBbix HanpaBWIK HaNpaBHIH Ha JIeCO3arOTOBKHU
11. Bop3yio Kynmiwiu Hal cocean

12. [MIyMHY10 KYyTTHJIH HalIH COCEOH

13. BecniapTHitHoro BLGpaTH B OGIIMIT TPE3HAHMYM
14. 3HaMeHHTOrO BHOpaTH B OOIIHIA NPE3HANYM

15. [TestHOTO OTNPaBHJIH OQHOTO ZOMO#L

16. Bpeaxoro oTnpaBHIM OTHOTO AOMOM

17. Beayuiero 3aMeHsUT reHepaIbHLIN IHPEKTOP

18. Yeamero 3aMeHsUI reHepaTbHHIN TUPEKTOD

19. Ipueaxero noceMIH B Ty4mIeH rOCTUHHLIE

20. O6sracTHOrO MOCENWIM B Jy4le#i TOCTHHHLIE

21. Otasixaoniero pasrnaAbBaia MaleHbKas JeBOYKA
22. TaHuUyOmero pa3rnsaaniBala MaleHbKas JeBOYKa
23. CocsraHHOTO pa3biCKHBAJl YTONOBHEIN PO3BICK

24. Beryoro pa3ssiCKHBal YTOJIOBHEIA PO3BICK

25. F'onogaomKX 3BaKyUPOBATIH B I0XHYIO ryGepHHIO
26. BoyDKcKHMX 3BaKyHpPOBATH B I0XHYIO ryGepHHIO
27. Hananaiouiero ynaaut riaBHKIMA cyaps




28. HeGpexHOro yfaunn rinaBHbIi Cyans

29. HapousHoro 3axBaTWiH JIECHRIC MAaPTU3aHE
30. TaitHoOro 3axBaTWiIH JICCHEIC MAPTH3AHB!
31. YacoBoro CcMEHHIH C HOYHOTO M0CTa

32. Crapuiero CMEHHIH ¢ HOYHOTO [ocTa

ONE NOUN INSTRUCTIONS

1. FocTHHas MOHpaBHAACh PHAMPIHBOMY [OCTIO
2. ConHe4Hast MOHPaBHJIACh MIPHIMPYHBOMY FOCTIO
3. lexXypHOro BHI3BaIH [10 MECTHOMY PAallHO

4. TiopeMHOro BBI3BAJIM [10 MECTHOMY PaHO

S. BonsHoro Hasemana coceckast AeBOYUKa

6. Jlexa4ero HaBemana coceackas AeBOYKa

7. 3yGHoro 6ouTCcs MateHbKH#t peGeHOK

8. Craporo GouTCS MaleHbKHIt peGeHoK

9. PaanoBoro npuciiai KoMaHAMp GaTajibOHA

10. OnbiTHOrO MPHCJIa KOMAHAUP GaTaIbOHA

11. Beapa6oTHoro apectrosanu coTpyaHHku KI'b
12. MHocTpaHHOrO apecToBanu cotpyaHuku KI'b
13. ITpoxoxero ucnyrai BoauTeN b aBTOOYyCca

14. Xpansinero UcIyral BOAMTeNb aBTOOyca

15. HeusBecTHOro yBUAENH HUIpaloLIHe AETH

16. U3MOXAEHHOTO YBHAEIH UIPAIOIIHE IETH

17. [lneHHOro MpHBENM Ha OYEepPENHOM JOMPOC

18. PuHCKOro nNpuBeNH Ha OuYepeaHON JOMpOC

19. Becrpu30pHOro roOHSM PEIHOYHBIE TOPrOBLIB
20. PaccepXxeHHOTrO roHsUIH PHIHOYHBIE TOPrOBLIbI
21. Hue#t nogasanu MecTHRIE MPHXOXaHe

22. HoBoit moaaBa MECTHBIE [IPHUXOXAHE

23. 3HaKoMOroO paccrnpallHBany HalIH APY3bsS

24. Cenbckoro pacnpaurHBagy Hallu Apy3bs

25. ApecroBaHHOrO MpHBe3nu B ByTepcKyio TIopeMy

26. U3BectHOro npuBeanu B ByTeipckyio TiopsMy
27. Ocyxa€HHOro BbiBeJIH M3 3a1a cyaa
28. UamyueHHOIO BEIBEJIH M3 3aJ1a Cyla

29. MocToBoro BeICTYIIAJ NMpUeXaBIIKH CIEIOBATENb
30. JexypuBiiero seICTylIal IpHEXaBIIKii cle0BaTeNb
31. [MocTpaxaBmero OCTABHIM B OmKaiuryio GONbBHULLY

32. Ycranoro aoctaBuau B 6okaiinyio GoAbHHLYY

VERSION 2
ONE WORD INSTRUCTIONS

1. FocTMHas MOHpaBW/Iach MPHAMPIYHBOMY FOCTIO
2. ConHe4yHast MOHPaBHWIACh NMPUAMPUYHBOMY [OCTIO
3. JleXypHOI0 BRI3BUIH [0 MECTHOMY PalHO

4. TiopeMHOI0 BHI3BaJIH [0 MECTHOMY PaIHO

5. BonbHOrO HaBemaia cCoceACKast JeBOYKa
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6. Jlexauero Hasemana coceackas XcBoOYKa

7. 3y6Horo GouTcst MateHbKHI peGeHOK

8. Craporo Goutcs MaeHsKHIE peGeHox

9. PsmoBoro nmpucaag KoMaHaup GatarsoHa

10. OneiTHOrO NpHCAan KOMaHAHP GaTaNbOHA

11. Bespa6oTHoro apecroBanu corpyaHuku KI'b

12. MHoctpanHoro apecropanu cotpyaHuku KI'b

13. ITpoxoxero ucmyrat BoguTeh aBTobyca

14. Xpansiero HCIyran BOAXTENb aBTO6yca

15. HenspecTHOro yBHAGTH HIPAIOIIME ACTH

16. U3MOXIEHHOrO YBHAENH UTPAIOIINE XCTH

17. IneHHOrO MPHBEJIH Ha OYEPEXHOMN AOMPOC

18. OuHCKOro NpHBEIH Ha OYepeXHO XONPOC

19. BecripH30pHOTO rOHSUTH PHHOYHBIE TOPTOBLILI
20. PaccepxeHHOro roHsUIH pHIHOYHAE TOPrOBLIBI
21. Hume#t noaaBanu MeCTHHIE MPHUXOXAHE

22. HoBoit nogaBanyu MeCTHbIE IPHX0XaHE

23. 3HaKOMOr0 pacClpalIMBAIK HAIIK APY3b

24. CenbeKoOro pacrpaliMBaiyi HallH ApY3bs

25. ApecToBaHHOIO MPHBENH B ByTHpCcKyI0 TIOpEMY
26. UsBectHoro npuBeanu B Byrhpckyio TiopeMy

27. OcyXn€HHOTo BRIBEJIH U3 3a/1a Cyla

28. M3mMyueHHOro BRIBEJIH H3 3a]1a Cyaa

29. INocToBoOrO BRCAYIIAT NPHEXaBIIMI C/IeI0BATEND
30. Jexypusuiero BHCTyIIAT [IpUeXaBUIHHA C€0BATENb
31. INocTpanasiero OCTaBWIK B GIDKaiIIyI0 60NBHHILY
32. Ycranoro aocraBiin B Gnuxaiinyio 60JbHHLYY

ONE NOUN INSTRUCTIONS

1. BaxTeHHOro BRI3BaT KOpaGeabHI KOMaHIHUD

2. TopnenHoro Br3Bat KopaGeabHEI KOMaHIND

3. YnosHOMOYEHHOTO Ha3HAYaH B pa3Hbie KOMMCCUHM
4. CrapaTtesbHOro HasHayalu B pa3Hble KOMUCCHH

5. Yuy€Horo npuriacui palioHHHH MpoKypop

6. Baxtoro npuriacui palioHHBI! NPOKYpop

7. Cmenoro Goutcs mobast myas

8. Xusoro Gourcs mobas nyns

9. BoeHHOIUIEHHBIX HAMIPaBHJIK HA 1€CO3aTOTOBKH
10. HoBhIx HanpaBwIH HanpaBHIH Ha 1€CO3arOTOBKH
11. Bop3ylo KynWwiy HalllH coceau

12. IyMHyl0 KYITHJIM HaIlK COCEIH

13. BecnaptuitHoro BuGpaiH B o6UIHii Mpe3HaMyM
14. 3HaMeHHTOTO BHIGPaNH B OGIIMIA PEIHANYM

15. [IssiHOrO OTIIPaBHIIH OQHOTO AOMOH

16. BpeaHoro oTnipaBiin ogHOrO AOMO#

17. Benymero 3aMeHsUT reHepaabHLI THpEKTOp

18. Ymemmero 3aMeHs1 reHepanbHBIA AUPEKTOP

19. [Mpue3xero NoceMWIH B AyqIIeH rOCTHHHILE

20. O6nacTHOro MOCETMIM B JIy4Ile# FOCTHHHLIE

21. Otasxaomero pa3mIsSABBaIA MAIEHbKAS IEBOYKA
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22. Tanuylonero pa3rsaabiBala MaICHbKas JeBOYKA
23. CocnnaHHOrO Pa3bICKMBAN YTOJIOBHEII PO3BICK
24. bernoro pa3sCKHUBaN YTOJOBHEIA pO3bCK

25. F'onogalomIHX 3BAKYHPOBATH B I0XHYI0 ryGepHHIO
26. BoJDKCKHX 3BaKyHPOBRIH B I0XHYIO ['YGEpHHIO
27. Hananaiowmero yaanwi riIaBHE cybs

28. HeGpeXHOro yaamun rraBHEIH Cyass

29. HApo4HOI0 3aXBATHIN TIECHBIE NapTH3AHK

30. TajtHOro 3axBaTWJIM JICCHBIE MMapTH3aHK

31. YacoBoro cMEHHIH ¢ HOYHOTrO MocTa

32. Crapiero cMeHWIM ¢ HOYHOIO [10CTa
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Table D . %Adj Interpretations of Ambiguous N/ Adj Critical Element in Experiment 4
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SHORT MEDIUM LONG: 1 LONG:1
WORD NOUN

arestovannogo ‘arrested” o 0 125 62.5
bespartijnogo ‘not member" p] 0 Pl 0
besprizornogo ‘homeless’ 375 25 25 375
bezrabotnogo unemployed 50 0 125 375
bol’nago ‘sick’ 25 125 5 375
borzuju ‘borzoj” 375 0 375 375
Casovogo ‘sentry” 125 0 0 0
deZurnogo ‘on duty” 375 25 0 375
golodajusix ‘starving” 375 0 0 125
gostinaja ‘living-room” 0 0 0
napadjus€ego ‘forward’ 125 0 0
naroCnogo ‘courier’ 0 0 0 0
neizvestnogo ‘unknown® 75 375 75 75
nisCej ‘beggar woman® 5 0 125 125
osuZdennogo ‘convicted® 125 0 0 50
otdyxajuSCego ‘vacationer’ 62.5 0 0 25
plennogo ‘prisoner” 375 0 375 50
postovogo ‘traffic cop™ 50 25 0 375
postradavSego ‘injured” 0 125 0 25
priezZego ‘visitor™ 375 125 0
proxoZego ‘passer-by” 125 0 125
p’janogo ‘drunk’ 50 125 25
rjadovogo ‘private’ 125 125 125 50
smelogo ‘courageous’ 87.5 286 375 375
soslannogo ‘in exile® 714 0 0 125
ucenogo ‘scholar 125 0 0 0
upolnomoCerm. ‘authorized® 0 0 125 125
vaxtennogo ‘officer of watch 375 0 25
vedudCego ‘chief 375 0 5
voennoplennyx ‘POWSs® 0 0 125
znakomogo ‘acquaintance’ 286 25 125 375
zubnogo ‘dentist’ 100 0 50 100




Table E. %Adj Interpretations of Unambiguous Adj Critical Element in Experiment 4
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SHORT MEDIUM LONG: LONG:
1 WORD 1 NOUN

beglogo ‘runaway” 75 375 50 75

deZurfoSego ‘duty” 50 75 625 75

finskogo ‘Finnish® 100 100 75 100
inostrannogo ‘foreign® 100 100 100 100
izmoZdennogo ‘exhaust’ 100 875 100 100
izmudennogo ‘tortured” 75 875 100 875
izvestnogo ‘well-known™ 100 100 875 100
le2agego ‘bed-ridden’ 375 50 625 875
nebreZnogo ‘sloppy” 75 75 875 875
novoj ‘new’ 100 875 62.5 857
novyx ‘new’ 100 375 625 875
oblastnogo ‘regional” 100 85.7 75 875
opytnogo ‘experienced’ 100 100 875 100
rasserZennogo ‘angry” 100 100 875 100
sel’skogo ‘country” 100 100 875 100
solnenaja ‘sunny* 100 75 875 100
staratel’nogo “diligent’ 875 125 571 875
starogo ‘old’ 100 100 875 100
starSego 'senior 75 571 75 50

Sumnuju ‘noisy” 100 100 100 100
tajnogo ‘secret’ 100 875 100 100
tancujusego ‘dancing’ 875 28.6 50 75

tjuremnogo ‘jail’ 100 75 75 100
torpednogo ‘torpedo’ 100 125 286 57.1
uSedSego ‘gone” 25 0 0 50

ustalogo “tired’ 100 85.7 75 100
vaZnogo ‘important’ 100 100 100 100
volZskix ‘Volga’ 87.5 375 50 75

vrednogo ‘malicious’ 62.5 571 714 875
xrapja$Cego ‘snoring’ 75 429 75 75

Zivogo 'live’ 100 83.3 714 87.5
znamenitogo ‘famous’ 875 100 75 100
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