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ABSTRACT

In this work a proposal is made for the integration of Case into
syntactic and semantic theory. Case is the province of three components of
the grammar, each of whi¢h has its own internal structure. These are: the
domain of Case Incidence, whose rules govern the occurrence of relevant mor-
phological categories, in particular the Formal Cases, on the basis of syn-
tactic information; the domain of Functional Structure, which is the frame-
work relating Participant Roles (similar to Fillmore's 'Deep Cases') to
types of predicate; and the domain of Linking itself, which establishes
systematic correspondences between the morphological categories and the
participant roles.

In Chapter 1, these three components are laid out, The rules of
Case Incidence are a part of the syntax. They interact particularly close-
ly with Phrase Structure, but evidence is presented (from Japanese) which
suggests that the power of these rules goes beyond that of context-free PS
rules. Previous attempts to formulate partial theories of functional struc-
ture are reviewed,and a new and more comprehensive attempt is made, which
is localist in orientation: the concepts of Source, Goal, Theme and Path
play key roles. A system of binary features is iIntroduced, which 1s in-
tended to map out the whole domain, and to provide intrinsic connexions bhe-
tween types of predicate and types of participant role., Linking principles
are shown to be of two kinds, Semantic and Grammatical. Semantic linking
rules make use of the feature system to establish intrinsic connexions be-
tween particular formal cases and particular classes of roles. Grammatical
linking rules presuppose total orderings of the roles and cases respective-
ly, and establish links on the basis of priority determined by these order-
ings. Extensive illustrations of these various principles are given, from
Japanese and other languages. And the whole system is integrated with



Bresnan's 'Realistic Transformational Grammar'. The place of the Lexicon
in the application of all these components is crucial, and it is suggested
that lexical rules provide a neat formulation for the complex phenomena
of Verb Diathesis which interact with Case.

In the remaining four chapters of the work the system is applied
to the analysis of Classical Sanskrit. A substantially complete analysis
of Sanskrit phrase-structure and case-incidence 1s given. All the tradi-
tional cases are given representations in the framework which are 1llus-
trated in extenso. In Chapter 4, alternations in transitivity are investi-
gated from the standpoint of a theory of Sanskrit lexical entries. And in
Chapter 5, the Sanskrit Passive is discussed. Besides giving an analysis
of it as a Diathesis within the terms of the system, the chapter also shows
it to present evidence against other current theories of the passive, those
due to Relational Grammar and the Revised Extended Standard Theory.

Thesis Supervisor: Rene Paul Viktor Kiparsky

Title: Professor of Linguistics
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1.1 INTRODUCTION

The central topic of this work 1s Case: the part of grammatical
theory which concerns the means available for expressing the various re-
lations which may hold between a predicate and its arguments.l

A priori it is reasonable to suppose that this subject matter
;111 have been successfully analyzed if it can be made plain (1) just
what these relations are, (2) what are the properties of the formal
mechanism which is used to express them, and (3) how various atates of
the mechanism are correlated with the various relations of predicate and
argument. So expressed, this outline agenda for 'Case Grammar' is fairly
inexplicit as to what the properties of natural language in this area
will turn out to be.

It leaves open, for instance, the possibility that the formal
mechanism has no properties of its own: that its structure is essentially
determined when the predicate-argument relations in (1) have been speci-

fied, along with the correlations in (3). This would be a schematic

1Striccly speaking this 18 an oversimplification -- though one
that will hold good for the purposes of this thesis as a whole., It is
difficult to identify a predicate-word in an expression such as Drake's
drum; yet we should presumably want to analyze ' _s here as a case-marker.
It o might be thought necessary, therefore, to extend the domain of Case
Grammar beyond the definition given. However, this work will leave
untouched the analysis of such relations as partitivity and possession,
characteristically signified by adnominal genetives like this, All
the same, we shall have something to say about the syntactic incidence
of the genitive case itself. As examples like Minamoto's conquest of
Japan show, the genitive is one of the means available for the ex-
pression of predicate-argument relations, even if the mechanism is
usually put to other uses.
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account of Fillmore's position in The Case for Case (1968), where the in-

teresting task within Case Grammar is taken to be the identification of the
"deep cases" (i.e. types of predicate-argument relation), and little or no
attention is given to any language's surface-case or voice inflexion system
in its own right. Fillmore's account of the incidence of prepositions in
English, and his rule of Subject Selection, all clearly fall under (3,
since they make crucial reference to Deep Cases.

On the other hand, it might turn out that there is nothing in-
teresting to say about (1). The formal system of grammatical formatives
and their interactions might have a coherence of its own. And although
its elements and their combinations would have meanings, any account of
these which diverged from the order imposed by the formal mechanism would
inevitably be pilecemeal and unenlightening, at least if considered as a
contribution to linguistics.

This position is difficult to identify with any particular lin-
gulst's work. But its emphasis on the formal systems constituted by
linguistic forms, without reference to their interpretation in terms of
some universal semantic framework, is reminiscent of structuralism, both
European and American. Consider, for instance, these words of Hjelmslev:

D'une facon générale le systéme casuel n'est presque jamais le méme
en passant d'un état de langue & un autre. Les slgnificationus as-
signées 4 la catégorie des cas sont reparties differemment sur les
cas reconnus partla langue en question. Il n'y a pas un seul cas
finnois dont 1'étendue de signification soit le mfme que celle d'un
cas de 1l'allemand. Cela n'empéche pas de recomnaftre que le finnois
possdde des cas au méme titre que l'allemand. De méme, en passant
d'un systime casuel exprimé par des formants explicites 3 un autre
exprimé par des formants implicites, les significations de chacun
des cas deviennent differentes, mais la catégorie des cas ne cesse
pas pour cela d'exister. (1935, p. 69.)

For Hjelmslev, the system of formal oppositions which made use

of a certain set of categories was the essential feature of case-theory,

The categories he uses have a certain intrinsic semantic content (e.g.
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direction, coherence, subjectivity): but the array of possible semantic
relations that they implicitly define has no independent status, and no
role in universal grammar. The categories are used, often very metaphori-
cally, simply to give reasons for fitting each case into its place in the
matrix.

Closer to home, the "Revised Extended Standard Theory" (REST),
aspects of which are discussed in Chomsky and Lasnik 1977 and Chomsky
forthcoming, might also be seen in this light. In that theory, Deep Case
‘relations, (like all other semantic properties with which the theory deals),
are derived from properties of some level of syntactic structure:

We assume further that semantic relations such as Agent, Goal, Instru-
ment, etc. (what have been called *thematic' or 'case' relations in
various theories) are determined by the interaction of deep structure
configurations and lexical properties. Under the trace theory of
movement rules, which we assume here, surface structures suffice to
provide the relevant configurations, carried over under transforma-
tions from deep structure. (1977, pp. 448-9,)

Left like this, we should assume that the relations in question
were belng left to follow as a corollary of certain properties of syn-
tactic structure, with an extra sprinkling of randomness added by lexical
influence. Chomsky and Lasnik do, however, mention immediately below that
there are extra well-formedness conditions on Logical Form to be specified
(LF 1s the nearest thing REST possesses to a semantic representation): 8o
it 1is possible that this work might be supplemented with a theory of the
constraints holddng on these semantic relations. (The prospects for the
incorporation of an adequate representation of functional structure into
REST are discussed in 1.4.1.3, below),

It is noteworthy, however, that additions to REST having to do with
Case, proposed in Chomsky forthcoming all concern the use of case-marking

as a further formal constraint on the well-formedness of surface structures:

that is to say, they are a further elaboration of (2).
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It does not seem to be poasible to devalue (3) in a corresponding
way: clearly, such formal properties of sentences as the case-inflexion
of thelr nouns and the diathesis of their verbs have something to do with
their predicate-argument structure. But theories will, of course, differ
in their accounts of how this relation is mediated. Classically, analyses
veering towards a 'generative-semantic' approach have viewed the relation
as an operation on semantic representations to Ohtain formal structures;
those with an 'interpretivist' bent will see the operation working in the
opposite direction. Considering that sentences must clearly have both a
formal analysis and a meaning, it is not immediately obvious why it should
matter which of these is taken as primary. But it is understandable that
those who see the interesting aspect of Case as lying in the Deep Case
relations of predicate and argument should take these as a desirably con-
crete base of operations for the generation of the formal structures;
whereas their opponents will find it natural to start from the other end.

In this work I shall take the position that there 1is something
interesting to be said about each of the three aspects of Case Grammar
that I have distinguished.

First, I shall claim that there is a universal set of predicate
argument relations; and that these follow from a certain theory of

Functional Structure (henceforth,FS), which is appropriate universally

as one component of the semantic representation of sentences. Essentially,
I offer the basis for a theory of the internal structure of the predicate,
distinguishing different types of argument, which will be called roles.
The basis for the classification is a set of cross-cutting features,

role-features, whose fundamental interpretation is localistic.
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Second, I maintain that many of the formal categories which charac-
teristically desigauate how NPs are to be associated with roles (e.g. formal
case-marking on nouns, verbal voice-marking, word-order) are affected in
their incidence by purely formal, syntactic properties of the grammar,
which have nothing to do with meaning or interpretation. In particular,

I shall argue that some case-marking of nouns is assigned on the basis of
the noun's structural context within the sentence. Quite aside from the
interest of their morphological paradigms, then, there are formal general-
'izations to be captured here which have nothing to do with what the forms

in question signify. The essential items here are called Formal Cases,

which are assigned to NPs in phrase-structural configurations. Their
morphological realization can take various forms, of which the most
characteristic are case-inflexions and pre- or post-positions.

Aiad third, I suggest that the correlation between Functional
Structures (FS) and Syntactic structures within the domain of Case

Grammar is best thought of as a system of Linking Rules (cf. Carter 1977)

which simply establish the alignment of NPs and roles, without taking
either one or the other as primary. The Linking Rules are of two types:
Semantic Linking Rules, which align a given formal case with a natural
class of roles in FS; and Grammatical Linking Rules, which refer to hier-
archies defined implicitly both on semantic roles and formal cases, in
order to link highest with highest, lowest with lowest, etc.

This linking of role and formal case is very largely mediated
through the lexical entry of the predicate-word in question: linking
rules fill out the content of lexical entries, a fact that makes them,
from one point of view, a highly specific form of lexical redundancy
rule. Lexical entries play an important part in the linking mechanism

of the grammar, then.
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But besides this part in the linking of even the simplest sen-
tences, lexical entries are important in the generation of the different
diatheses of predicate-words. 'Diathesis' is used in this work in an
extremely wide sense, to cover any derived form of a predicate-word which
might affect its complement of NPs. Hence within English, for example,
the comparative and superlative forms will be diatheses of the adjec-
tival inflexion (they make possible extra thantNP and of+NP complements
respectively), the past participle a diathesis of the verb. Other lan-
guages are richer than English in this respect: within the Sanskrit
and Japanese verbal paradigms, for instance, we find derived passive,
causative and desiderative inflexions, as well as various participial and
agentive formations, all of which may, in some cases, affect the linking
and the case-marking of co-occurring NPs. Following Bresnan's Realistic
Transformational Grammar model (and in coincidence, also, with the Lexi-
case framework -- cf. Starosta 1978), we account for these systematic

changes by postulating lexical rules, which create derived lexical entries

with the required properties for the diathetical forms. The formal con-
straints on these lexical rules, as on the lexical entries which they
modify, is a matter to which we give some attention.

In the following sections of this chapter, we shall expound in
much greater desail the various components of the theory, drawing atten~-
tion to differences with, and parallels to, other theories in the field.
Since the  theory is intended as a coatribution to universal grammar, we
shall try to give some breadth to our choice of languages for examples.
However, the adequacy of a theory is tested as much by its capacity to
give a thoroughgoing analysis for a single language as in reflecting super-

ficial properties of a large number of them.
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The following chapters apply the theory to a range of Sanskrit case
and diathesis phenomena. This account is not complete: in particular,
no account is given of the government of formal case by Sanskrit adposi-
tions, nor of the middle, causative or desiderative diatheses of Sanskrit
verb. But it is hoped that the topics covered, which include all the
inflexional cases, as well as Transitivization and Passive in the San-
skrit verb, will be enough to allow some assessment of the potential of
Case Linking, and its utility in the full-scale analysis of a language.
An example of its application to very different phenomena in Japanese
can be found in Ostler forthcoming.

In the sections that follow, we treat first the formal, syntac-
tic, aspects of Case, which we have designated (2) in this introduction.
Our discussion of these constitutes section 1l.2. This is followed by
section 1.3, which outlines the system.of Functional Structure (1), and
section 1.4, which explains the principles by which the formal case-
markings are associated with functional roles -- Linking (3). After
these three major sections, which contain the substance of our contribu-
tion to the analysis of Case as such, section 1.5 suggests how the ideas
can be implemented within a particular theory of Lexical Entries and
thelr interactions with sentence, syntax and interpretation. This

section also takes up the theory of predicate diathesis within this theory.
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1.2 STRUCTURALLY INDUCED CASE

1.2.1 INTRODUCTION

Our decision to consider one part of the formal mechanism available

for expressing functional roles, viz. the formal case-markers, before
glving an account of the roles themselves, 1s advantageous in the long
run: there are intricate and intrinsic connexions between functional
structure and the principles of Linking which make it convenient to
analyze them one after the other: Linking's connexion with the intrinsic
properties of the surface cases, on the other hand, is more remote. But
it leaves a slight problem in the short run, since without knowing what
the functional roles are it is difficult to pinpoint which mechanisms of
language are relevant to their expression. Hjelmslev remarks that this
difficulty was never really overcome by pre-modern linguistics, which
could never offer a unified conception for the meanings of the categories
of case inflexion:

...le paradigme concret qui se présente d 1'observation avant

toute analyse, se divide en trois catégories, dont les deux, celle

du nombre et celle du genre, regoilvent des definitions qui permet-

tent une délimination rigoureuse. La troisidme, qui a été de tout

temps considérée comme la principale, n'a regu aucune définition

exacte, et est rastée une résidue inexpliqué, od dont on s'est

disputé 1'explication.

...C'est ainsi que la définition provisoire que l'on a dfl donner

a la catégorie casuelle est celle qul consiste 4 définir les cas

comme ce qui reste dans la declinaison quand les catégories de
genre et de nombre en ont été éeartées. (1935, p. 74.)
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For modern theories, on the other hand, the problem has been at

once solved and dissolved. On the one hand, we can offer a unified system
of concepts, which come as close to the 'distinctive meaning' of the formal
category of Case as sex and cardinality do for the other two categories of
nominal inflexion of Indo-European, viz, Gender and Number. This system

is to be expounded in section 1l.3. But on the other hand, 1f we take the
view that language is a natural phenomenon with its own natural order,
there is no longer any need to provide rigorous delineations of the
various aspects of it that we study. They should have an internal coherence
of their own; and it is no more necessary for a linguist studying the
system of formal cases to begin with a formal criterion of what is to

count as a case, than it 1s for a biologist to begin with a strict defini-
tion of Mammal, which might quite arbitrarily exclude a natural member of
the class hitherto unknown, just like the platypus.

Our designation "the formal mechanism used to express functional
roles", then, is intended as a pointer, nothing more. The formal
mechanism may express other semantic relations; and there 1s no guarantee
that the parts of the entity that fall under the designation will form
a single coherent whole. In fact, there is prima facie reason to believe
that they do not, since both categories of verbal inflexion (diathesis)
and nominal inflexion (Case proper) are important here. This section
will comncern itself exclusively with the latter: diathesis 1s postponed
until section 1.5.

We shall be concerned with this mechanism of nominal marking from
a purely syntactic point of view. All connexion with 'meaning' is deferred
to section 1.4, on Linking. And we are not concerned with the precise

realization of these instances of the Case category morphologically. Some
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languages will use complex processes of inflexion (e.g. Latin, Sanskrit,
Russian) ; others use relatively simple processes of affixation (Turkish,
Warlpiri), or use accompanying particles before or after the work in
question (Cebuano, Japanese); some languages may make such marking com-
prehensively obligatory on all nouns; others (as English, Chinese) may
restrict explicit formal marking very severely. We shall however assume
that all Xanguages make some use of the category whose instances are
variously labeled in the grammars of the world's languages as Nominative,
‘Absolutive, Accusative, Ergative, Genitive, Dative, Ablative, Partitive,
etc., etc. It is clear that all these cases play a role in the deter-
mination of their noun's semantic relation to the predicate of the sen-
tence: what concerns us here is whether anything can be said as to
the relation between their incidence and the formal syntax of a sentence.
An answer to this question can only be given convincingly in the
context of an extended analysis of a particular language's grammar. Only
in such a framework is it possible to see whether a superficially plausible
idea is likely to be true or merely specious. Such an extended analysis,
of the syntax of Sanskrit sentences, is given in chapter 2 of this work,
There the hypothesis of structurally induced incidence for the cases
Nominative, Accusative and Genitive is explored, however, it cannot be
claimed that there is telling evidence in favour of this analysis, as
against others which might attribute less phrase structure to the Sanskrit
sentence. It seems, therefore, that the concept of structurally induced
case, which has a distinctive place within the framework of Case Linking

theory, could usefully be given some further support here.



1.2,2 THE ADNOMINAL GENITIVE AND THE POWER OF STRUCTURAL .CASE-MARKING

The first such support that we offer comes from the realm of the
quasi-universal phenomenon of Adnominal Genitive.
There is no room here for an extended analysis of any of the lang-

uages in question; but the fact remains of prima facie evidence from a

number of sources that there is a necessary connexion between the inci-

dence of a certain case, the Genitive, and structural configurations where
there is a noun dependent within a phrase of a nominal type, i.e. a noun-
phrase or adjectival phrase. To illustrate this claim we give below ex-
ample sentences which exemplify the following facts about the languages

in question:

1. A certain morpheme is used to express some functional role when used
within the context of a finite sentence. It 1is clearly a Case-marker:
i.e. part of the formal mechanism of the language available for ex-
pressing functional roles, and attached particularly to nouns.

2. This same morpheme 1is used to mark nouns occurring adnominally, i.e.
as dependents of some nominal head, viz. a noun or an adjective.

The only constant in such constructions is that the head must be of
this syntactic category: the meaning relations between marked noun
and head are too various to have any non-vacuous semantic definition.
A. Finnish (courtesy of Lauri Henrik Carlson)
(1) a. Louhe-n kavi huonosti (Used in finite sentences)
LouhiG went3sg badly

'It went badly for Louhi (the Old Woman of the North).'
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b. Louhe-n onnistui paeta (do.)

LouhiG succeeded3sg
escapelINF

'Louhi succeeded in escaping'
(2) a. Vidinamdise-n kannel (Possessor)
vai.G zither, kantele
'Vdinambinen's kantele'
b. hintoje-n nousu (Thene)
pricesG rise
‘the rise in prices'
c. kansa-n tahto (Mental agent)
peopleG will
'the people's will'
d. Lemminkdisen sotaanlahtd (Agent)
Lemm.G going-to-war
'Lemminkdinen's going to war'
e. Lemminkdisen henkiinherdttdminen (Patient)
Lemm.G resuscitation
'the resuscitation of Lemminkdinen'
f. potilaan on valkea hengittdid (Dependent on
adjective)
patientG is difficult breatheINF
ADJ
'It is hard for the patient to breathe,'
B. Hindi (cf. Kellogg 1893, pp. 412ff.)
(1) a. tatti ke bhi jiv hail (Used in finite
sentences)
pony GEN too soul is
'The pony too has a soul.’

(In Hindi the genitive case particle is inflected to agree with its head

noun: ki masc.sg., kI fem. The form ke is used for the masc.pl., and also
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as here where the particle is used non-adnominally, i.e. without a head

that is a noun. Adjectival heads (cf. (2)f. and g. below) also use this form.
(2) a. raja kd mandir (Possessor)

king G palace
'the king's palace'

b. jagm ke bhikhari (Respect,

Characteristic)

birth G beggars
‘beggars by birth'

c. khane ka padarth (Purpose)
eating G provision
'provisions for eating'

d. mujhe dir kiska hai (Mental Object)
meD fear whoG 1is
'Who do I fear?'

e. kancan ke mandir (material)
gold G temples
'temples made of gold'

f. calne ke layak (dependent on adjective) '
walking G fit
'fit to walk’

g. keval tap ke dhanl (do.)
only penanceG rich
'rich only in austerities'

C. English
(1) I told him of the events,

It does not admit of exceptions.
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(2) A man of property

The property of the man.
A pearl of great price.
The defeat of Byzantium,

The victory of Byzantium,

Proud of our Albert.
Ashamed of one's doings.

Desirous of further conquests.

Similar phenomena are reportable for the genitive in many (if not
all) Indo-European languages, for -nin in Turkish and no in Japanese though
for some of these it is difficult to find any use other than the adnominal
one for the morpheme in question.

Assuming that Universal Grammar is responsible for giving some sort
of account of this joint phenomenon (though admitting that a serious analy-~
sis would have tu be based on a much more thoroughgoing statement of the
relevant facts for each language in turn), the question arises as to how
the syntax is to treat the connexion between adnominal dependency and the
genitive. Two options suggest themselves.

One is to make genitival case-marking a consequence of the phrase
structure rules -- by assigning a certa, n feature specification (abbrevi-
ated here as GEN) to any ﬁioccurring in the output of a rule with [;_EJ as
the input.

(1.1) [+N] —> cee (N) [+N] ...
GEN

This captures the facts of adnominal dependency. "+ n' represents
the feature of 'nominality' shared by nouns and adjectives (cf. Chomsky and

Lasnik 1977, p. 430); and by the X Bar Convention (cf. Jackendoff 1977),
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[+ N) will represent any phrasal category of the first order which has
this feature, ambiguously NP or AdjP. Alternatively, within a dependency
rather than a constituency framework, a rule could state that nominals re-
ceive genitive-marked nouns as their dependents, without postulating any
higher phrasal node at all. (For a discussion of the relation between de-
pendency syntax and the X Bar Convention, see Ostler 1979, where the rule
for Adnominal Genitive also figures as a crucial example.)

It is often assumed that there is a problem in such a use of PS
rules: that ﬁ is, by its position in the PS output, made a unitary sym-
bol which woufﬁNhave nothing in common with other ﬁs: hence that 1is is
useless as a representation of '"the N with the following extra property ...".

But nowadays syntactic categories are themselves viewed as com-
plexes of features (cf. Jackendoff 1977, pp. 31ff.) with significant in-
ternal structure, so that PS rule schemata, for instance, may refer to
underspecified complexes of these features (cf. Jackendoff 1977, pp. 8lff.,
and Gazdar 1979, Appendix €). So there can be nothing wrong in adding an
extra feature or two to the ﬁhcomplex in order to specify Case: this will
not impair the functional unity of N for other purposes,

A problem remains for the interaction of syntax and morphology, for
the Genitive morpheme will typically be attached to the noun which is the
head of ﬁ-, not to the phrase as a whole. Cf. section 2.7 for a general
discussiginof the formal options open here.

Opposed to this phrase-structure mechanism is the option of posit-
ing an additional rule of Case Marking, sensitive to the structural posi-

tion of the noun or NP marked. This has been proposed by Chomsky forthcom-

ing in a set of case-marking rules for English. This is not just a 'nota-
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tional variant' of the PS proposal, since there are significantly fewer re-
strictions on the contextual specifications possible with such a marking
rule. A context-free PS rule is, by definition, restricted to mentioning
nothing more than the immediately dominating node. It cannot refer to the
syntactic context of that node, nor to any higher node. In Chomsky forth-
coming, the greater power is used to make reference to facts of Government
(or rection), though these are not formally analyzed in terms of command
and indirect dominance, as they might perhaps be. However, there is a
fairly strong argument from Japanese genitive placement that the PS formu-
lation of case-marking 1s too weak, and a stronger, separate, rule of Case
Marking 1s required.

The Japanese particle no is a classic genitival marker, as the fol-
lowing examples show. It has a very wide adnominal use, although it seems
to be without use as a case particle in simple finite sentences., (Cf{. Be-

dell 1972 for more details on its syntax.)

(1.2) a. ano hito no boosi (Possessor)
that man G hat ‘that man's hat'
b. boosi no hito (Characteristic)
hat G man 'the man in the hat'
¢c. Minamoto Yoritomo no e (Mental Object)

Minamoto Yoritomo G picture
'the picture of Minamoto Yoritomo'

d. Pikaso no e (Agent)
Picasso G picture
'a picture by Picasso'

e. Amerika no tanken (Patient)
America G exploration

'the exploration of America'
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f. Igirisuzin no tomodati (Predicate)
Englishman G friend
'my friend the Englishman'

In Japanese, adjectives have, in general, far less in common syn-
tactically with nouns than with verbs: so it is not surprising that no is
not found used to mark adjectival dependents.

However;.gg's assoclation with adnominal dependents is not limited
to these instances of one noun directly dependent on another. No 1s also
'used optionally to substitute for the nominative ga marking, when this oc-
curs on a noun inside an adnominal sentence -- i.e. in a relative clause,
pseudo-relative, or nominalization equivalent to something like the English
'the fact that ,..'. Hence we find:

(1.3) a. [Taroo ga/no yonda]s hon
Taro NOM/GEN read book
'the book that Taro read'
b. [gasu ga/no hidoku morerulg nioi
gas NOM/GEN awfully leak smell
'the smell of gas leaking awfully'
c. [kare’galno supootu ga/no heta na]s koto nara ...

he NOM/GEN sportsNOM/GEN in- be thing if-it-is
compentent

'if it's the case that he's bad at sports ...'
(Examples b. and c¢. from Martin 1975, p. 660.)

The alternation seems to be remarkably semnsitive to the synchronic
status of the heads of these clauses as nouns. Martin 1975, p. 661, reports
that the alternation 1s not possible in clauses that look like adnominal
sentences, but where the head so commonly recelves an adnominal sentence

that it has come to be felt as no more than a clause auxiliary -- cf.
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(1.4) a. John ga/*no kita yoo desu

JohnNOM/GEN came appear- is
ance

'It seems that J. has come.'
b. Mary ga/#*no kuru hazu desu

MaryNOM/GEN come expec- is
tation

'Mary is likely to come.'

Since both this no and the more orthodox genitival no are both cued
by contexts where one NP is directly or indirectly a constituent of another
NP, i.e. dependent on a head noun, it would clearly be a gain to the gram=-
mar of Japanese to unify these two rules. In Ostler 1978 I have shown how
this can be done within a general theory of Japanese case marking and link-
ing, not too different in principle from the one to be developed in this
work for Sanskrit. (Within this framework, the alternation with ga follows
from the linking rules for ga and no, and has nothing to do with the syn-
tactic questions at issue here.)

However, it is clear that if we accept such a solution we forfeit
the claim that the restricted, phrase-structural theory of structurally
induced case-marking could be adequate: for the Ns marked with no in (8)
are not immediately dominated by N, as (1) would required. An S intervenes.

In fact it seems that there is no restriction that can be placed on
the degree of depth to which this marking of virtual nominatives with no
can apply. It can reach down into S marked with the complementizer to as
(1.5) shows:

(1.5) [utyuuhikoosi no [ [tuki ni seibutu ga/no inai]s tolgapiu happyodﬁ

astronaut GEN moonDAT 1iving-NOM/GEN COMP say announce-
thing be-not ment

'the astronaut's announcement to the effect that there was no
life on the moon'



30
Instead of the PS rule in (l.l) we shall need a case~-marking rule

of a transformational type. A possible formulation is given in (1.6).
(1.6) SD: Non-final N inside ¥
SC: Mark with Genitive

The terming of this rule as 'transformational' is not intended to
have theoretical import, beyond the point that it is intrinsically more
powe;ful than a PS rule. As it happens, (1.5) also suggests that it is not
subject to the proposed constraint on the applicatisn of transformations
balled Subjacency (cf. Chomsky 1973, p. 247) since no such rule is expected
to operate directly across the boundary of a cyclic node. Either S or S is
likely to be cyclic.

This is the only evidence known to me that rules of structurally
induced case caanot be formulated universally as a type of PS rule. In de-
ference to it, all the rules of structurally induced case in this work are
formulated as case-marking transformations applying to phrase structures.
But it would be a significant advance for the theory if a way round this
evidence would be found: for then we might make the claim that the only
effect of structure on Formal Case was by context-free PS rule —- a claim
that would both simplify and constrain the treatment of case within formal

syntax.
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1.2.3 JAPANESE CASE ARRAYS AND THE STRUCTURAL CONTEXT OF PARTICULAR CASES

More evidence for the existence of structurally induced case inci-
dence comes from a umore central area in the Japanese case system. Shiba-
tani 1977 has postulated a "Surface Case Canon" for Japanese as in (1.7).
' n n 1
(1.7) NOM} DATy ACCj ...
"The schema states that, at the surface level, a non-embedded clause
of Japanese may have more than one NOM NP, but it requires at least
one such NP. Optional ACC and DAT NPs have different restrictions;
only one ACC NP is allowed, while more than one DAT may occur.”

Here NOM, DAT and ACC refer to NPs marked with ga, ni and o respectively.

This canon acts to explain restrictions on a number of alternations
found in Japanese. Most saliently, it accounts for the following three

facts.

A. Restriction on o-Causativization

Whereas there are two possible causative forms corresponding to

intransitive verbs, transitives are only allowed one. E,g.:

(1.8) a. dare ga waratta ka b. Taroo wa dare ni/o warawaseta ka
who NOM laughed ? Taro TOP who DAT/ACC laugh- ?
caused’
'Who laughed?' 'Who did Taro cause to laugh?'

(1.9) a. dare ga hon o yonda ka
who NOM book ACC read?
'Who read a book?'
b. Taroo wa dare ni/*o hon o yomaseta ka

Taro TOP who DAT/ACC ACC read-
book caused?

'Who did Taro cause to read a book?'
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The ACC maximum in (l1.7) eliminates the o version of (1.9)b.

B. Restriction on ‘'adverbial' accusatives

A. generalizes even to accusatives which represents directional path
or source added to intransitive verbs of motion. E.g.:
(1.10) a. Yooko wa (hamabe o) aruita.
Yoko TOP beach ACC walked
'Yoko walked (along the beach).'
b. John wa Yooko o (*hamabe o) arukaseta
John TOP Yoko ACC beach ACC walk-caused
'John had Yoko walk along the beach.’'

However, in this case, the possibility of pseudo-clefts as in (1l.1ll)
demonstrates that there is nothing wrong with the purported meaning of (1-10)b.
+ hamabe o.

(1.11) John wa Yooko o arukaseta no wa hamabe (o) desita

John TOP Yoko ACC walk- one TOP beach ACC was
caused

'Wwhta John had Yoko walk along was the beach.’'

It is just that, with hamabe o, (1.10)b. would contain more than
the maximum of accusatives for a single clause. The "Double o Constraint"
formulated by Harada 1973 is a special case of (1.7), which similarly elim-
inates the starred variants of (1.9)b and (1.10)b.

C. Restriction on Dativization

In connexion with the potential diathesis of the Japanese verb (and
also certain simple verbs), simple sentence accusatives may be replaced by
nominatives.

(1.11) a. dare ga eigo o hanasu ka

who NOM English speak ?
ACC

'Who speaks English?'



b. dare ga eigo o/ga hanaseru ka

who NOM English speak- ?
ACC/NOM can

'Who can speak English?'
Furthermore, if a double mominative is created in this way, the
original nominative can be replaced with dative marking ni.
(1.12) a. dare ni eigo ga hanaseru ka

who DAT English speak- ?
NOM can

. 'Who can speak English?'

But this dative=replacement is blocked in the case o transitives
whose object still appears marked with o, and also in the case of all in-
transitive verbs:

(1.13) #dare ni eigo o hanaseru ka
DAT ACC

(1.14) dare ga/*ni moo arukeru ka. akatyan desu yo.

who NOM/DAT already ?  baby is
walk~can

'Who can walk already? Baby can.'

These facts follow from (1.7), since (1.13) and (1.14) with ni bo
lack the minimum of one nominative.

To account for these facts, Shibatani has appealed to (1.7), a su
face filter which is baldly stipulated and follows from nothing. But is
easy to show that the same facts emerge from a theory which makes the inc
dence of nominative ga and accusative o contingent on the immediate domi-
nance of S and V respectively. Postulate for example a fairly orthodox s

of PS-rules (given the X Bar Theory of Jackendoff 1977) as in (1.15).
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b. v
c. V —> (O* Vv
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Now if we posit case-marking rules as in (J..16), (1.7) emerges as
the surface case canon generated by the rules in toto,

(1.16) Case Marking

a. Mark N immediately dominated by S: Nominative

<)

' b. " : Oblique

<l

Ce ¢ Accusative

S is a recursive node by rule (l1.15)a., and a sentence will have
just as many nominatives as there are S's -- for, by (l.l5)a. and b., every
S will immediately dominate one N. Since S is the initial symbol, there
will be at least one in every sentence's structure, and hence by (1.16)a.,
at least one nominative. This accounts for NOM?. There will be any number
of oblique-case Ns by rules (l.15)c. and (1.16)b., and this accounts for
DAIB, provided that we identify oblique-case with dative (something of an
oversimplification, but not essentially vicious). Accé follows from the
interaction of rules (l.15)d..add (1.16)c.

Naturally this will not do for a complete PS analysis of Japanese,
any more than (1.7) will suffice as a complete representation of Japanese
surface NP patterns. But it will form the essential core of an analysis
of the structurally induced cases of Japanese.

Of course, in identifying the output of our rules with Shibatani's
surface canon, we are presuming that nothing like the transformations post-

ulated by Shibatani intervenes between the PS and the surface structure of

Japanese sentences. In fact we posﬁulhte lexical rules of the type argued
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for in section 1.5.3 below to account for the phenomena traditionally ana-

lyzed in terms of causativization, potentialization transformations etc.
(For details of the particular analysis suggested for some of the Japanese
diatheses, see Ostler forthcoming.)

In one point the analysis given above differs from the predictions
of the Shibatani Surface Case Canon. This is in the handling of accusatives.
Our theory is not committed to introduce all of them by (l.15)d. and (1.16)c:
it is possible that some of the accusatives, set apart as adverblals, might
be generated as a specles of oblique-case marking. (They would in any case
need to be interpreted separately from the other accusatives, by Semantic,
rather than Grammatical, linking -- see 1,4.5 below.) If so, then we should
expect considerable laxity in the 'Double o Constraint' when it affects
these accusatives. This expectation is in fact borne out. For, as the fol-
lowing examples, quoted from Martin 1975, p. 255, show, the generalization
will need to be severely weakened in just this area in order to be adequate
to the facts of the language.

(1.17) a. hikooki o anzen ni Haneda o tataseru tame ni ...

plane ACC safely Haneda ACC leave- for-the
cause purpose

'In order to have planes leave Haneda safely ...'

b. yoru no haiuee o kare wa kuruma o hasiraseta ...
evening G highwayACC he TOP car ACC run-caused
'He sped the car down the night-darkened highway ...'

c. kodomo o bentl o tataseta
child ACC benchACC stand-caused
'He made the child get up from the bench.'

This suggestion of a multiple origin for Japanese accusatives gives

an opportunity to point out that not all case is structurally induced. With-
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in Japanese, a whole host of different cases and types of postpositional

phrase might be introduced under the Oblique category; and within Sanskrit,
as we shall see in some detail (2.3 below), the P node covers a consider-
able variety of constituents. The choice of these elements is subject to no
syntactic conditioning at all; it depends simply on whether they can be
linked with some role in FS. Within syntax, then, we may simply say that
the different elements we generated freely under an appropriate general
node. (For a short discussion of the connexion between structurally induced
case and grammatical lihking, see 1.4.9 below.)

If this new analysis is correct, it will mean considerable progress
in our understanding of those mysterious entities of Universal Grammar, nom-
inative, accusative and genitive., For it will mean that in two languages ac
different as Japanese and Sanskrit, the essential generalizations about the
incidence of these central cases will have been explained on the basds of a
common hypothesis: viz. that the nominative is the case of the NP directly
dominated by S, the accusative that of the NP directly dominated by V, and
the genitive that of the NP dominated (as in the case of Japanese, even in-
directly) by N. (See 2.6.7 below.)2 This is all the more interesting,
since the Linking rules for these cases within Sanskrit and Japanese differ
quite considerably.

Even if the strong hypotehsis proves to be wrong, the facts adduced
here in connexion with Shibatani's canon are important. For they, like the
facts of adnominal genitive incidence in 1.2.2, and the facts explained by

formal case-marking and syntactic filters in Chomsky forthcoming, all help

2For reasons explained ad loc., the formulation of the Sanskrit
case-incidence rules as in fact in terms of c-command rather than dominance.
But the point is an extremely technical one, and may be mistaken. At any
rate there is no doubt about intrinsic connexion between NOM and S, ACC and
verbal phrases, GEN and nominal phrases.
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to show that there really is a domain for Formal Case Theory ~- syntactic

generalizations which make crucial reference to cases, but which are inde-

pendent of those cases' semantic force.
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1.2.4 FORMAL CASE AND MORPHOLOGY

This work will not devote much attention to details of the morpho~-
logical exponence of the formal cases, nor offer a complete theory of the
interaction of morphology with syntax. However, some suggestions are made
in this direction for Sanskrit, in 2.2.2 (on finite verbal morphology) and
in 2.7 (on case inflexion). Lapointe forthcoming is a work devoted to the
general questions at issue here.

Some remarks are in order, though, on the bounds that this work
will set to the concept of 'case-marking'. A line has to be drawn some-
where on the morphological continuum that extends from word-internal case-
inflexion, through affixes and adpositions, to prepositional phrases,
which are really nothing other than complexes of nouns (e.g. in English,

through the agency of, in the place of). How many of these will be ana-

lyzed as formal cases, and how many as lexical heads in their own right,
governing formal cases of their own? There is a parallel question for
functional structure, of course: how many represent distinct participant-
roles with a place in the system of FS, and how many represent meanings
which give a further specification of a particular role?

As with all questions about the adjudication of borderline cases,
no answer is possible until a theory has been suggested. Even then, how-
ever, each language will require answers of its own. In Sanskrit we give
a theory of sentence-structure in which all cases and adpositional phrases
can occur under a common node ?} but only nominative, accusative and geni-

tive are, in addition, structurally induced. The Normal Hierarchy postu-
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lated as the core of the Linking rules, mentions only accusative, genitive,

instrumental (and implicitly nominative): all other cases are always seman-
tically linked. Yet there is no sense in which the morphological formation
of these special cases 1is distinguished from that of the other inflexional
cases -- indeed, the genitive singular is, within most form-classes of
nouns, indistinguishable from the ablative singular.

The examples of Sanskrit semantic linking given in 3.1 are all re-
stricted to the analysis of inflexionally-marked cases: but all Japanese
case is marked with postpositions, and in the section on Turkish, an ac-
count is given of two simple postpositions as well. There is no reason to
suppose that semantic linking in these languages is restricted to quite the
same extent that our account is.

A supplement to the system of semantic representation provided by
FS will be needed for those meanings whose detail exceeds the fairly gross
distinctions needed to separate one participant-role from another. For
example, the sphere of possible locational distinctions is grossly under-
determined by the division into Locus, Goal, Source and Path. We shall
make no serious suggestions on this score, though occasionally, e.g. in
4,4,2, an ad hoc notation is introduced in order to bridge the gap. Once
again there is no reason to suppose that there will be a clear-cut correla-
tion of morphological exponence-type with the grosser as against the more
finely detailed meanings. Finnish, for example, has a system of case~in-
flexion which distinguishes locational meanings quite finely; in Turkish,
on the other hand, the same semantic ground is covered by postpositional
phrases composed of the oblique forms of various independent nouns of posi-

tion (like English top, bottom, front etc.).
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If there is any generalization to be made about the relation be-

tween morphological exponence and formal case, it will have to be at the
level of general tendencies. If we posit once again the morphological

continuum from inflexion thgough to adpositional phrases, it seems to be
true that structurally induced cases are more likely to be at the former
end than the latter. This generalization is comparable with that whickh
assoclates inflexion with grammatical linking at the end of 1.4.9 below.
It is doubtful whether the study of morpho-syntax will yield any sharper

or more vigorous general principles than these. But we live in hope.
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1.3 FUNCTIONAL STRUCTURE

1.3.1 INTRODUCTION

In this next section our aim 1s to uncover the internal structure
of the predicate from the point of view of its meaning. We ask: what
sorts of predicates are there, and how do the different sorts relate to
the different arrays of functional roles with which they can be inter-
preted?

In our discussion of these questions, which terminates in a
proposed typology of predicate meanings and a classification system for
the functional roles, we shall not appeal to facts of particular languages,
Instead, we lead the reader, via a number of considerations of a philoso-
phical nature, to the system that we have in mind. This system is localistic:
its primitive components can be understood as relations of position and
motion in space, interpreted more or less metaphorically (cf. Anderson
1971, esp. pp. 12-3, on this term). The argument is of a philosophical
and methodological kind, since an organized series of appeals to plausi-
bility is all that is needed at present. The previous systems which might
be considered as rivals to the one proposed here, from Panini's karakas
through to Jackendoff's Thematic Relations, are very little at variance
with what is prpposed here: essentially, our system can be viewed as an
extension of the various suggestions from the past, more informative,
systematic and complete than any of them. This near unanimity of previous
theorists on a topic in the area of conceptual structure -- where the
imagination is subject to few empirical constraints -—- is impressive in

itself.
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Furthermore, the fact thst we have abstained from purely linguistic

evidence in this section will in the end strengthen the claims of the sys-
tems to validity: in the sections that follow, especially 1.4, it will
be seen that this purely notionally-based system is extremely convenient
for the expression of generalizations about linguistic facts. When the
interpretation relation is formulated in the right terms, as a Linking
theory, the consensus picture of Functional Structure, once systematized,
can throw a lot of light on Case Grammar. And the benefit is mutual: in

1ine with the program proposed in Jackendoff 1978, Grammar as Evidence

for Conceptual Structure, evidence from case-marking and diathesis tells

us something of the properties of what the characteristically human way is

of viewing the world.
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l.3.2 PREVIOUS APPROACHES

1.3.2.1 LOGIC & PHILOSOPHY

In approaching the question of an appropriate form for Functional
Structure, we are attempting to build up a level of representation on a
par with the traditional notation of symbolic logic, due essentially to

Russell and Whitehead's Principia Mathematica. In that system, and in all

well-known developments of it, a predicate 1s represented as a primitive
symbol. Arbitrary stipulations may be made as to how many arguments a
glven predicate takes, and as to the types of entity which may be entered
in each of the argument-places (e.g. individual, property, set, function,
etc.). But no theory of componential analysis for predicates has been
given, which might establish a link between the semantic type of a
predicate and its combinatorial properties as to types of argument.
Within logic, this is perhaps justifiable: within its traditional
frame of reference, objects are classfied in terms of their ontological
status: there 1s no purchase for a theory:that would aim to classify argu-
ments with respect to their participant role in a predicate. As a result,
when the resources of mathematical logic are pressed into the service of

grammar (as, par excellence, in Montague 1974), we are offered a formalism

which can tell intensional objects of verbs from referential ones, but
cannot tell agentive from non-agentive subjects. Intensionality can be
made to inhere in the entity that acts as argument, whereas agentivity must

follow from the nature of the relation between predicate and argument.
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There has been no attempt, within this tradition, to ground the

different functional roles, their interrelations within a predicate, and
their connexions with different types of predicate, in a wore fine-grained
analysis of the internal structure of the predicate. Simply to state that,
by convention, the first argument of some predicates will be interpreted
as the predicate's agent, the second its patient, and so on, does not
amount to such a theory: it tells us nothing about the logical relation
which holds between two entities when one is the agent and another the
patient of some predicate; it tells us nothing about what the properties
of a predicate are which enable us to call one of its arguments its
agent. (This latter point 1s the essence of the question "How do actions
differ from other predicates?")

Potts 1978 has a good idea of the problem, although he does not
move us very far towards a solution. Aspectual theories like those in
Dowty 1972 and Nordenfelt 1977 give componential analyses of predicate
meaning which incidentally throw some light on the relation of verbs to
the functional roles of agent, cause and instrument. But illumination of
functional roles is not their main aim; and they do not extend the analysis

to other roles,
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1.3.2.2 FILLMORE'S 'GASE GRAMMAR'

Such explicit theories of functional roles as have been given
within the purely linguistic literature have tended to take the roles as
primitives, without giving an accompanying theory of predicate structure
to integrate them. Most notable in this reppect is Fillmore 1968, where
notional definitions in terms of states and actions are given for a number
of roles (called 'Cases'). These definitions are set out here so that they
may be conveniently compared with what follows:

"The cases that appear to be needed include:

Agentive, the case of the typically animate perceived instigator
of the action identified by the verb.

Instrumental, the case of the inanimate force or object casually
involved in the action or state identified by the verb.

Dative, the case of the animate being affected by the state or
action identified by the verb,

Factitive, the case of the object or being resulting from the
action or state, or understood as a part of the meaning of the
verb.

Locative, the case which identifies the location or spatial
orientation of the state or action identified by the verb.
Objective, the semantically most neutral case, the case of any-
thing representable by a noun whose role in the action or state
identified by the verb is identified by the semantic interpreta-
tion of the verb itself, conceivably the concept should be limited
to things which are affected by the action or state identified by
the verb..." (1968, pp. 24-5).

Something like this is clearly required. But 4t is no more tham a
preliminary step in the right direction. There is no sense that these
'cases' form a complete, coherent system: for instance, there is no
accompanying theory of what makes some of these roles compatible with states,
some with actions and some with both. In later work (1977), Fillmore
suggests that the cases should be relativized to a theory of scenes,

a theory which seems to have something in common with the componential
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analysis of predicates that 1 am about to propose. But again no concrete

theory is forthcoming: the problem is recognized, but we get no more
than hints as to what might constitute a solution. It does not appear
that the various epigoni of Fillmore's "Case Grammar" have made any
further steps in the direction of grounding the Cases more firmly
(though cf. Cook 1978). One heretic branch (Starosta 1978) has even
suggested that the direct link between Fillmorean Case and participant
role be severed, so that Cases are looked on primarily as primitives of
'sxntactic theory, primitives whose main distinguishing property is that
only one instance of each can occur per sentence: apparently, it is a
purely arbitrary matter of lexical selection which Cases accompany which
verb or adjective. Not even an outline is given of what, on the new

view, the relevance of the Cases is to semantic interpretation,
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1,3,2.3 HALLIDAY'S °'TRANSITIVITY SYSTEMS'

One researcher who has made some attempt to relate predicate type

with participant role is M. A. K., Halliday. In a paper written in 1969

(Halliday 1976) he distinguishes three major 'types of process', Action,
yental Process and Relation.

Processes are defined as "any phenomena to which a specification
of time may be attached": but it is not clear whether this reference to
time narrows the field down at all. I know of no evidence that the
distinction between eternal and temporally-specific propositions is an
important one in giving semantics for natural language, and this is con-
firmed by Halliday's own example of a 'relational process': "Jupiter is
the largest of the planets." This 1s, for most purposes, as timeless a
truth as "Hesperus is Phosphorus" or "2 + 2 = 4",

On the other hand it may be that Halliday is simply looking for
an operational criterion to detect 'processes' in English se-.cences, and
picks one that will eliminate no complete sentence. It is always gram—
matical to add some temporal modifier to an English sentence that lacks
one. If so, this is a manifestation of a central weakness in his work.
This weakness is the failure (or refusal) to distinguish between universal
and English-specific aspects of his account. 1In his account of partici-~
pant roles, for instance, he seems to mention only what can be expressed
by an NP without a preposition in some sentence of English.

The three major types of process are further divided, on purely

notional grounds. The only subdivision with a relevance to participant
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roles is that of Action into actions proper (with animate actor), events

(inanimate actor) and natural phenomena (no actor). This last subdivision
(consisting mainly of weather verbs) is the only exception to the claim
that all actions must have an actor as an inherent participant. Some
actions restrict their inherent participants to this alone (e.g. John is

voting, the sun is shining, his popularity declined); but others also

involve a goal (e.g. John is tying the string).

Mental processes all involve an animate being whose consciousness
is involved, the Processor, and a Phenomenon which impinges on it. Mental
process clauses are of four main types: perception (see, look) reaction

(please, like) cognition (convince, believe, wonder) and verbalization

(say, speak). From the chart in which all this is related to categories
in Roget's Thesaurus (Halliday claims that his classification is exhaustive,
p. 172) it would seem that expressions of volition are to be considered
not here, but under Actions.
Halliday distinguishes two subtypes of Relation -- Attribution,

involving an attribuend and an attribute (Mary is a teacher, Mary looks

happy); and Identification, involving an Identified and an Identifier

(John is the treasurer, the tall one is John). The essential difference

here 1s a semantic one, but Halliday's only exposition of this is:
"Attribution 1s a relation of class inclusion (sic): the meaning is

"Mary belongs to the class of teachers". It is thus a relation between
entities of the same order of abstraction but differing in generality.”
Compare his account of Identification: "The relation between the elements
is one of identity, not inclusion. It is the relation of Identified to
Identifier,... where the two are alike in generality but of a different
order of abstraction..." (p. 167). Quite what Halliday intends by

"abstraction" and "generality" here never becomes clear, though he does
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add some explanation of the different situations in which the two types

of relation are used, and some tests for distinguishing them, based on
English intonation and word order. In the theory of functional structure
to be proposed below Attribution and Identification are not distinguished.
(See section 1.3.3).

In addition to these various processes and participants, Halliday
recognizes that to many of the processes an Initlator, a sort of causer,

can be added: e.g. the children kept quiet, the teacher kept the children

gquiet. Halliday identifies this role with the actor of action predicates.
Halliday thus usefully indicates what constitutes a minimal set of

processes and participant roles. (In Halliday 1967 three more are given:

Beneficiary; Condition (e.g. I eat it raw); and Range, whose uses are

vague but extensive (e.g. he jumped the wall, he suffered a severe shock).

But his types of process are in some cases so broad as to make a
unitary semantic characterization look implausible. It is doubtful, for
instance, whether there is anything in common between the predicates wait,
shine, and decline, all classed as Actlons, beyond the fact that they may
all co-occur with a single argument. Halliday does make a distinction

between 'affected' and 'causer' actors (the door opened vs. Mary opened

the door). But he does not press it: "if there is any general pattern
of transitivity functions, common to all clause types, it is probably to
be sought in the concept of 'affected' and 'causer' rather than in those
of actor and goal, although this should not be pressed too far; action,
mental process and relational clauses embody fairly distinct functioms,
even if all of them exhibit some form of causative relation..." (p. 173).
Another unfulfilled desideratum is some account of the other

arguments that may be added: "John waited for his mistress", "the sun is

shining on the sea", "his popularity declined by 107". All these pre-
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positional phrases express types of argument that can equally occur in

English as goals or ranges (cf. John awaited his mistress; the sun is

irradiating the sea; his popularity declined 10%). But Halliday pays no

attention to these same roles when expressed prepositionally. Nor does
he provide the differentiation of the gross categories 'goal' and 'range'
which the selection of different prepositions shows to be necessary.

In sum, it seems fair to conclude that Halliday offers no more
than a notionally-based account of the surface relations of verb to noun-
phrase in English which are not mediated by prepositions., He has not

attempted an articulated theory of types of predicate and participant role.
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1.3.2.4 WALLACE CHAFE

Some progress has been made by Chafe 1970, who classifies predi~
cates into a number of overlapping typec, and points out the implication
relations between these types and the sorts of argument that he distin-
guishes.

Chafe's classification presupposes that many verbs that are
lexically simple are semantically complex: e.g. show, teach and remind
are causatively derived from see, learn and remember (p. 146). But
his classification system is intended to apply only to verbs that are
semantically simple. The types of predicate (he calls them 'verbs')
which are distinguished by his system, together with the examples he gives,

can be represented as in Figure 1.
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FIGURE 1: CHAFE'S SYSTEM OF PREDICATE TYPES

dry in The wood is dry.

dried in The wood dried.

sang in Harriet sang.

dried in Michael dried the wood.
hot in It's hot (of the weather).
It is raining.

want, know, like.

see, hear, feel.

hot in Tom is hot.

have, own.

lose, win.

buy, send.

weigh in The book weighs a pound.

AcTioN
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The diagram only covers lexical items in English whose semantic
structure is obligatorily specified for these properties. In addition,
any Action can be optionally specified as Benefactive, and any non-Process
as Completable -- meaning, as we shall see, that they can be accompanied,
respectively, by a Beneficlary or Complement NP in semantic structure,

For example, Mary knitted (Tom) a sweater, Mary sang (for Tom) are both

instances of optional benefactives, presumably because if the bracketed
phrases are omitted, there is no sense of ellipsis; both actions might
take place without any Beneficiary in mind. Similarly, among optional

Completables we find Mary sangﬁ(a song), The children played (touch foot-

ball).

In addition to these there are 'verbs' which express intrinsic
locative states (in, on, under); moreover other roots may be 'locativized'.
Locativization is a process on the semantic plane; and it often produces
surface results in English which are ambiguous. This is because locative
phrases may also be added to non-locativized verbs. The distinction between
a locativized (semantic) verb, and a combination of a locative phrase with
a non~locative verb can be illustrated by the pair in (1.18).

(1.18) a. He's fallen in/into the water.
b. John fell on the home straight.

The distinction here seems to correspond to Starosta's 1978 dis-
tinction between Locus and Place, or Gruber's 1976 (p. 75) distinction of
Location-Goal with or without ‘'Accompaniment';: is the location predicated
of the theme alone, or does it provide a frame of reference for the

sentence as a whole? If the former, the verb is locativized on Chafe's view.
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Chafe uses these types of predicate to predict the co-occurrence of
participant roles. The implications he suggests may be summed up as in
(1.19).

(1.19) State or Process -» Patient

Action ~» Agent (and may -¥» Instrument)
Experiential -» Experiencer

Benefactive -—» Beneficiary

Completable -»> Complement

Locative -3 Location

This is the beginning of what we are looking for. But we cannot
rest here. First, there is no formalism for the representation of these
s emantic structures. And furthermore, the only structure that there is
to the theory, the only natural or necessary connexion between its terms,
is expressed in the list of implications in (1.19). But what of the fairly
complex set of relations between the properties of the semantic verbs shown
in Figure 1, and the statements following it? These need to be reduced
to order. As the diagram shows, a large number of the combinations of
properties which Chafe's exposition might lead us to expect are not in-
stantiated by him: and this number would grow phenomenally if the optional
specifications for Benefactive and Completable, plus the iocative'a inci~
dence. were added to the chart. A more integrated and organized system
is clearly needed.

And from a less general viewpoint, there are criticisms to be
made of the plausibility of some of the statement in (1.19). What do state
and process have in common such that they both take a Patient? Surely it
should be this common property which is made the key conditioning for
the role's occurrence. What is the relation between Agent and Instrument?

As is well known (cf. Huddleston 1970), animacy is not a good criterion here,



55

although it may have something to do with it. And why the mysterious
optionality in the implication to Instrument? (This means in effect that
the occurrence of an Instrument expression in a sentence implies that the
verb must express action — but not nice cersa.) A final salient weakness
in these rules is the status of Completable: what semantic property do

verbs like weigh 10 1b, cost $10, measure 10 ft., (the Completable states)

have in common with verbs like win a victory, sing a song or smile an

inscrutable smile (the Completable actions)? It looks suspiciously as if

all these semantically obscure NP complements (= Halliday's 'Ranges’)
have been linked together under the heading of Complement, and then used

to unify a heterogeneous class of verbs under the heading ‘Completable’.
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1.3.2.5 ANDERSON'S 'LCCALIST CASE GRAMMAR'

John M. Anderson (1971, 1977) proposes a basis for what he calls
Localist Case Grammar, This involves a much smaller set of primitives
than Fillmore's or Chafe's theories, is.gely because it is combinations
of these primitives, rather than the primitives themselves, which corre-
spond to the Cases. The primitives are locative, ergative, absolutive and
ablative; and these are to be taken as 'unary features' or 'components':
i.e. their presence in a complex corresponds to the positive value of a
comparable feature, their absence to its negative value. Anderson proposes
a system whereby lexical entries for predicate words are assigned a certain
combination of these units; and general rules predict where participant
roles (defined with the same units) must accompany the predicates.
Anderson does not give a definitive list of the combinatorial possibilities

of his system ~— but some examples may make its general properties clearer.

(1.20) occupy loc] The army occupied the city.
erg [ab:] " loc
abs er ab
(1.21) swarmm [ loc The garden is swarming with bees.
(abs) i loc'] Eabs]
abs
But also:

Bess are swarming in the[?arden.
1

fbe] od

(1.22) know loc] John knows his '2 x 'table

erg "loc] @bﬂ

erg
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-
(1.23) faint [abs Mildred fainted.

[abs]

(1.24) roll [ abs ] The ball rolled from the door to the window.

loc [abé:[ [abs abs]
erg abl loc

(1.25) walk [abs] Mabel walked the streets.
loc [abs] loc
erg erg abl
Labl ]

It seems, then, that the components are to be used to reconstruct
the traditional Case roles. But the multiple assignment of components
allows for finmer discrimination within the roles (Compare the represemtation
of the garden in the two sentences of (l1.21), as well as the capturing of
distributional overlaps (e.g. Path in (1.25) 1s defined as loc, abl , com-
bining the roles of (directed) location and source: i.e. Path is a
mixture of Source and Goal. We shall incorporate this last claim into
our own system: see l.3.4 below.

Anderson's system 1is promising, but it suffers from various
defects, at least viewed as an attempt to answer our current questions.

It does impose some structure on the relations between roles, and the re-
lation between predicates and the arguments they select. But it has no
accompanying theory of predicate structure: within Anderson's theory, this
means that there is no statement of what the possible combinations of compo-
nents are which make up a predicate's lexical entry. If the answer is

that all possible combinations are legitimate, this should be exemplified
en masse.

And what is the status of the component erg? It sticks out as
against the other components, which seem to have a more directly localist
interpretation., Perhaps this is correct: in the system to be proposed
below, actional predicates, which have agents (and patients, and means),

are sharply distinguished from the more narrowly localist relational
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predicates (1.3.6 below). But at one point (1977, p. 119) Anderson
suggests that erg can itself be eliminated. All the same, the suggestion
is not followed up in the sequel.

This is characteristic of Anderson 1977 as a whole. A number of
pertinent criticisms and useful observations are made in the course of
the book; and we shall have reason to allude to many of these in the pages
that follow. And some extremely constructive suggestions are made with
a view to solving the problems. But the author nowhere gives a general
assessment of his system, and of its degree of success in answering what
he takes to be the important questions in Case Theory. He is fond of
quoting earlier suggestions of his own, from a voluminous body of writings
on Case, But it is sometimes obscure whether the point of view quoted
is intended as a part of his current theory, or as an alternative to it.
(Particular examples of this are his reduction of the four Case component s
to two on p, 115, and the discussion of erg, on p. 119) Final assessment

of his system must await a more systematic presentation of it,
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1.3.2.6 THEORIES BASED ON EMBEDDING: CARTER, JACKENDOFF

Two further authors have made substantial contributions to the
solution of the problems at issue here. Richard Carter (1976, 1977,
1978a,b,c) has proposed a theory of semantic representations for predicate
yords which involves the embedding of simple verbal primes, like BE, HAVE
and CAUSE, inside each other: each prime has open spaces for arguments
to represent the functional roles. For example, the predicate give might
be represented as "x CAUSE(y HAVE z)".

And Ray Jackendoff (1976, 1977b, 1978) has developed a similar
system based on embedding and reserved positions for arguments. In his
case, the primes of the system are overwhelmingly localist predicates like
BE, STAY and GO, which, interpreted along various parameters (positional,
possessional, circumstantial etc.) give a fairly rich range of semantic
nuance. The coherence of the main terms of the theory gives Jackendoff's
approach an advantage over Carter's: the building blocks of Carter's theory
are just so many independent primes. Within this theory give would instead
be analyzed as "CAUSE(x,(GOPoss(z,y)))". If x gives x to y, X causes z to
go possessionally to y. CAUSE too, it is suggested (1976, p. 136fn),
might be analyzed as circumstantial going, with the causer as the source,
and the caused event as the theme, the 'goer'. Jackendoff's work is based
originally on work by Jeffrey Gruber (cf. Gruber 1976).

These two approaches are very similar in spirit to the one to be
proposed here -- 80 much so that it would cause a fair amount of repetition

if I were to try to expound the theories at length and criticize them before
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developing my own. Instead, I hereby acknowledge my debt to these theorists,
and set about establishing my own theory from scratch. In the course of

the exposition I shall draw attention to the crucial points at issue

between Carter, Jackendoff and myself, and some points at which my theory

goes significantly beyond theirs.
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1.3.3 POSITIONAL AND IDENTIFICATIONAL PREDICATES

Turning from these earlier attempts to impose order on the internal
structure of the predicate, we begin the systematic development of our
own ideas.

A fair point from which to start is found in the simplest form of
preposition, one where it is difficult to envisage adding much to the tradi-
tional representation of symbolic logic. This is the proposition which
attributed a property to a given entity. Within conventional symbolic
logic, the property's representation, a one-place predicate expression
(e.g. "F()". forms the core of the proposition's structure. The entity
is represented by a referring expression (e.g. "A"), placed in the argument-
place. And that is all. F(a).

It was held to be a great step forward in logic that, within this
system, there is no particular limit on the number of argument places a
predicate expression can have, and no particular privileges attaching to
any particular one of them.

But this was when the system was seen as an antidote to previous
theories (e.g. F. H. Bradley's), which stressed that every proposition
contained a privileged subject term, and alongside it a predicate, and
that all other arguments were more or less important constituents of the
predicate. These theories were held to have vicious consequences for
metaphysics, as well as complicating logic unnecessarily.

But for our purposes, this egalitarianism in the system is a vice,

since it eliminates the first vestiges of internal structure within the
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proposition. Whatever the results of our enquiry, we claim no implications
for metaphysics. It might tell us a little about cognitive psychology,
and even that is contingetn upon the system that we arrive at proving
its worth when faced with the linguistic facts. For the moment, we are
simply following paths of expediency. And therefore we presume that in the
basic form of the proposition a property is attributed to a single entity.
We trust that a suitable place will be found for other participants in
due course.
Furthermore, since we are interested in types of predicate,
and their relation to types of functional role, it will be of advantage
to achieve a representation of the predicate which separates the features
relevant to the type of proposition and selection of participant roles
from others. As yet, we have not distinguished the features of predicates
in any way. But to facilitate developments to come we propose a basic
representation for these property-attribution propositions as in (1.26).
(1.26) BE: x y
"x" represents the entity to which the property y is attributed.
"y" will thus encompass many different types of things. If (1.26) is
an identity statement, y will represent an individual under some designation.
If (1.26) states that some quality inheres in x, then 'y' will be some repre-
sentation of that quality. If (1.26) is a locational statement, then
'y' will represent a place. These three categories coincide very
approximately with characteristic meanings of noun phrases, adjectival
phrases and prepositional phrases in English (cf. Carter 1978c). As such,
we might suppose that a notional equivalent of these 1s available in
semantic structure, so that further specification of semantic representations

can be given, 1in ways irrelevant to the general formal operators
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(like BE) that we shall be interested in. For the differentiation of

different roles, however, it will be necessary to make some distinction
between the different sorts of attribution just mentioned.
We might write:

(1,27) a. BE;, .. x y

b. BEQual: X Y

c. BEPosit‘ x Y

However, it seems unnecessary to distinguish between (1.27) a. and
b. Ture, there are logical differences between identification and quali-
tative predication. For instance, qualitative predications are not
reversible -~ e.g. if Thatcher is the P.M., then the P.M. is Thatcher; but

Thatcher is female does not reverse. But Quine (1960, sections 37-38) has

remarked fhat from a logical point of view it is enough to analyze identity
propositions as special cases of predication where the predicate is satisfied
by a unique entity: i.e., no false inferences will be entailed 1f we

simply subsume (1.27)a. to (1.27)b. The reversibility facts are a quirk

of identity propositions caused by the uniqueness property and the fact

that the same expression can in general be used both to refer to an entity,
and to designate the concept of being that entity. So much for logic, we

can leave to philosophers the puzzle of the relation between an entity and

the property of being it. From the point of view of language, on the other

3Kenneth Hale (p.c.) has pointed out to me that there are languages

(e.g. Navajo, Irish, Warlpiri) which do distinguish “BE ual" from "BEIdent"'
In two of these (Irish & Warlpirdi) it seems more appropgiate, in fact, to

collapse "BEQual“ with "BEp,gi.". However, the binary opposition +/- Abs ,

of which BEygent BEp,syt im an instance, is what is really crucial to the

system of FS, rather than a particular assignation of meanings to one side
or the other., It is to be hoped that this binary contrast can be preserved
when these languages are analyzed ir detail.



64

3
hand, there seems to be little reason to distinguish BE ., = and BEQual .

Following Gruber 1976 and Jackendoff 1976, I shall (somewhat irrationally,
in that the identificational use is a special case of the qualitative,
rather than vice versa.

Semantically, then, we distinguish at this stage two kinds of
BE, i.e. of static predication: identificational and positional. These
might be designated with the feature + Abstract,

(1.28) BEPosic - Abs

BEIdent + Abs
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1.3.4 THEMES, GOALS, SOURCE AND PATHS

So far we have been looking at predicates as if they all designated
some static state of affairs., But of course there are propositions (and
these include all actions) that indicate change. Corresponding to the two
.basic types of predicate that we have distinguished so far, there will be
dynamic predicates of becoming and of movement. We shall take "GO" as
the usual designation of these two, distinguished as before with the
subscripts Ident and Posit.

Moreover, it now becomes possible to ildentify the two argument
positions represented above by "x" and "y" with more revealing terminology.
It is natural to identify the Goal (G) of movement with the Location of
the state which it achieves., Simiiarly, we can identify the entity that
moves or changes with its alter ego in static propositions. We call this
latter the Theme (T), following Gruber and Jackendoff. This gives us the

following array of distinguishable types of predicate, with their accom-

panying participant roles.

(1.29) BE T ‘Stationary theme'
Posit
G Location
BE T Attribuend
Ident (two terms taken from
G Attribute Halliday 1974)
GO T 'Moving theme'
Posit
G Endpoint
GO T 'Changing theme'
Ident

G 'Destiny’
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Abs Dy
(1.30) BE
Posit - -
BE
Ident + -
GO
Posit - +
Go
1dent + +

We have, then, the beginnings of a highly articulated theory.

Talk of Goal, of course, immediately promotes speculation about
dts opposite, Source (S). We turn then to the question of how source
is to be integrated into our formalism. In his time, Jackendoff has
suggested two different answers. In 1976 and 1977b he suggests that it
should simply be added as a co-equal argument to the theme and goal
within change-of-state predicates, which he too represents as GO. But
in 1978, p. 219, he prefers to collapse both source and goal into a single
argument position, which he calls Path (another term taken from Gruber,
1976 p. 75). Under this hypothesis, source-goal pairs in (1.31l) a. are
precisely parallel to path expressions of the type in b.

(1.31) a. The train travelled from Detroit to Cincinatti,
b. The hawk flew over the prairie.

But if there is anything in Fillmore's 1968 claim that only one
of a given participant type (a Fillmorean 'case') can appear in a given
sentence, it tells against this identification of Jackendoff's: for Path
and Goal+Source can both be specified together.

(1.32) a. The train traveled across the Mid West from D. to C.

b. The hawk flew over the prairie from its nest to the river.
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1 propose that the four roles introduced, Theme, Goal, Source, and

Path, should be identified as complexes of two bipnary features + So and + Go.

(1.33) Go So
Theme (T) - -
Goal (G) + -
Source (S) - +
Path (P) + +

This characterization of the Path as sharing properties with both
'Source and Goal is not new. One might claim that it is implicit in
Jackendoff's claim that S and G together constitute an entity on a par
with P. And in Anderson 1971 (11.1) it is suggested (with a mention of a
precursor analysis in Hjelmslev 1937) that ‘directional' phrases with
"along", "across", "around" and "through" should be analyzed as jointly
loc (roughly equivalent to our G) and abl (roughly equivalent to our s).
However, it should be emphasized that the Path is not simply a conjunction
of all the properties of Source and Goal: it is rather an entity formed
by pooling a distinctive property from each ([+So), [+Go]). 1In fact, the
theme is itself as much a combination of the two as Path is, since it shares
the two opposite features {[-So] and [-Gol).

The features can be given a semantic characterization.

(1.34) An entity x 18 + So in "GOy...x..."
iff (1) x is distinct from the theme of "GO, "

and (11) the theme is at x not later than when GO,,,.xX...

(1.35) An entity x 18 + Go 1in "GOy...x..."
iff (1) x 1s distinct from the theme of "GO,"

and (ii) the theme is at x not earlier than when GOy...X...
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The theme is thus classified as[- So, - Gol because the first

clauses of the definitions rule it out. The source is [+ So, ~ Gol since
it is distinct from the theme, and the theme is at it earlier than, but
not later than, the predicate as a whole is true. Vice versa for the goal.
And the path is + So, + Go since the theme of the predicate 1s at it
neither later than nor earlier than the predicate as a whole is true --
viz. at some time during its truth period.

We assume then that a dynamic ( [+ Dy) ) predicate holds argument
positions (which may or may not be filled) for one of each of the roles,

T, G, S,and P, It immediately becomes clear why paths co-occur with
sources and goals, as in (1.32).

There is an important weakness in the definition of Source and Goal
provided by the feature definitions in (1.34-5). They give no inkling of
the fact that besides representing the starcts and endpoints of motion,
sources and goals can also indicate direction -- the points away from or
toward which the theme moves, regardless of whether it is ever at either
of them. The co-occurrence test confirms that these represent the same
role as the starts and endpoints that we have successfully defined.

(1.36) *Skylab hurtled toward the earth to its resting-place at
Calgoorlie.

*The rider galloped out of the corral away from the ranch.
And this impression is confirmed by (1.37), which shows that like
other goals and sources they occur quite unexceptionally with paths.
(1.37) Skylab hurtled through the atmosphere towards the earth.
The rider galloped over the range away from Texas.
This ambivalence of Source and Goal seems not to have been directly
,confronted in the literature. For instance, with respect to sources, and

the meaning of the word "from" in particular, Gruber 1976 resolutely takes
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the view that their essence lies in direction away from. He suggests that

the startpoint sense, e.g. in John ran from the house, is derived from a

reading where it means something more like 'to the complement of'. However,

it is noticeable that he omits all mention of expressions like my friend is

from Japan, where there is not a trace of the directional meaning.

Jackendoff, on the other hand, takes the other sense as central:
"we will call the phrase describing the Theme's initial position the
Source"” (p. 93) (though in his analyses "from" is often represented by a
negated goal). Again the arguments favouring the opposing theory are not
mentioned: yet if Jimmy keeps away from Sin City, it 1s neither his
initial position, nor any subsequent one.

It is probably possible to remedy the worst failings in (1.34-5)

by substituting is closer to for is at. But this introduction of a compar-

ative déstroys the rigour of the formulation. (There is an implicit third
term: "the theme is closer to x than it is at other times'" -- which other
times?) And patching this up would lead us too far astray into barren

intricacies. The root of the problem lies in the fact that we are trying

to define essentially dynamic roles (to(wards) x and (away) from x)in terms

of static states (at x later and at x earlier). To remedy this, however, are

terms of an explicit theory of direction, is beyond the scope of this
treatment. Having pointed to the logical inadequacies of our definitions,
we shall henceforth use S and G nevertheless in both directional and
start/finish senses.

The addition of the four dynamic roles challenges the theory, in
that it predicts clear meanings for the identificational correlates of
of theme, goal, source and path interpreted dynamically. We shall inter-

pret 'dynamic' here in a very wide sense, covering the idea of moving from
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one entity to compare it with another, as well as the more closer analogous

idea of temporal becoming.
It is natural to take the Identificational Goal as the result of
a tendency or of a process of becoming. This might be extended to extremely

abstract goals, such as Mary in John is similar to Mary, John is getting used

to Mary. We shall call this role the Tendency. The abstract source we in-

terpret as the Point of Reference, e.g. Birmingham in London is larger than

Birmingham, Glasgow is a long way to the north of Birmingham (north here

a tendency?). The abstract path will denote the Respect or characteristic
in which the predicate holds: David is long in the leg; this store is
unbeatable for value. The theme we presume differs from the static theme
only in being dynamic, and as the examples above show, in the abstract sense
this is not sharply demarcated from the static thems.. It is possible to
look on a variety of relations as dynamic, even though they do not change
over time: e.g. similarity implies that the features of one item 'approach’
those of another in some respects - even though the degree of difference
is quite unchanging.

It might be complained that these roles do not follow particularly
slickly from the semantic specification of the features So and Go in (1..34-5).
even if the caveats about directionality are charitably taken as read. The
point is well taken., But our main task at the moment 1s to classify the
extremely various semantic roles which are found in connexion with the
predicates of human language. I do not think it can be denied that the
roles distinguished here do have some intrinsic relation to the position
T, G, S and P: and we shall see in section 1.4 that various languages
of the world recognize these relation through the semantic linking of their

case-markers.
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Some points will now be made with a view to reinforcing our iden-
tification, hitherto quite bald, of Location as a type of goal.

Let us return to a more neutral position. From the point of view
of feature analysis there is a choice open to us. Static predicates take
only two roles, so that we only require one feature to distinguish them:
should this feature be Go or So? If it is Go, we shall be assuming de facto
that both the static roles are [-Sol. The theme will have to be [~ Go,
~ SoJ, as in the dynamic predicates; and the location will be [+ Go, - So],
the same as the dynamic goal. If we choose So as the distinguishing
feature, however, the theme will still be [~ Go, - So); but the location
will not be identified with the dynamic source: [- Go, + Sol. Hence a
choice of Go as the distinctive feature within statics reinforces our
previous decision to identify the dynamic goal with the dynamic goal with
the static Location. A choice of So, on the other hand, would force us
tormevise 1it.

If we take a strictly logical view of the choice, whereby we are
neutral as to the directionality of time, there is nothing to choose
between the two options. For the issue boils down to deciding whether
the characteristic static predicate corresponding to a dynamic one describes
the state before or after the event, If before, then we prefer to identify
the static location with the dynamic source. If after, then we identify the
dynamic goal with the static location.

To resolve this impasse, it seems desirable to diverge a little from
from our principles, and note a few anecdotal linguistic facts, Carter 1976
points out that dynamic derivatives assoclated with stative adjectives in
English almost all refer to the process of becoming the state in questiocn.
not to leaving it. So a whistle is wet after being wetted, dry before;

soup is thick after being thickened, or thickening; a wound 1s clean after
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being cleansed. There are a few derivatives which work the other way, but

they always involve some negative morpheme -- e.g. unman, disable.

Furthermore, as we.shall find when we come to consider semantic
linking, languages commonly collapse the marking for a dynamic goal with
that for a static location (e.g. Sanskrit locative, Japanese ni, English at).

All this combines to suggest that the state or locus resulting
from an event is more closely connected with it than the state or locus
which preceded it: and hence that the goal, and not the source, is the
correct choice for identification with the static location.

We retain therefore our previous identification. Simple static
predicates will have two participants, T and G, simple dynamic ones four,
T, G, S and P. The feature So therefore is only distinctive in connexion
with a[+ Dy] predicate: otherwise it occurs in its unmarkedvalue [- Sqk
Within the feature system to be developed here, minus is universally the
unmarked value. The features which specify the types of predicate can
be thought of as applying by transference to thelr accompanying participant
roles too. This connexion between Dy and So feaiures can therefore equiva-
lently be expreseed by the feature redundancy rule (1.38)4.

(1.38) [+ sol -+ [+ Dyl
It might be noted that the need to characterize the context of

occurrence of the two further roles, S and P, constitutes one strong reason

There are one or two exceptions to this. Arguably, sources should
be recognized in statements of origin (I'm from Kent, the Nile originates
in Lake Victoria) and certain negative loci (I was absent from class). Pre-
dicates which take such aberrant sources do not allow normal loci to co-occur
(*I am in the USA from Kent, *he is absent from class in bed). So perhaps
the individual predicates involved, though simple statics and hence two-
place predicates, could be marked as co-occurring with significant So rather
than Go. This would be a strange sort of 'marking', since it would charac-
terize certain universal 'meanings' ~- i.e. semantic predicates -- not the
lexical entries of particular words in particular languages. E.G. (P.T.0,)
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for recognizing the dynamic predicates as a separate type of simple predicate

from the static type. Carter 1977, 1978b and c, suggests instead that
dynamic predicates should be analyzed as derived by embedding a static
predicate inside the operator "( __ )CHANGE". Since this operator contains
no extra argument place, this predicts that dynamic predicates should have
no more argument places than corresponding static ones. This 18 not the
case as 1s especially clear for positional dynamic predicates: 1locus 1is
replaced by source, goal and path of motion. It seems that there 1s no
place for these expressions of path and source within Carter's theory,
especially when all roles are present simultaneously.

Furthermore in Carter 1978b, the concept of (_p )CHANGE is itself
analyzed as (_p )NOT AND THEN (_p ): e.g. "shrink" is analyzed as (x BE
SMALL) NOT AND THEN (x BE SMALL). Such a further analysis is even worse
than its analysandum, from the point of vies of roles; since it 1s now
not even possible to introduce Source and Path by modifying the CHANGE
operator to encompass extra arguments., The Path in particular is a concept
that only makes sense when a change-of-state 1s viewed as a whole process:
to segment it into its initial and final states, as Carter has done, is to

lose the concept of the path: for this is what links the two states.

Origin BEPosit= T S = Pred,[ - Abs, - Dy, - Go)
Absence BEIdent: T S = Pred, [ + Abs, - Dy, - Gol

Perhaps this special marking could be identified with a negation
operator: that is to say, a negation occurring in a predicate would change
[- So, + Go] to [+ So, - Gol. This might go some way towards explaining
the relationship between source and negation, mentioned in connexion with
Gruber's work (1976, pp. 53-4). A systematic investigation of the relation
between negation and the source-goal opposition would probably entail
substantial revisions in this system.
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To recapitulate this section, we have now posited two basic types

of predicate, positional and identificational, both of which come in two

varieties, static and dynamic,

The static predicates co-occur with a theme

and a goal, the dynamic ones with a source and path in addition. The pre-

cise significance of each of the combinations is set our summarily in the

following chart.

(1.39)

Static
Positional
Identification

Dynamic
Positional

Identification

Theme

G S P

Locus - -

Attribute - -

Goal Source Path
Pt. of

Tendency Reference Respect
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1.3.5 POSSESSIONAL AND COGNITIONAL PREDICATES; INVERSION

This same distinction of static and dynamic, and of the four roles,
is very naturally transferred to the realm of Possession. Here the static
goal 1is the owner, the theme the object possessed. In the dynamic equiva-
lent, the goal will be the recipient of the object, and the source of the
‘old possessor in any transaction. So much is already prefigured in Gruber's
and Jackendoff's work.

However, we can also add a role for the possessional path: this
is the medium of exchange, the object in return for which the theme passes
from the source to the goal, This, besides confirming once again the
essential rightness of this fourfold division of functional roles within
every domain, also solves a problem that had vexed Carter 1976: why are
there four participant roles involved in verbs of commercial transaction,
when (according to Carter) no more than three are required elsewhere? The
answer lies in seeing that four roles are implicit even in verbs of physical
motion, so that the commercial just constitute the special case where the
parameter of the predicate is possessional.

The same approach has not yet to my knowledge been applied in the
cognitive domain, except in Gruber 1967, which does not apply it thoroughly,
but just makes a localist suggestion for the analysis of a pair of English
verbs, look and see. But if the mental object of a cognitive state is taken
as a theme, it is easy once again to apply the paradigm. The Experiencer,

a familiar role in the literature since Fillmore 1968, becomes the goal.

In the case where the mental object experienced is some sort of informationm,
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it is possible to designate the source of this information as the Source:

e.g. 1 learnt of John's death from the obituary columm. In this same case,

the Path will be the Medium of Communication (I told him the news over the
phone); and this notiom.generalizes Lo take in all sorts of perceptual

means and mental faculties: I heard it with my own ears. Joan witnessed

the spectacle with unbelieving eyes. It is difficult to make much sense

of the distinction between static and dynamic within this field (though
distinctions as between know and realize seem relevant). But since we
'have designated sources and paths here too, the system commits to view
at least those predicates which co-occur with these roles as dynamic.

No claim is made here that a complete and perfect analysis of this
area, that of cognitive concepts, has been made. The profusion of different
expressions, even in English, for a number of particular ideas all classed
together here as Medium of Communication (e.g. over the phone, on the
radio, with a telescope, by word of mouth) already suggests that natural
languages and a considerable degree of further definition or idiosyncrati.
variation to these concepts. In particular, it seems likely that communica-
tion of information, where the concepts of medium of communication and
source of information are clearly applicable, might be haved off from the
less definitely structured realm of other perceptual and cognitive predicates,
where it is much more difficult, e.g., to separate the means of knowledge
or perception from its source.

We have simply been interested in showing that the localist gestalt
of T, G, S and P can be applied here: and that the result is to distinguish
a number of different roles on a more or less natural basis.

An extra feature of these two domains 1is the phenomenon of Inversion.
This is a semantic operation, in that it reverses the interpretation of the

roles T and G, and changes the interpretation of S and P. But its motivation
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comes largely from noticing that when languages use positional predicates

metaphorically with possessional or cognitional meanings, the assignment
of roles does not always accord with what we have just sketched out.

After noticing the analogy already outlined of possessional with
positional predicates, Jackendoff 1976 (following some remarks of Gruber
1976, pp. 56-7) notes that in some idioms of English where positional
prepositions are used with a possessional sense, the theme seems to corre-
spond to the owner in the possessional sentences, rather than to the
object possessed.

(1.40) a. Nelson ran out of money.
b. Ari is in the money.

c. Fred came into a lot of money.

He there suggests that in the context of "GOp,..+" and "BEPoas'

the converses of "G " and "BE ") the theme will represent the
0S8

Poss
possessor or recipient, the goal the item possessed. Ille }ibs at repre-
senting money in (l.40)a. as a source, postulating rather a negated goal,
a complex whose relation to source within his system is not clear. In
fact, in this context it seems more natural to assume that money is the
source, representing the object lost: the possessor has moved away from
a possession, just as in (1.40)c he has arrived at it. It 1is not clear
what the Path of such inverted possessional motion would be. (1.40)b
suggests that this inversion of the possessional predicate is also possible
for static possessional predicates.

Section 3.2.5. below presents evidence from Sanskrit for the
existence of inversion in possessional predicates, It also adds evidence
suggesting that this should be extended to the cognitional field. Under

this hypothesis, an inverted cognitive predicate would have its T and G

reversed, as in the possessional case. This theme would represent the
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experiencer or sentient being; the goal would represent the object of the
cognitional act. As with the possessives, this would make a radically
different interpretation of S and P necessary. The experiencer is now
thought of as the moving theme, so it makes no sense to think of the source
as the source of his experience. Rather it should be the information state
from which he is moving -- e.g. an item forgotten, disregarded or unknown.
Before going any further with the development of the cognitive
field it is probably helpful to sum up the identifications that have been

made so far. We have two charts precisely comparable to (1.39).



(1.41)
T
Standard Values
Static
Possession Owned
Object
Cognition Mental
Object
Dynamic
' Possession Transferred
Object
Cognition Percept,
(1.42)
Inverted values
Static
Possession Owner
Cognition Experiencer
Dynamic
Possession Recipient
Cognition Experiencer

Owner

Experiencer

Recipient

Experiencer

Owned
object

Mental
object

Transferred
object

Percept,
Information

Ex-owner

Source of

Item lost

Item
unknown
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Medium of
exchange

Medium of
communication,
mental
faculty.

Before attempting to unify this with what has gone before by

postulating a few more features, we should look at an area of mental con-

ceptual space not yet touched.

be understood in terms of it.

This is the Will, and roles which can only
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It is a commonplace of English and other languages to identify an
item aimed at as the goal of one's endeavours; and this provides a natural
starting point for our exploration of Volitiomal roles. With this in hand,
it is an obvious next move to identify the volitional source with the object
which is avoided or abhorred, i.e. what the wishe-theme is trying to move
away from in his quest for the volitional goal. The identity of the Path
in this context 1s rather less clear. We shall tentatively identify it
with the Strategem, or means by which the theme's desires are to be ful-
'filled.

We thus have the following set of volitional roles:

(1.43)
T G 5 P
Volitional: Wisher Aim Averslon Strategem
(dynamic)

We now turn to the possibilities of providing a feature system to
unify these various metaphorical uses of the localistic T G S P system
with the others so far expounded.

The most notable way in which the possessional, cognitional and
volitional domains differ from the positional and identificational ones 1is
that the former three all involve a sentient actor. We shall therefore
distinguish these types of predicate as + Sentient ([+ Se]).

Among the sentient predicates that we have looked at so far
(there will be one more to be added in the next section) the possessional
and cognitional predicates exhibit a neat parallelism. Both have inverse
forms, and in both the path role is not clearly identifiable, for reasons
that we have not been able to lay bare. Furthermore, the cognitional might

in some obscure sense be taken as an abstract equivalent of the possessional.
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1.3.6 ACTIONAL PREDICATES

We shall add one further major class of predicates to this system.
This is the type of Actional Predicates, which represent doings and
happenings.

One role which is typical of this class 1s that of Instigator,
the agent who causes some event. It is noteworthy that each of the major
predicate types distinguished so far (except Volitionals) can have an
instigator added to it. This is so natural an addition that English and
other languages offer lexical items which represent predicates of all these

major types with an instigator added. For example, as against the simple

go, become, receive, see, we have send, make, give, show, all of which

represent actions in which the subject instigates a non-actional event
in something else.

This fact has provoked many linguists to try to analyze all actions
as semantically complex, with an instigator or agent causing some state
or process in something else, For instance Dowty 1972 analyzes all
activitlies, accomplishments and actions as consisting of a state predicate
at some level of embedding inside an operator representing Causation or
Human Agency. Nordenfelt 1977 criticizes the fact that all these should
require a state as thelr innermost simplex core ("For many activities there
is no obvious object state to be discovered... Dowty's treatment,.. lacks
a discussion of what should count as the state components of such activities

as walking, painting, bicycling and treating." p. 29). But Nordenfelt's

own analysis, although it replaces the ubiquitous states with a triple
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One characteristic relation of physical objects to a sentient subject --

indeed perhaps the earliest leant ~- is that of ownership; and the mental
objects which are cognitional themes belong to their experiencer in some
sense,

These are the sort of considerations that self-respecting linguists
are ashamed to adduce -- and rightly so, for these faint analogies are
not strong enough to serve as cogent arguments for a theory. But they are
enough to furnish motivation for a classification system, which we hope
will be given empirical content later by its contribution to the simpli-
fication of language-specific linking rules.

We suppose then that cognitional predicates are the abstract

equivalent of possessional ones. So the features Abs and Se cross-—cut as

follows:
(1.44)
Sentient/Abstract - +
- Position Identification
+ Possession Cognition

We presume that the feature + Inverse (Inv) 1is linked to the
feature Se (just as So was to Dy), by the following feature redundancy
rule.

(1.45) [+ Inv] -+ [+ Sel

But what of volitional predicates? These show a remarkable
similarity with the inverse cognitionals: aim corresponds to mental
object, wisher to experiencer, object of aversion to object unknown,
and the paths are similarly obscure. One is tempted to try to collapse

them. But given the examples which motivate cognitive inverses in
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Sanskrit (3.2.5), it seems impossible to do this: the words seem to have

nothing to do with volition. Pending future research, the, we content

ourselves with a redundancy rule:

(1.46)
+ Se

[+ volit] —» + Abs
+ Inv
+ Dy
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possibility of 'enduring states', 'enduring processes' and ‘events’',
still treats all agentive and causative predicates as complex, with an
instigator added to some non-agentive core predicate.

Carter's system of semantic representation (1976f£f.) does not
include any simple actional predicates: the only verbal primes used are
BE, HAVE, CHANGE AND CAUSE; and of these CAUSE and CHANGE are only used
with an embedded stative. And Jackendoff 1976, after expounding a system
which contains only GO, BE and STAY as simplex predicates, which may be
embedded inside the operators CAUSE and LET, remarks (p. 110): "The
strongest claim one could make? is that the five functions presented here
are the only functions in semantic theory that when used alone represent
verbs... Such a substantive universal in semantic theory would be highly
significant, and I do not find it implausible.”

These scholars do not appear to have considered the problems in

representing verbs like hit, kiss, swive, stroke, press, tug, fillip,

which might be classified as verbs of impact. The predicates in question

entail action on some object the agency or causation of another physical
entity. When the actor is an;mate, in fact, there is a presumption that
the action is deliberate. But the predicates carry no implication that

this agency or causation bripngs about any particular state, or change of

state in the affecced object.

5It is not strictly true that Jackendoff's proposal here is the
strongest claim one could make in this field. Carter 1976ff. makes an
implicitly stronger claim, since he would analyze Jackendoff's primitive
"STAY" as a complex '"NOT CHANGE NOT" (cf. Carter 1978b, c). Presumably
"LET" would also go, analyzed as "NOT CAUSE NOT". Jackendoff's '"GO" is
broadly equivalent to Carter's '"CHANGE". I shall take no position on
such 1ssues here, since they do not materially affect the functional roles
involved. Within the system to be outlined, the ‘permissor' inherent in
Jackendoff's "LET" operator is not distinguished from the 'Instigator’.
the external actional source.
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This absence of 1mplied effect is borne out in various ways.
First of all, and most directly, there 1s no simple English word to des-
ribe the state of an item affected by one of these predicates: 1if John
tugs a cord, kisses a girl or hits a brickwall, all that this implies
about the affected object is that they are tugged, kissed or hit respec-
tively. Contrast the behavious of effective causatives: 1f John throws
a ball, it must fly away some distance., Otherwise he has not succeeded
in throwing it.

One might try to maintain that there is an effect, but due to
the nature of the circumstances it is a temporary and invisible one, But
this is the statement of a theoretical physicist, not an inhabitant of the
everyday world. There 1s not the slightest contradiction in saying "I1've
been hitting this wall for hours, and haven't made the slight impression."
Indeed it is at least logically possible that the most rigorous scrutiny
possible would reveal no change in the state of the wall.

But more convincing than this appeal to logical possibility is
the fact that these verbs of impact are indefinitely repeatable. One can
hit a ball twice with one swing of a racquet, kiss a child any number
of times withoyt decreasing the qualification of the later actions to be
called kisses. But true effective causatives require that their original
effect should have been dissipated or annulled before they can re-apply:
one cannot kill a fly twice unless it arises from the dead; nor can you
roll a ball that is already rolling from a previous impulse.

Indeed so clear 1is it that these simple actional predicates do not
entall an effect that they can even apply a number of times separvately
but simultaneously. If Bertha simultaneously hits Jules with a club In

the chest and a rolling-pin in the back, it is natural to say she hit him
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twice at the same time. But if he keels over as a result of this double

assault, it would be impossible to say that she felled him twice at the
same time, even if either blow would have been sufficient to do the job
alone.

There is evidence, then, of the existence of simple actional verbs
that do not embed a resultant state, (Naturally, it is not ruled out that
they are to be found in other semantic areas than that of Impact, although
I have found no good examples elsewhere,) The question now arises of
hou they can be represented within our system.

It turns out that the dynamic framework of T G S P will fit quite
well, The object affected by the impact will be the goal of the actionj;
the actor will naturally be the source. As for the theme, we look for
something that passes from source to goal: the natural candidate for this
is the action itself. Indeed, some such idea is already implicit in the
term 'transitive' itself, implying a transition of the action from source
to goal, agent to patient.

As for the Path, two natural identifications suggest themselves.
If we consider first of all what is likely to be the path of an actionm,
i.e. that through or over which the actor inflicts the action on the goal,
the most natural identification is with the Means through which the action
is completed. This will be the familiar role of Instrument as a subcase.
On the other hand it is possible to reach another conclusion by looking
at the feature specification of path: [+ So, + Go] . This suggests
that it have the properties both of actional source and goal, of agent

and patient., This brings to mind the Reciprocal role in expressions
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like "John talked with Mary", "the president met with his ministers",

Since both of these roles need to be mentioned in our system we shall

accept that the actional path can be interpreted either wayfs This

decision will be confirmed when we come to consider Semantic Linking: it

will become clear that languages often conflate the marking for these two

roles. If it is necessary to distinguish the two, the feature [i_Animate]

can be pressed 1nto service, a feature which otherwise we had not needed.7
This identification of instrumental means as the action path explains

a point which has been noticed by Gruber 1976, p. 163: "an instrument

phrase can only occur if the subject is an agent". (And cf. Chafe 1970's

implication relation, noted in (1,19) above.) Instruments can only

appear in actional predicates. Agents (S) outrank instruments (P) on

the hierarchy of functional roles, but actional P outranks all other

actional roles., Hence instruments will occur as surface subjects unless

there is an agent expression present (e.g. The key opened the door).

Hency instruments will only occur on the surface represented by an
oblique phrase if there is an agent present to take the surface subject

slot, For detaills of this in Sanskrit, see section 3.2.3 below,

6The conflation of Means and Reciprocal in this intimate way 1is not
satisfactory. Semantically, the roles are very different, and to reflect
this difference we are forced to introduce the otherwise unmotivated feature
Animate. However, the semantic linking of such case-markers as English with
and the Sanskrit Instrumental does show the two to be members of a natural
class. And the FS system otherwise has nowhere to put the roles Reciprocal
and (its External equivalent) Accompanimant. (Cf. 1.3.7.)

7A parallelism of relational goal with patient, source with agent,
and path with instrument or means has also been suggested in Anderson
1971, pp. 173ff. His evidence is of the kind that we shall introduce below
under the heading of semantic linking.
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It is also possible to extend the use of the feature Se to cross-

cut the domain of actional predicates. As before, we use it of predicates
which entail that one of their participants at least 1s sentient. Before-
hand we used it to distinguish Possession and Cognition from Position

and Identification. Now we use it within the realm of Actional predicates,
to distinguish Agentive from Eventive predicates. Agentive predicates
require that the action originate in an animate cause, an agent. The
roles which co-occur with these two different types of actional predicate

are set out in (1,47).

(1.47) T G S p
Eventive (-Se) Event Patient Cause Circumstance
Agentive (+Se) Action Victim Agent Means/Reciprocal

The two types can be illustrated in the sentences: The dam-~burst
(S) hit the village (G) with a wall of water (P) in the worst disaster
of the century. (T). Helga (S) hit Sigurd (G) a hefty blow (T) with the
milking-pail (P).

We shall posit a new feature + Ac to distinguish actional predi~
cates as a class from all the others, which we shall henceforth term
Relational ( [~ Ac]). This classification makes sense semantically, since
actional predicates are those where the moving entity is essentially
abstract, an action tranmitted from source to goal by the source's power.
In relational predicates, on the other hand, although the entity that
moves may not be a material object (e.g. in the case of cognitional
predicates, it is a mental object -- ¢f, the discussion of this in
Jackendoff 1978, pp. 213ff.,), the motion is not necessarily controlled.
The theme is thus the centre of interest within a predicate, the source

in an actional one. And this difference 1s brought out in the determina-
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tion of the hierarchy of participant roles to be discussed under the

heading of grammatical linking in 1.4.6. Themes are the highest roles
within relational predicates, sources within actional ones.

Actional predicates, involving S and P as they do, must be
included in the + Dy class. This is semantically natural since they
all connote events, which like motions and processes contrast with
persisting states. We express this with the feature redundancy:

(1.48) [+ Ac) ==+ [+ Dy)

For convenience, just as we have been representing the relational
predicates with subscripted varieties of "GO" and "BE", so we shall use
"DO" as the shorthand for actional predicates.

We are now in a position to set out the full set of participant
roles that form part of simplex predicates. These will be augmented in
the next session, 1.3.7, when we come to consider how the same basic

role-meanings are transmuted in connexion with predicate embedding.
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(1.49) Chart of Internal Functional Roles

Ac/se/Abs/Dy/Inv/Vol

BEPosit - - - - Theme Locus - -
GOposit - - - + -« = Thene Goal Source Path
BE1dent - -+ - ~ = Thene Attribute - -
GO0t gent - -+ + - = Theme Tendency Pt. of Respect
Ref'ce
BEPoss -+ - - - - Owned Owner - -
BEPoss' -+t - = % - Owner Possession - -
GOpyss - + - + - - Transferred Recipient Ex-owner Medium of
Object Exchange
oPoss' -+ - + 4+ - Recipient  Acquisition Lost obj. ?
BECognit -+ + = - = Mental obj. Experiencer - -
BECognit' -+ + =~ + - Experiencer Experience - -

GoCognit -+ + + =~ - Mental obj. Experiencer Source of Faculty/
Info. Means of

Comm,
GO v+ -~ + + + + - Experiencer Experience Object ?
Cognit Unknown
GOVolit -+ + + + + Wisher Alm Aversion Strategem
DOg, + = -+ - - Event Patient Cause Circum-
stance
DOpg + + - 4+ - - Action Victim Agent Means/
Reciprocal

The feature system proposed here is not the first such attempt to
characterize the participant roles. (Cf, Nilsen 1972, who also summarizes the
previous system of McCoy 1969.) It is, however, the one that uses its
features most economically: compare its 8 features used to designate 48
separate roles with Nilsen's 6 features for 6 roles or McCoy's 13 features for
15 roles. It is therefore the richest in predicting natural classes of roles,

classes which we shall see utilized in the specification of Case-Linking rules.,
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1.3.7 EMBEDDING. EXTERNAL ROLES.

We have an analysis for the simple actional. But we have not
yet given one for the true causatives with which we so laboriously con-
trasted them, Following a large number of predecessors, we shall represent
them semantically as an embedded structure, the predicate that represents
the resultant state (BE) or process (GO) embedded inside a causal operator
which makes space for an extra argument place, that of the Instigator.

But what is this causal operator? Is 1t necessary to posit a
new primitive in the system or is it possible to make do with something
already at hand? If we introduce a new primitive, it will be necessary
to stipulate arbitrarily the properties which these causatives share
with the simple actionals =-- viz. their co-occurrence with agent and
cause roles, and with instruments (a sub-type of Means). It is justified,
then, in the interests of capturing a generalization, as well as on grounds
of theoretical economy, to identify the causal operator with the Actional
predicate itself. Since one of its arguments, the Theme, represents the
action itself, it is clear that it is under this role that the subordinate
predicate must be embedded. The truth of the complex proposition as a
whole entails the truth of the proposition embedded within. Causatives
are 'factive' structures.

This new role of Instigator is the first of the External roles
that we have distinguished -- i.e. participant roles associated with a
predicate into which another predicate, with other (Internal) roles, is

embedded.
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Causative FS are often realized lexically with a predicate-word that

incorporates the meaning of the outer predicate: hence show differs from
see, even though the innermost predicate of both is the same, "GoCognit':
T G P(eyes)". But this is not always so. Consider for instance the
sentence in (1.50).
(1.50) Bertie washes his car in the garage.
Here the action is located in the garage, and it is most straightforward
to represent this as in (1.51).
(1.51) BEPosit‘ T(DO: T(wash) G(car) S(Bertie)) G(in garage)
Here the whole proposition that Bertie washes his car is embedded inside
the theme of the locative predicate "BEp . 4,". (We introduce here a
notation of which we shall make a lot of use: the item which constitutes
a particular role appears in parentheses after the initial of that role.)
This formulation coincides neatly with Starosta 1978's distinction
of Locus and Place. Starosta observes that a Locus (an inner locative)
specifies the position of the Patient alone (our Theme, in the present
context), while the Place (outer locative) sets the scene for the action
or state as a whole" (p. 495). Contrasting with the outer locative in
(1.50), we have the inner locative in (1.52), analyzed semantically as
in (1.53).
(1.52) Bertile keeps his car in the garage.
(1.53) DO: T(BEp,gq¢: T(car) G(in garage)) S(Bertile)
It will be seen that in both (1.51) and (l1.53), the locative
expression, "G(in garage)', specifies the location of the Theme of
its predicate. It 1s just that in (1.51), that theme is a whole
embedded proposition.
What then can be said about the potentialities of predicate

embedding within this framework?
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There is no space here for a discussion of how the role inter-
pretations differ when the roles occur externally, i.e. with a proposition
embedded inside their corresponding theme., It is clear, though, as a
comparison of the two tables (1.49) and (l1.54) makes clear, that our
framework, developed for the internal roles, provides good candidates for
most, if not all, of the external roles that we shall want to recognize.
Some explanations, and notes on particular difficulties follow.

(1.54) External Roles (excluding Volitional)

G S r
BEposit Place 1 - -
BE]gent Time - -
GOposit Limit Pt. of Origin Extent
GOy dent 'Until’ 'Since’ Durat ion
GOpygs Beneficiary 'Thanks to' ?
GOCognit Ethic Dative? Subject-matter? Criterion?
DOg,, Affectee Cause Manner
DOpg Affectee Instigator Accompaniment

Clearly there are gaps here, but the framework seems promising

as a starting point. The Actional, and the Positional and Identificational
parameters among the Relational, are the most satisfactory. "Affectee"
will be used to represent the adversely affected entity in constructions
like the Japanese adversatives, and cf, on me in "They confiscated my

{cense on me'". And the positional/identificational opposition has been
exploited to distinguish space and time, This is neat, but I know of
no evidence in its favor: perhaps both space and time should be included
indifferently under Positional. Note the use of the Path participant to

represent extent and duration. Evidence from Sanskrit which strongly
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supports this will be presented in 3.1.2.3 below,

As for the others, the suggestions must be taken as extremely ten-
tative, merely intended to suggest the potential of this sort of framework.
The casting of the goal of GOp,g5 as Beneficiary, though semantically
natural, does not explain the correlation with agentive predicates noted
by Chafe (cf. (1.19) above). ‘'Subject-matter' is intended to represent

the meaning of English about or concerning, 'Criterion’ the sort of by

used in oaths: it corresponds to the critical means used in cognitional

predicates of judging: he knew him by his curious gait.

We might note that volitional predicates also admit of embedding.
But here it seems most natural to embed under the Patl slot, the Strategem
by which the desire is to be brought about. Then the goal, corresponding
to the object almed at, will be the Intention of the embedded proposition:

he went out for some milk. The source will represent the entity for

fear of which the embedded proposition takes place. Apparently, a
number of Australian languages have a special case-marking semantically
linked with this role: see, e.g. Dixon 1977, p. 350.

The theme might be the Wisher himself, often realized within
desiderative sentences for example. But this poses a problem. The
embedded proposition, representing what the wisher desires, should be
embedded under the G, rather than the P, which represents the wisher's
strategem. Perhaps this desiderative 'wisher' role, then, should be
regarded as a variety of 'Ethic Dative', i.e. as an external cognitional
goal? But there are other reasons for doubting whether desiderative
sentences involve quite this sort of embedding. All other instances
reviewed here, including Causatives, Locative Specification and the rest,

have the property that the truth of the whole complex entails the truth
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of the embedded proposition. If John shows Mary a picture, Mary sees a

picture. If Bertle washes his car in the garage, Bertie washes his car.
This is not true of desideratives: if Antinous desires to wed Penelope,
this wish implies nothing about his success.

We are left with the following incoumplete pattern for volitional
embedding:

(1.55) External Volitional Roles

T G S P
GOVolit ? Purpose Fear ?

We introduce the feature + External QEEQ to distinguish between
those instances of a given role that occur with a predicate that has a
further proposition (predicate + roles) embedded in 1it,

Before leaving the subject of Embedding, we also mention another
notational convenience. Since embedding always takes place inside the
theme slot of the Lost prodicate, we shall omit the predictable 'T' which
would mark this role. Hence to represent the FS of 'John washes his car
in the garage' we shall typically write, instead of (1.56), the formula
shown in (1.57) for the identity of the various roles, cf. (1.51) above.

(1.56) BEp,gi¢: T(DO: TGS ) G
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1.3.8 FORMATION RULES FOR FUNCTIONAL STRUCTURE. BINDING.

It is now possible to give a set of formulation rules to charac-
terize the co-occurrence of participant roles with types of predicate.

(1.58) Functional Structure Formation Rules

i, | Proposition Predicate| (| T |) (( 6 |) (f S |) (( P
—
o« Features « F o F oA F o F % F
ii. T Proposition
-

Proposition is the initial symbol of this rule-system, and terminal
symbols afe Predicate, T, G, S, and P; but [T, + Exy] is not a terminal
symbol, so that rule ii must apply whenever it can.

'« Features' (or '« F' ) stands for a complex of plus/minus specifi-
cations for all the features Ext, Ac, Se, Abs, Dy, Inv and Vol. These
specifications are assigned arbitrarily to propositions, and are transmitted
to each of the symbols that they dominate, by 1. If T is marked [+ Ext]
in this way, it will trigger rule ii, causing 1 to re-apply to expand
the new, embedded, proposition. But there will be no more embedding than
this: by 11 the embedded proposition will be [~ Ext], so that its Theme
will be [~ Ext] too, and ii will not be triggered. T, G, S and P are
of course themselves complexes of features., Each is of quite optional
occurrence.

Restrictions among the feature-complexes permitted are given

by the Redundancy Rules, which have been noted above when their motivations
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were being discussed. They are restated here for convenience.

(1.58) Feature Redundancies

i. [+ so] -— [+ Dy)

1. [+ Inv] --> [+ Sel
iii. [ +volit) --+ L+ Se, + Abs, + Inv, + Dy]
iv. [+ Ac) -—-» L+ Dyl

These can be thought of as filters on the output of the formation
rules. Not all the entities generated by the arbitrary combination of
'feature values have been identified, and it may be that more redundancies
can be discovered. But the fewer they are, the greater 1s the justification
for using a binary feature system to represent the structure of this
semantic domain.

These rules constitute a theory of the internal structure of the
predicate, relating the participant roles they select to the properties
of the predicate in question. The structures they generate constitute the
mass of functional structures available as the semantic component of lexical
entries, and in principle represent all the different relations of argument
to predicate possible in natural language.

The rules do not constitute a general theory of the semantic
structure of sentences, which needless to say would be far more complicated
and extensive, But we do claim that they are a necessary component of
such a theory.

Finally, it should be noted that the roles specified in functional
structure will not always be independent of each other. In particular,
it can be specified that one of the external roles binds one of the roles
within the embedded predicate -- i.e. that the two are obligatorily

co-referent. This will be necessary, e.g., in the representation of
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desiderative predicates, where the wisher is often coreferent with

the agent of the embedded action, or theme of the embedded relation. We
shall mark this by subscripting the two arguments with the same lower case
letter, typically 1.

The binding is only possible between an external and an internal
role; and furthermore a bound internal role is not available for purposes
of Linking. (See l.4. below.) A bound internal role may therefore be
considered exactly on a par with an orthodox bound variable. The binding
;ole, on the other hand, which will occur externally, is no different

from any other role for purposes of linking.
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1.3.9 CONCLUSION

The system of predicate types and associated participant roles
expounded here is extensive, and 1s intended to be exhaustive in its
coverage of the relation between predicate and different types of argument.
But of course, it is not a complete theory of predicate type, nor of all
the kinds of relation that a referring expression can bear within a pro-
position. We have said nothing, for instance, of aspectual differences
between predicates. And we have made no attempt to outline a theory of
the varied semantic relations which may interpret adnominal noun~phrases --

e.g. a pound of chocolate, a man of honour, the City of Rome, a ring of

pold, Ur of the Chaldees.

What we have provided is at the moment no more than a system for
the organization of reality. Although we have nodded a few times in our
determination to keep the exposition free of linguistic argumentation,
the system has as yet very little empirical content.

This will come when we start to specify the rules which link
expressions of natural languages with the various entities in this
semantic theory, and the constraints on the form of these rules. Some of
these will be suggested in the three sections of the introduction

remaining. Under Linking Rules we shall look to the features of FS

to define natural classes of roles which can be linked with particular
case~ or preposition-marked NPs in various languages; and to define a
hierarchy on these roles in the context of particular predicates, a
hierarchy which will be the basis for grammatical linking. Under Lexical

Entries we shall look to the embedding structure of FS to determine the
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maximum complexity of a fragment assigned as the meaning of a predicate~word.

And under Diathesis, we shall again look to FS, this time for neat
characterization of the meaning-changes which correspond to the different

diatheses of predicate-words.
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1.4 LINKING RULES

1.4.1 INTRODUCTORY OVERVIEW

l.4,1.1 A SKETCH OF CASE LINKING, ITS RELATION TO BRESNAN'S
'REALISTIC TRANSFORMATIONAL GRAMMAR'.

So far, we have discussed one or two aspects of the syntactic
"incidence of case-markers, and outlined a system for the representation
of the meaning of predicates and their co-occurrence with various partici-
pant roles. We now turn to the rules which relate case-marked NPs to
participant-roles, the Linking Rules.

The need for such rules -- the concrete embodiment of the relation
between form and interpretation within the realm of Case -- is largely
independent of any particular model of syntax and semantics. In every
model that covers the same ground that we do, there will have to be a
representation of propositional meaning, of sentence form, and of how
the two are interrelated.

I shall use a particular model which seems to me the most pro-
mising of those available at the moment, where the three areas of
Meaning, Form and Linking constitute autonomous components; and the
Lexicon plays a large role in determining the well-formedness of sentences
and in assigning Links., The model is essentially compatible with, and
may be thoughtof as an extension of, Bresnan's 'Realistic Transformational

Grammar' (1978 -- henceforth RIG). It also bears some resemblance to
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Starosta's 'Lexicase' model, though in this case the likeness is not

genetic.

In the remainder of this subsection, I shall sketch out the
nature and scope of the rules of Linking, and their interaction with
the other components of the model. I shall then compare and contract it
with the Lexicase model., I shall then pick out the corresponding areas
in two rival types of theory, a very broadly drawn 'Generative Semantics'
(including Relational Grammar and Panini's karaka theory), and Chomsky's
'Revised Extended Standard Theory. I do this in the hope that linguists
who embrace these points of view will be able to see the relevance of
Linking to their own concerns, even when they do not accept the way that
the principles are formulated here.

Bresnan's RTG posits a powerful lexicon. Entries for predicate-
words include considerable information about their syntactic context of
occurrence, including a statement of which NPs co-occur in their phrase;
they also relate these and other NPs to argument-positions in the word's
functional representation (FR). (Bresnan uses the temm 'functional
structure' to refer both to the complete functional representation of a
sentence, and to the fragment of this which will occur as part of a
lexical entry. We shall systematically use *functional representation’
(FR) to refer to this part of the lexical entry, preserving 'functional
structure' (FS) to refer to the complete structures which interpret
whole sentences and to the system of representation itself.)

For example, lie, rely, and hit receive lexical entries as in

(1.59). (cf. Bresnan 1978, p. 17.)

(1,59) a. lie v, [ Pg] NP, LIE LOC
b. rely V, [ pe[on NP] NP) RELY-ON NP,

c. hit V, [ Nlj NPy HIT NP,
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This verb lie, then, may only be inserted into a syntactic struc-

ture where it precedes a PP in its phrase, and rely only where it precedes
a PP in its phrase, a PP whose preposition, moreover, must be on. Hit
must be inserted before an NP, i.e. it is transitive. The right-hand
constituent of these entries, the FR, ensures that, in the interpretation
of sentences containing these words, the predicates LIE/RELY~ON/HIT are
involved; that the syntactic subject NP (designated as 'NPl') is assoclated
with their left arguments; that the PP interpreted as right argument

'of LIE is a locative expression; that the NP governmed by on 1is right
argument of RELY-ON; and that the structural direct object (NPp) -~ i.e.
tlhe NP directly dominated by VP -- is interpreted as the right argument of
HIT.

Our essential purpose in this work is to propose some refinements
in this account, chiefly in the sphere of the FR. We propose a new
formalism, that of FS in 1.3 above, to represent these items. This
glves a clear sense of which argument is which, in place of the vague
'left argument' and 'right argument'. And, following Carter 1976, we
propose that the association of NPs with argument positions is not
arbitrary, as it might well have been, given Bresnan's notation. For
example, Bresnan's notation would allow in principle "NP, HIT NP;" as a
possible FR for hit.

We propose the existence of general principles of Linking between
NPs and participant roles (or argument-positions). NPs are identified in
terms of their formal case, within the language in question, a case which
may or may not be structurally induced., Participant roles are identified

in terms of their feature specification within FS.
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Ideally, then, it would be possible to eliminate all stipulation

of the association of NPs with argument positions. Lexical entries would
include only the minimal syntactic characterization of the predicate's
incidence, and its meaning or FR, given in the FS formalism. Linking
principles would ensure that all the necessary case-marked NPs co-occurred
in order to associate one with each of the roles required by the FR; and
the same principles would ensure that the necessary associations were es-
tablished.
In practice, however, it seems that some stipulation of Linking
within lexical entries is necessary. But this, as we shall see, can
be limited to a stipulation of the role associated with the object NP
of a transitive verb, and (in marked items) of the role associated with
the surface subject.
It 1s possible, therefore, to rewrite the sample lexical entries
as in (1.60),
(1.60) a. lie V intrans. BEposie: T G P(prone)
b. rely V intramns; on NP BECognit‘ T G P(trust)

c. hit V trans. (G) DO: S T(impact) G ..

By its FR, lie has two arguments to fill, theme and goal, repre-
senting prone party and location respectively: this identification follows
from the theory of FS. Two NP8 are thus required if this verb is to occur
in a sentence where it can be interpreted. We may presume that one NP,
which will be marked nominative, will be generated obligatorily in every
sentence of English -~- the familiar 'NP dominated by S'. A rule of
Grammat ical Linking will associate this NP with the highest argument
position, here T. Another NP will be required, and this will have to

occur in a PP: PPs are very freely generable in English phrase structure,



(No transitive object NP is possible with the intransitive lie.) Since
the NP must be linked with a goal, only certaln locative prepositions,

mentioned in the Semantic Linking rules that associate NPs with positional
goals will do. The role of path (P) which gives a more specific flavour

L] "
to the basic BEPosic

which represents locative states, is taken as

already filled. Together, then, our principles will predict that a

nominative subject and a locative preposition phrase will just suit lie.
Similar reasoning will show the adequacy of the other two entries.

Rely obligatorily selects on as its co-occurring preposition; and the

same semantic linking rule that takes care of on in The cat lies on the

mat. will associate it with the goal. (Note that the theory has
succeeded in capturing even the extremely obscure semantic parallelism
between lie on and rely on: BECognit' differs from BEp, .4, Only in the
features Se, Abs and Inv, and the specification of meaning in the path
slot.) Hit is transitive, hence will co-occur with both nominative
and accusative., The transitivity specification requires in this case
that the accusative be linked with the goal (i.e. the Patient, by the
theory of actional.predicates). Hence the other NP will be linked with
the source, the Agent or Cause. In fact this association would have
been predicted anyway by the Normal Hierarchy of grammatical linking.
But we shall see that there are cases where this specification of
transitive object linking 1is required.

This short example has assumed, that English NPs are case-marked
in virtue of their structural position (somewhat as is suggested in
Chomsky, forthcoming). But it would not be a major divergence from the
system to suppose that English NPs are not marked for Case, and that
Linking pays attention simply to their structural positions and the

prepositions that govern them. This would be more in accord with the

105
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surface facts of the language, where overt case-marking is vestigial. But

the claim that cases are involved does not, apparently differ empirically
from this, while making the properties of Linking easier to state in
universal terms.

An important point to notice is that the Linking Rules are not

restricted to application within lexical entries. The locative preposi-

tional phrase that co-occurs with lie does not figure in its lexical
syntactic context. More radically, it may happen that externmal roles
figure in neither syntactic context, nor in the FR of a predicate-word
with which, nevertheless, they may co-occur. For instance, in John

washes his car in the garage, the phrase in the garage has no place

either in the syntactic context of wash or in its FR., Yet there is an
FS for the sentence as a whole: "BEp,g4,: (DO: S T(wash) G) G".

(cf. 1.3.7 above, for some discussion of this FS,) And the semantic
linking rule that associated the positional goal here with the PP in the
garage is, ceteris paribus, best identified with the linking rule that

associates the same phrase in John keeps his car in the garage, where

the goal would appear in the FR of keep, "DO: S (BE: T G)". We shall
in fact want to claim (sge 1.5.2 below) that Grammatical linking rules
apply only within lexical entries; but that Semantic linking rules
apply both here, and within whatever component of the grammar assoclates
FS's with fully specified phrase-markers for sentences., Linking rules,
then, are not just a means of reducing arbitrariness in lexical entries:
they play a role in sentence grammar too.

Another point is that not all the association of NPs with positions

in FS is the business of Linking Rules, In particular, when dealing with

phenomena of Agreement in Sanskrit (largely comparable to those in other

highly inflected Indo-European languages), we shall want to claim that the
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relation berween an NP and the predicate word (verb or adjective) that
agrees with it is interpreted not via Linking, but through a rule of
Predication. (See below, sections 3.3.2 to 3.3.4.) This means that

the argument-place to be occupied by the ‘'subject' of the predicate~word
must be held open when the process of Linking applies. This is achieved
through the introduction of a concept of 'Empty Slot'. a dummy element
that is linked along with formal cases. When the Predication rule applies,
an NP which bears the same overt markers for person, number, gender and
‘case as the predicate-word will be associated with the predicate-role
held by ES. There seems to be no reason why this device should not be
adopted for English, which also has Agreement phenomena, though on a much
less extended scale than Sanskrit.

The rule of Predication will be just one of the rules which establish
associations between constituents of complete lexically specified sentences
with complete semantic structures. FS's constitute the core of these
latter.

The lexicon, in Bresnan's model, contains separate representations
for the derived forms of predicate words -- e.g., for past participles.

So, for instance, the past participles corresponding to (1.59)b and c
have lexical entries as in (1,61) (Cf. Bresnan 1978, p. 20.)
(1.61) b. relited : V, [:be __[on]] (E0 x rELY-ON N

c. hit+y : v, |:be ] (Ex) x HIT NP;

The linking of NP; has changed here. It is now associated with
the right argument. Bresnan captures this by incorporating in her

lexical rule of Passive the stipulations: Eliminate NP,, and either

Replace NP, by NP, or Replace NPP by NPl (p. 21). We can replace these

arbitrary stipulations by supposing that verb diatheses (defined in 1.1,
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above) ; and cf. 1.5.3) are to be analyzed with lexical rules that act on

the morphological form, syntactic content and FS of lexical entries, but
make little or no appeal to specific linking principles. For example,
in the case of the English passive, we may posit a change in FR (along
with morphological and syntactic changes that we will not go into here).

(1.62) Passive FR: Delete highest role.

This will mean that for the passives of the verbs in (1.60), we

get the FRs in (1.63).

’

(1.63) a. lain BEPosit: G P(prone)
b. relied BECognit" G PY(trust)
c. hit DO: T(impact) G

Grammatical linking will not associate the ES with the highest
role available, just as it did before. The only difference is that now
a different role is highest, so that a different association will he made.
Needless to say, this is not a complete analysis of the Emglish
passive. We have said nothing about by-phrases, or why lie does not have

a passive while rely and hit do. The aim of this example was purely

illustrative: to show the Case Linking approach to verbal diathesis,
and hence throw a little more light on the linking rules, as principles
that Lave greater generality than the particular lexical entries in which
they apply. More complete analysis of the Sanskrit passive will be
offered below (chapter 5); and an analysis of the Japanese passive along
these lines will be found in Ostler forthcoming.

We have not specified an algorithm for the application of Linking
Rules and the other principles involved in the generation and interpre~
tation of sentences in a natural language. Rather, our approach is to

formulate definite principles of linking etc. which legitimize certain
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associations. Any sentence that is well-formed formally, and has all

constituents adequately interpreted in accordance with these principles,
will count as a well-formed interpreted sentence, All that is required
of a generative theory is that it be explicit and complete; and we shall
do our best to approach these two ideals, at least in our analysis of the
substantial fragment of Sanskrit which forms the body of this thesis.
But we shall not attempt to realize this theory as a model of language
production or comprehension. (See Bresnan 1978, pp. 50ff., for some
discussion of hew grammars of this type may be realized for these purposes.)
However, it will be helpful to give a quasi-flow-chart of how the
varlous components of the grammar mentioned here interact. It is only
a quasi-flow-chart, since there 1s no particular Start or Finish., Various
routes through the set of interacting principles could be specified: but
each would constitute an abstract attempt to construct a realization model.
This work will have little to say about transformational rules
of movement or deletion. It is assumed that they have no role in either
formal or interpretive Case phenomena. Wasow 1978 has shown that the
distinctions in types of passive made in Wasow 1977 do not have to be
interpreted as showing that the passive must be at least partly transforma-
tional. We shall follow him in assuming it to be wholly lexical -- at least
in the main language at issue 1in this work, Sanskrit. The more universal
suggestion proposed here is that all the rules which generate the diatheses
of predicate-words are lexical in this sense. (Cf. 1.5.3 below.) It is
unfortunate that Bresnan 1978 picks Agreement in English as an example of
a transformation, since 1if our remarks above (and in 3.3.2-~4) are correct,
there will be no Agreement rule as such in the syntax of English at all:
agreement 1is rather a phenomenon of semantic matching, a formal constraint

on the interpretive process of Predication.
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1.4.1.2 COMPARISON WITH 'LEXICASE'

Some readers will have noticed a similarity in this conception of
grammar to the Lexicase model, familiar to me from Taylor 1971 and Starosta
1978.

' In this theory there is again a very large role for the lexicon,
which is the only formal component of the grammar besides the base rules.
In Taylor's 1971 grammar of Japanese, the lexical entries for predicate-
words are required to mention all the formal cases which can co-occur with
a given predicate. Furthermore, each such marking for the co-occurence of
a case contains within it a specification, in terms of lillmore's Case-
system somewhat extended, of the participant-role of the NP in question.
Besides this, nouns receive a separate lexical entry for each of their
case-marked forms, (+ a little strange in Japanese, where this case-
marking 1s all perfectly simple and regular, using one suffixed particle
for each case).

In all these areas, where patterns are observed, lexical redundancy
rules are postulated in order to capture the regularities, Co-occurrence
restrictions ensure that when these nouns and predicate-words are Inserted
dnto a base-structure, incompatible combinations are filtered out. There
is also a claim that transformational rules do not exist (e.g. voiced in
Starosta 1978, pp. 463-4): a single base-structure, with lexical items
ordered from left to right as in the surface string, is allowed for each

sentence, Hence, again as in Case Linking theory and Bresnan's RTG, verb
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diatheses are handled by lexical (redundancy) rule, each form of the verb

havins its own lexical entry.

This is not the place for a detailed criticism of Taylor's analysis
of Japanese. But it is admitted that the grammar does provide a description,
which is substantially adequate observationally, of the association of
case-marking with grammatical role, and of the syntagmatic formal con-~
straints on the incidence of case-marking in surface structures. Furthermore,
the device of lexical redundancy rules enables it to state most of the
generalizations to be observed.

However, it is at the explanatory level at which the theory suffers
from a comparison with Case LinkingL Lexical redundancy rul:s become a
remarkably heterogeneous set of rules when they are made to do this much
work. Perhaps they might serve as the basis for a typology of rules
which would advance our understanding of what sort of rules there are;
but within the Lexicase framework the work has not yet, to my knowledge,
been done. (It may be that Lexicase theorists consider it premature to
begin such work until a large number of grammatical studies have been
completed in this relatively non-committal format.) Case Linking theory,
on the other hand, has distinct components for Case Incidence, Semantic
linking rules, Grammatical linking rules, and principles of Functional
Structure, as well as having a well-defined place within a general theory
of grammar,

Furthermore, there is no treatment in Lexicase of the relations
of predicate type to co-occurrent role: there is nothing to compare with
the extensive theory of FS. It has already been remarked (in 1.3,2,2)
that Fillmore's 'Case Grammar' lacks any theory to ground the roles it
distinguishes: Lexicase has not remedied this inadequacy in its development

of the Fillmorean system.
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Finally, of course, neither Case Linking theory nor Bresnan's RTG

contains any claim that trnasformations are totally dispensable. Indeed,
it seems desirable to embrace the distinction between lexical rules and
transformational ones in order to have some formal explanation of the
different properties of structure-preserving as against non-structure-
preserving rules (cf. Emonds 1976, Wasow 1977). This will, however, not

be a point much at issue in this work.
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1.4.1.3 COMPARISON WITH GENERATIVE SEMANTICS: RELATIONAL
GRAMMAR, PANINI'S '"KARAKA' SYSTEM

Within the Generative Semantics model, FS will be taken as the
basic representation of all sentences; our Linking Rules will then
correspond to the derivational rules which map semantic into syntactic
’structure. What we analyze as structurally-induced case will be treated
either by transderivational constraints on these rules, or else by
surface filters on their output. The classic representatives of this
approach to Case are Fillmore 1968, and his followers, e.g. Sasaki 1971,
Stockwell et al. 1973, Cook 1978.

The main substantive difference between this model and what is
to be proposed here lies in the issue as to whether derivations are
necessary to establish the relation between participant-role and case=-
marking: i.e. must there ba intermediate representations of the entities
in question, or can the relation be established immediately by Linking
Rules? (For a good statement of the issues here, see Marantz 1979,)

These intermediate representations are the essence of Grammatical
Relations (subject, direct object, indirect object, etc.). Postal and
Perlmutter's 'Relational Grammar" (RG)8 falls under the heading of

‘generative semantics' as used here. This theory posits an indefinite

8Concrete expositions of RG are hard to come by; but see Harris
1976, Bell 1976, Perlmutter and Postal 1977, Trithart 1975. Two volumes
entitled Studies in Relational Grammar 1 and 2 are scheduled to appear,

edited by Perlmutter. It appears that Postal and Perlmutter are no longer
developing their ideas jointly,
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number of intermediate levels, of ‘'strata', at all of which the participants

in a preposition are assigned grammatical relations (GRs) from a common
universal set (subject, direct object,..., benefactive, locative...).
Unfortunately, although it is claimed that the initial stratum's
assignation of GRs follows somehow from the semantics, this relation has
never been specified. Case Linking, by giving explicit rules which relate
to a well-defined system of FS, has therefore gone significantly beyond
RG in this respecc.9

It is a real question, though, whether derivations, or stratal
matrices, of indefinite length are required. As we shall see (1.4.6.2),
Case Linking does have the potential to define one, and possibly two, quasi-~
intermediate levels between functional role and case-marked NP, by defining
hierarchies on the set of roles and cases respectively, and referring to
entities in terms of their position on the hierarchy. If more than
this is required, this would constitute serious evidence that the Case
Linking framework is not rich enough, and the intrinsically more powerful
'stratal matrices' will be needed. (See 3.2.4 below for discussion of a
concrete case in point.) However, this issue is resolved, RG will still
need to be supplemented with a semantic basis comparable to FS.

Another significant theory of Case which falls under the designa-
tion of 'generative semantics' is Panini's system of karaka's. (See, e.g.,

Kiparsky and Staal 1969, Cardona 1974, Joshi and Roodbergen 1975.) This

9It is a recurrent claim of Postal and Perlmutter that RG 1s non-
derivational (see, e.g., Postal and Perlmutter to appear). It is not
clear what this claim amounts to, since intermediate strata are essential
to the theory. Perhaps all that P. & P. wish to deny is a particular
directional or temporal interpretation of their strata, with initial
strata somehow 'preceding' later ones. But unless the theory is intended
as a purformance model of sentence production, this point is meaningless,
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in fact 1s the direct competitor to the analysis of Sanskrit ;ase and
diathesis which follows. Karaka's are postulated as an intermediate level
between their defining conditions (largely, but not wholly, semantic) and
the assignation of case-inflexion, vibhakti. Within Case Linking, FS
corresponds broadly to the semantic categories used to define the incidence

of the karaka's, and formal case to vibhakti.
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l.4.1.4 COMPARISON WITH CHOMSKY'S 'REVISED EXTENDED STANDARD
THEORY'

Chomsky and Lasnik 1977 (p. 431) posit a model of grammar organi-
zation as in (1.64).

(1.64) The R.E.S.T. 1. Base

2. Transformations (movement, adjunc-
tion, substitution)

3a. Deletion 3b.. Construal
ba. Filters 4b. Quantifier Interpretation, etc.
5a. Phonology

6a. Stylistic rules

The output of 1 followed by 2 is 'surface structures', which undergo
further formal modification by the processes in the left-hand column, and
are interpreted, independently of all this, by the rules in the right~-hand
colum. This format is essentially endorsed in Chomsky forthcoming, where
5a and 6a are, however, lumped together as a single component, and a compo-
nent 5b, 'Conditions on Binding', is added at the bof.tom of the right-hand
column.

In Chomsky forthcoming a number of principles of Case Assignment are
proposed. These principles apply both "at surface structure", and also
before the actual adjunction part of movement rules in the case of [+ Comp)
element, the interrogative and relative pronouns in English. Regardless
of the details, then, Case-Marking (presumably analogous to our structurally
induced case marking) applies as one of the processes which jointly output

'surface structures'. This 18 necessary anyway, since case-markings
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so assigned are referred to both by Filters (in column a), and by the

Nominative Island Condition "which figures in the LF-interpretation component
of the grammar, 3b, 4b..."

Chomsky 's model has, as yet, no explicit analysis of participant
roles. Presumably, however, if he considers them capable of systematic
treatment at all, they will be one aspect of LF, the partial semantic re-
presentation derived from surface structures by the components on the
right-hand side. There seems, however, to be little hope of identifying
the extremely abstract structures postulated for FS in Case Linking theory
with LFs, which are no more than variants of surface structures with a
number of different types of cross-reference (indexing, binding, etc.)
established between various constituents. It might be possible, however,
to include Linking as one of the right-hand side processes, which would
establish links between LF in some form and an independent level of repre-
sentation, FS. FS would not be derived from any ayntactic representation
of the sentence, but autonomously generated as in 1.3.8. Dut it seems
preferable to try to abolish LF altogether, and graft its useful properties
as to co-reference and quantifier interpretation onto an extended form of
FS, as 18 done within Bresnan's framework.io

What does not seem to be possible is to incorporate some analogue

of Linking Rules without an autonomous system of FS to link sentences to.

loAnother attempt to derive a form of semantic representation
from syntactic structure is made in Kac's 'Co-Representational Grammar'
(Kac 1978). But this suffers from one of the same faults as RG ~--
viz. it does not establish any relation between GRs and participant roles:
'SUBJ' and 'OBJ' are primitives of the semantic representations.
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Any theory competent to deal with Case must specify the relations between

formal case and the different participant roles, and this 1s the essential
job of Linking. But eliminating the system of FS which unifies these
roles means that these relations can only be specified on a piece-meal basis.

(cf., e.g., the discussion of 'thematic relations' in Chomsky 1970, p. 190.)
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1.4,2 SEMANTIC AND GRAMMATICAL LINKING

It is traditional to distinguish between grammatical (abstract)
and local (concrete) cases. So for instance, Hjelmslev 1935 summarizes
the mature theory of the Indo-Europeanists on case function:

.seesle nominatif, l'accusatif et le génitif sont concus d'ordinaire
comme des cas "grammaticaux", et conformément 4 la theorie localiste,
mais en accentuant plus le cOte concret et matériel de la significa-
tion, l'ablatif, le locatif, le datif et 1'instrumental sont concus
comme des cas locaux,

And Dixon 1977, analyzing the Australian language (.57) Yidin dis-
tinguished as local cases the locative, allative and ablative, setting
against them the syntactic cases: absolutive, ergative, instrumental,
fear, dative, purposive and causal (p. 124).

However, there seems to be some dispute as to how this traditional
distinction should be interpreted.

Lyons 1968 (pp. 295ff.) seems to have concluded that its essence
lies in the domain of reference of the cases, corresponding pretty much
to what we have been calling the actional/relational opposition. As a
result he includes instrumental, agentive and comitative among the
grammatical functions: and his practice here conveys the implicit claim
that is possible to talk about these 'functions' in abstraction from
any particular language. This confirms the impression that he is talking
more about functional roles here than formal cases.

Hjelmslev 1935, however, seems to see the distinction much more

in terms of two different means by which types of case may be interpreted.

Talking of Rumpel's prototypical ‘syntactic' theory of case, which led to
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the concept of abstract, grammatical case, he says:

Cette théorie énonce tout simplement que le nominatif est le cas du
sujet, l'accusatif le cas de l'objet direct, le datif le cas de
1'objet indirect, et le genitif une détermination adnominale du

sujet ou de l'objet. Elle ajoute que le nominatif et l'accusatif
indiquent une relation au verbe, le génitif une relation au nom, et le
datif une relation d la phrase entiere...La théorie opere sur des con-
cepts qui n'ont pas ete définis: les concepts de sujet et d'objet,

de verbe et de nom. (p. 48)

On such a theory, abstract cases can be interpreted only in
connexion with the word on which they depend, in contrast to the concrete
cases, which indicate a specific meaning of their own regardless of whether
it is strictly local in kind. A case which always signifies Instrument, say,
is no less a concrete case for that.

It is this latter conception of the distinction that we shall
develop in our theory of Grammatical and Semantic Linking.

It is not possible to divide cases as such into the abstract and
the concrete — certainly not cross-linguistically, and even within
particular languages the typical state of affairs 1s for some cases to
have both abstract and concrete uses. In Japanese, for instance, the
accusative, marked with the suffix o, is used in connexion with verbs of
arbitrary FR to express their 'direct object' if they are transitive; but

it is also used quite generally with intransitive verbs to Iindicate direc-

tional path, along or over. In Classical Greek, the genitive case has

abstract uses as befits the standard adnominal marker; but it also occurs
freely to designate the Means of Exchange (the possessional path), and
Time or Space Within Which (a kind of external relational path). Typically
an abstract use of a case will entail its being linked, effectively, with

a wide variety of different roles, depending on the FR of the predicate-
word on which it depends. Concrete uses, on the other hand, are by

definition linked with specific roles, or classes of roles.
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The means is already at hand to organize the representation of con-
crete uses of Case. It 1is enough to associate with a given formal case
a specific set of functional roles which it can signify. We shall turn
presently to the problem of how to state this assoclation. This 1is the
problem of how to formulate rules of Semantic linking.

But the abstract, grammatical use of Case involves an extra level
of complexity. By definition, cases so used are to be interpreted in
connexlon with the predicate-~words on which they depend -- or, more
precisely, with their FRs. (As throughout this work, we ignore the problem
of how to specify the interpretation when a predicate FR is not involved,
as in the case of the possessive genitive.) But FRs typically involve
several roles: how are we to associate the right case-marked NP with
the right role? The answer is to define two hierarchies, one of functional
roles (which is universal) and another of formal cases (which will have
to be determined anew in each language,) Then roles and cases will be
assoclated with each other in order of precedence. These hierarchies are
the essence of Grammatical linking. Where linking takes place at variance
with the predictions of these hierarchies, special Linking Specifications
are required in addition. But adding these complicates the grammar;

and they are, in general, rare.



123

1,4,3 ROLE-FEATURES AND THE CHARACTERIZATION OF
FORMAL CASES. CASE SYNCRETISM,

It might be noted at this point that the feature specifications,
which the theory makes available for assignation to formal cases in order
to determine their semantic linking, are not intended as definitions of
the cases themselves. Within Case Linking theory, features define roles,
not cases.

It may be possible to invent another feature system to organize
the formal cases on a universal basis, but this would presuppose success
in the difficult task of identifying formal cases across languages. (Cf.
the remarks on nominative, accusative and genitive in 1.2.3 above.) Or
perhaps, in line with Hjelmslev 1935-7 and Jakobson 1936, feature-systems
for formal cases might be devised on a language-specific basis. Case
Linking theory is sharply to be distinguished.from these latter attempts,
which do not sufficiently distinguigh the system of roles from that of
the formal cases. Indeed, within Case Linking theory, it would be quite
possible for a formal case in a given language to have no feature specifi-
cation at all: all that would be necessary would be for the linking of the
case to be exclusively grammatical. The nominative seems to be such a
case in many languages.

This means that Case Linking has no direct contribution to make
to the analysis of Case Syncretism. This is primarily a relation between
formal case and its morphological realization. Two cases are syncretized

when they are morphologically identical but syntactically distinct,
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The concept 1s typically invoked in Indo-European studies when

two cases morphologically distinct in some parts of the paradigm are
identical elsewhere (e.g. Kurylowicz 1964, p. 199f.). More loosely, the term
might be used diachronically, or in other situations where an identification
of formal cases cross-linguistically 1s relatively easy, to refer to the
situation where a number of formal cases in one language correspond to
a single formal case, or a single morphological case-marking, in another
(usually a descendant). Hence Blake 1977, p. 60, gives a table which
lists the major syntactically distinguishable (i.e. formal) cases, claimed
to occur in all or most Australian languages, bracketing together those
which, in some Australian language or other, are realized with the same
morphology.

Although Case Linking has nothing to say about syncretism as such,
it is possible that certain problems traditionally thought of as syncretistic
are in fact within its sphere. Blake 1977, for instance, notes a widespread
'syncretism' of Instrumental with either Ergative or Locative in Australia;
and Dixon 1976 devotes a substantial section to documenting this (pp. 313-420).
'Instrumental’ is naturally identified with the participant role of Actional
Path (keans), 'Locative' with Positional Goal (Location), and 'Ergative' with
Actional Source (Agent). Blake admits (p. 61) that certain of the languages
whose grammars his table summarizes may not afford syntactic evidence that
two 'syncretized' roles are distinct cases. If so, the table may not dis-
tinguish between instances where one formal case is linked with two roles,
and where one morph realizes two formal cases. It is possible, therefore,
that part of the explanation for the 'asyncretism®' observed superficially
is that in some languages there is a formal case with the feature
specification. [+ 'So, + Ac], and in others there is one which is assigned

[+ Go). The former situation would characterize semantic linking with
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1.4.4 SEMANTIC LINKING I: MINTMAL FEATURE SPECIFICATION
OR PROTOTYPE RQLE?

Roles that are directly associated in language with a certain
formal case usually come in groups. It is an advantage of the system of
FS set out in 1.3 that its features can be used to characterize these
natural classes of functional roles, as is shown by the illustrative ana-
lyses of Japanese and Turkish cases in 1.4.5, and of course by the more
extensive treatment of Sanskrit in 3.1. These two sections of analysis,
however, manifest two rather different conceptions of how the features
might be used in the rules of semantic linking.

However, there are two seeming inadequacies in this approach.

On the one hand, of course there will be empirical problems, when a
feature-complex which is adequate to encompass the substance of a natural
class of roles associated with a given case neverthelessalso includes some
roles with which that case does not link, ov else excludes a few with
which it does. At the moment, with the feature system itself in a fairly
exploratory state, all that can be done 1s to note such exceptions as they
occur, and try if possible to formulate them in terms of feature-redun-
dancies,

More interestingly, there is the fact that the vast majority of
semantically linked cases seem to have locational roles as, in some sense,
their central meanings. This is not universally true (cf. the entries
for Japanese to (1.4.5.2), Turkish ile and igin (1.4.5.3), or the Sanskrit
genitive (3.1.7)). But it seems desirable to try to give it some recogni-

tion within our framework.
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This theory would make a clear prediction for language acquisition.

A child, confronted with a new case-formative and evidence that it could
be interpreted as a falrly recondite role, such as cognitional path or
possessional source (Means of Exchange, Ex-owner), should immediately
infer that it could also be used of simple positional paths and sources.
But the converse inference should not be made, Some work related to this
idea has already been carried out (see De Villiers, to appear), though the
tests made use of roles grammatically linked in the context uf English
verbs, rather than semantically linked. The results hitherto, though
promising, are inconclusive. (See also the comments on the experiment

in Marantz 1979.)

If the positlonal roles are central in this way, this would be
some confirmation of the general claim that the negative values of all the
FS features are unmarked. Within the context of semantic linking rules,
however, this 'markedness' has to be interpreted differently for the
features So and Go, which apply only to roles, than for the others, which
apply to both predicates and roles. With respect to So and Go, the
least marked role would be the Theme, with the negative values for both.
However, it will be poticed that in the analyses that follow, no theme is

ever semantically linked. We must suppose, then, that a semantic linking

specification for a case always involves a certain limited markedness.

It will always contain one, and perhaps both of the feature values [+ Sa
and [} Gé] . However, for the other features, whose semantic essence lies
in the sort of predicate rather than in the way in which the role partici-
pates in the predicate, the principle holds that a positive specification

is presumed to be absent unless it is explicitly given,
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In our illustrative analyses of Japanese and Turkish, we try to make
use of this property to minimize the semantic linking specifications, With-
in this convention, only positive values of features are explicitly noted:
hence we can dispense with the '+' sign, and (like Anderson 1971, 1977 --
cf. 1.3.2.5 above) treat our feature symbols as unary symbols, 'components',
This contrasts with our practice in 3.1, where the non-mention of a feature
means that both positive and negative values would be instantiated; here
in 1.4.5, non-mention means that only the negative value is found, whereas
mention of a feature (without a '+' sign) means that both positive and
negative values are found.

The result of this notational innovation is that now, the more
specific a semantic linking rule is (provided it refers to prototype role)
the shorter it will be. But bearing in mind the special nature of the
feature So and Go, we shall not apply the convention there. Hence a case
semantically linked with paths will be +So, +Go , with sources +So0, -Go,
with goals -So, -Go . A case that can be linked with both path and source
will be designated +So ; one that represents both path and goal +Go ,

Where it has been difficult to find an example for a given role
the space is filled with a question-mark. A question-mark in parentheses
accompanies examples that seem a bit inappropriate. The reader is referred
back to (1.49) in 1.3.6, and (1.54) and (1.55) in 1.3.7, for convenient

lists of the sets of roles falling under each feature specification.



129

l.4.5 SEMANTIC LINKING II: CASE STUDIES IN
JAPANESE AND TURKISH

l.4.5.1 INTRODUCTION

What follows is intended to provide prima facie evidence that the
device for semantic linking constituted by the FS feature-system is
substantially adequate. The most important monomorphemic cases and post-
positions of Japanese and Turkish are assigned feature specifications, and
illustrations are given to show that the variety of roles which these
predict are in fact found linked with the forms. Since the aim is not to
provide ip—depth analyses of Case in Japanese and Turkish as whole
languages, but simply to show that the theory is largely capable of
accounting for known bodies of facts, most of the data comes from secon~

dary sources (Martin 1975, Katsumata 1954, Lewis 1953, 1967).
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1.4.5.2 JAPANESE

de: [+So, +Go] Abs, Se, Ac, Ext

Path: mura ni tikamiti de ikimasita

I went to the village by a short~cut

Abs
Respect: eigo de hito ni sugurete iru

to surpass a person in (ability at) English

Se

Med. Exch.: sono hon wa nisenen de katta/utta

I bought/sold that book forx 2000 yen.

Medium of kono koto o sinbun de yomi, razio de kiki,
Communica- eigo de syaberimasita.
tion:
This affair I read about in the newspaper,
heard about on the radio, and talked about

in English.

Ac

Circumstance: byooki de nete iru

to be in bed with an illness.

Means: ohasi de taberu. kuruma de iku.
to eat with chopsticks. to go by car.
EXt
Extent: ?

Duration: sono keiken wa itiniti de owatta.

That experience was over within a day.
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Criterion: watasi no tokei de ima sanji da.
By my watch it's now 3 o'clock.
Manner: gasorin wa rittoru de urarete iru. minna de ikoo.

Gasoline is sold by the litre. Let's all go.

It 1s possible that the major omission here, de used to express
the location of an action or activity, should be analyzed with a
separate feature~specification ([-So, +Go, -Ac, ~Se, -Dy, +Ext]).
But perhaps it should instead be taken to fill the external positional
path ('Extent') slot left blank above. This latter option receives
some slight confirmation from the fact that in some dialects kara,
which also has some Path uses, is used to designate this role. (See
Martin 1975 (p. 46), and the analysis of kara below.)

to: [+So, +Go] Se, [+Ac,) Ext

kara:

Here no non-actional roles are found, suggesting that actional
roles may act as prototypes in their own right.

Reciprocal: dareka to tatakau/au/butukaru/soodan-suru

to fight/meet/collide/consult with someone

No uses as Means are found, a fact which suggests that some use
must be made of the extra feature (Animate?) suggested in 1.3.6.

Lxt
Accompaniment: titi to kita

I came with my father.

[+5Ql>-GO] Abs, Se, Ac, Ext

Source: tookyoo kara kita

I came from Tokyo.
Abs

Pt. of syakaitekikenti kara sureba ... )

keference:
from a social point of view ...

Se

—

Ex-owner; kodomo kara okasi o totta.

I took the candy from the child.
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Source of kono koto kara wakaru yoo ni ...
Information:
as you can see from this fact ...

Ac

Cause: ryooke no syakaiteki tii no mondai kara, kono kekkon no
hanasi wa hadan ni natta.

The marriage talks were broken off because of the
(different) social positions of the families.

Agent: tekl kara koogeki sareta

We were attacked by the enemy.

Ext

Point of koo iu kuruma wa hyakuman-en kara arimasu.
Origin:
This kind of car is (priced) from a million yen up.

'Since': kinoo kara nanimo site inail.

1 have done nothing since yesterday.

'Thanks to': kono sityuu ga aru kara, ie wa taorenai.

Thanks to this prop, the house can't fall down.

Subject- kazu kara ieba ... (?)
matter:
Speaking of numbers ... (i.e. from the point of view of
numbers)

Investigator: watasi kara nakigoto o kikaseru no sae, huyukosi ni
omowareru desyoo.

You even seem unhappy that I let you hear me weep.
Fear: ?

Martin 1975 (p. 46) reports that in dialects kara can be used to
mark vehicular means and ¢ynamic location (cf. de above). For
these dialects, kara migh: be given the designation (+So] ’
rather than [+So, -Gol], and hence include certain paths. It does
not seem that quite such a variety of paths can be signified by
kara as can of sources. But compare the following border-line
expressions between path and source even in the standard language:
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Positional Path: doroboo wa mado kara haitta rasii

The thief obviously got in through the window.

Mental Faculty watasi no me kara mireba ...

looking at it through my eyes ...

Medium of mado kara heya no naka o nozokeru
Cognition
you can peep inside the room through the window

Criterion? korera no zizitu kara handan suru to ..

judging from/by these facts,...

[-SQJ +Go, +Dy) Se, Ac

Here we encounter a difficulty fro the prototype-based system of
representation, since e only marks dynamic goals. As with the
similar problem presented by the meanings of to above, we have
marked the relevant feature with a '+', to show that negative
values are not found.

Positional Goal: tookyoo e itta

I went to Tokzo.

Se

Recipient: sore wa anata e ageta mono desu

That is something that I gave to you.

According to Martin 1975, p. 46, this usage is restricted to
downtown Tokyo speakers.

Ac

Victim: kiristo e no uragiri

the betrayal of Christ

[-f-Sol +Go J Ext

Path: hamabe o aruku
to walk along the beach
Ext
Extent: nanazyuu-nendai o ikiru

to live through the seventies.
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This example again suggests that the fine tuning, especially of the
external roles, is not quite right. 'Duration' would be a more
natural characterization for this role.
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1.4.5.3 TURKISH

Ablative (-DEN): [+So0)

Here the two major groups, Source and Path, seem to differ in their
further specification. Source includes Volit (hence, also, by (1.58
iii) Inv), and also Ext, whereas Path does not. As a result the

two have been kept separate below.

1. [+So, -Gol Abs, Se, Volit, Ac, Ext

Positional Source: vapur Ingiltere'den Turkiye'ye gitti.

The steamer went from England to Turkey.

Abs
Pt. of bu sundan blylUkclr bundan bagka
Reference:
This 1is bigger than that. other than this
bir antikac#dan iceri girdik,

We went inside an antique-shop. ('inside, from
the antique-shop's point of view')

Se

Ex-owner elma anneden ald+tm
I got an apple from Mother,
Source of birisinden haber almak

Information:
to learn from someone

Inv
Lost Object: bu gidig onu yerinden edecek

This behavior will do him out of his job.

Object birgeyden haberi olmamak
Unknown:
have no news of something
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Volit

Aversion: birisinden korkmak/sliphelennek/nefret etmek
to fear/suspect/loathe someone
Ac

Cause: muvaffakiyetten sarhog

drunk from success

Agent: fincan hizmetg¢il taraf#ndan kértldt

The cup was broken by the servant. (lit. from the side
of the servant)

Ext

Pt. of persembeden itibaren her glin
Origin:
starting from Thursday every day

'Since': ocaktan beri burda oturuyorum
I have been here since January.
Subject- bundan eminim
matter:
I am sure of this.

Fear: ?  (But cf. under 'Aversion' above.)

[+So, +Co] Abs, Se, Ac

Positional pencereden girdi
Path:
He came in through the window.

Abs
Respect: o k4z kafadan sakatt#r
That girl is weak in the head.
Se

Medium of bu elmalar# kactan ald#n?

Exchange:

At what price did you buy these apples?
Means of haber radyodan yay£ld#
Communication:

The news was broadcast by radio.
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Ac

Means: h#rs4#z% kolundan tuttum.
I held the thief by the arm.

Dative -E: [-So, +Go, +Dyl, Abs, Se, Inv, Ext

Again only dynamic instances of this goal-case are found -- cf. e
in Japanese, analyzed above 1l.4.5.1.

Positional Goal: TUrkiye'ye d8ndliler. gigeyi masaya koydu.
y §

They returned to Turkey. He put the bottle on
the table.

Abs
Tendency: kardegine benziyor o gapka size yaktgmaz.
He resembles his brother. That hat doesn't suit you.
Se
Recipient: cocuga bir palto verecegiz
We shall give the child a coat.

Experiencer: mektubu Ali'ye gBsterdim.

I showed the letter to Ali.

o hoguma gidiyor

I like that. (lit. 'That goes to my pleasure.')

Inv
Acquisition: ?
Experience: birseye memnun olmak
to like something
Volit
Aim: resimlere/hastalara bakmak

to look at pictures/after patients




Ext
Limit: o klye kadar

up to that village

'Until': bugline kadar
until today
Beneficlary: oglana bir palto alacagiz
We shall buy a coat for the boy.
Ethic Dative: ?
Purpose: talebe imtihana haz#rlantyor.
The student is preparing for the examination.

The use of the dative to mark the Medium of Exchange does not
well within this system.

Locative: (=DE): [+GCo, —Soir-Dy]lfAbs, Se, Ext

This case is only linked with static goals,

Locus: tiyatrodad#r. sudad4r.
He is at the theatre. It's in the water.
Abs

Attribute: o k#l4kta bir adam

a man of that appearance

EE.
Possessor: bende beg lira var.
I've got five lira on me.
Experiencer: 7?7
Ext

Place: tiyatroda iyi piyes glrdlim

I saw a good play at the theatre.

Time: bes eylilde evlendim

I got married on 5 Septemher.

fic

138
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ile (-(y)1E): [+So, +Go, +Ac]

This item gives more evidence (cf. Japanese to above) that
actional roles should be accepted as prototypes ini their own
right.

Means: bunu zamk ile yap4gtirdim.

. I stuck this with glue.
Reciprocal: ?
Manner: kilo ile satmak
to sell by the kilo
Accompaniment: kimin ile giztiniz?

with whom did you come?

icin: [-So, +Go, +Inv]

Once again, the facts of usage compel us to diverge from the strict
prototype theory of semantic linking. In general, it is a fair

characterization of i¢in's meaning to say that it designates Tnverse
Goals, Of these, all except Aim are instanced below.
Acquisition: bByle bir ev ig¢gin bu kadar para verilir mi?

Does one pay so much money for such a house?

Experience: bu teklif igin ne dlUglinllyorsun?

What do you think of this proposal?

Aim: ?
Purpose: bunu yurdun iyiligi ig¢in yapt4.

He did this for the good of the country.

This leaves one major orphaned role: the non-inverse external

possessional role of Beneficiary. Like all the roles under

[-So, -Go, +Inv]. This is also Sentient. But it is not Inverse.
Beneficiary: bunu sizin i¢in ald4m.

I bought this for you.
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l.4.5.4 CONCLUSION

This section of practical examples of semantic linking when combined

with section 3.1 on Sanskrit, and perhaps a system that the reader can

draft for himself to cover the English prepositions, is intended to show
that the classes of roles which emerge from the use of Source, Goal and
Path, and the various predicate features, are natural classes. At the

same time, it 1s clear that we have not yet reached a satisfactory formu-
lation of how exactly the features are to be used in semantic linking

rules. Further discussion of this, with reference to Sanskrit and the

'minimal specification’ theory, will be found in section 3.1.8.
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1.4,6 GRAMMATICAL LINKING I

l,4.6.,1 HIERARCHIES OF ROLE AND CASE

Cases do not always possess determinate meanings of the kind cap-
tured by semantic linking rules., In the examples from Japanese below,
for instance, the cases nominative, dative and accusative, marked with
Ba, ni and o respectively, are not correlated with any given role.

(1.65) a. dare ga bongo o yomeru ka
who NOM Sansk.ACC can-?
read
'Who can read Sanskrit?'
b. dare ni bongo ga yomeru ka
DAT NOM
(1.66) a. sensel ga Hanako ni manten o ataeta
teacherNOM H. DAT full-ACC awarded
marks
'The teacher gave Hanako full marks,'
b. Hanako ga sensei ni manten o moratta
H. NOM t. DAT full-ACC received
marks
'Hanako got full marks from the teacher,'

Nevertheless, given the identity of the verb, the alignment of
a set of cases with a set of roles is determinate, Note that cases have
to be considered in groups here, not individually as was possible with
semantic linking: a nominative in connexion with yomeru can be inter-

preted as either experiencer or experienced, depending on how the other

NP in the sentence is marked.
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Carter 1977 has noted that in instances like this, the relation

between role and NP is not determined arbitrarily: so a theory like
Bresnan's RTG or many that preceded it, which allows lexical entries to
specify any old linking is significantly too powerful. (Carter originated
this use of the term 'Linking', as far as I know.) Carter discerns some
linking regularities, which he phrases in terms of his own system of
semantic representation on the functional side, and of English word-order
and preposition-marking on the formal side. (He does not distinguish
Grammatical from Semantic Linking.)

We shall attempt to re-couch the more important of these results
within the more adequate semantic formalism of FS, and the more general
theory of Formal Case. However, we shall not be able to provide a universal
framework of cases, as we have of roles. The universals of grammatical
linking that we propose, therefore, will be formal rather than substantive
universals.

Carter's basic rules are given in (1.67).

(1.67) cCarter's Linking Rules

LR1: NP (S) = Jleft most argument
LR2: NP(VP) = gecond avallable argument from the left

LR3: NP(PP) = any unlinked argument

Here the parentheses stand for 'immediately dominated by'.

This does justice, for example, to glJohn,plgave the apple,,[to

Maer”, which 1s associated with the semantic representation (John) CAUSE

((apple) BE TO (Mary)). The essential idea here is that a hierarchy, by

which we shall mean a total ordering, (here represented by the left-right

order) 1s imposed on argument-positions, and formal properties of NPs in

sentences are found to correlate with relative positions in the hierarchy.
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In Carter's system, the left-right order of arguments is immediately

derivable from the order of embedding: the most deeply embedded argument

is necessarily the rightmost argument. Within FS this 1s not true., At

any level of embedding there will be at most four argumeats, and a total
ordering will have to give them separate positions on the hierarchy. We
shall find, however, that the following ordering of argument-types is largely
adequate.

(1.68) General Hierarchy of Roles (within Relational Predicates)

Theme - Goal - Source - Path
So, if we assume crudely that the left-right order of NPs in
English corresponds to the formal marking of NPs relevant to grammatical
linking, we find, for example:
(1.69) John occupies the first base. BEposit? T G
John left the army. GOpogit T S
John travelled the full course. GOPoait: T P
Like Carter we assume that depth of embedding also contributes to
the hierarchy:
(1.70) Embedding and the Hierarchy
A role less deeply embedded is always higher than one more
deeply embedded.
Hence we find, making the same crude assumption about English
formal case:

(1.71) Mike lost his job. GO T S

Poss!®

Bill lost Mike his job. DO: S (GO T S)

Poss':
But even where no embedding can be postulated (see 1.3.6 above)

we find that in Actional predicates, sources and paths outrank themes

and goals, Hence for these predicates, we have the following order of roles:
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(1.72) Hierarchy of Roles with Actional Predicatesll

Source -~ Path - Theme - Goal

These rankings are illustrated by the English sentences in (1.73).
(1.73) John hit Mary. DO: S T (impact) G

John sang a song. DO: S T

The multifarious relative rankings of roles that (1.68, 70 and 72)
predict have been illustrated, not fully justified, and indeed hardly even
motivated, by the English examples we have given. More of their conse-
quences will be explored in the discussions that follow, with reference
to facts in English, Japanese and Sanskrit. (See especially 3.2.2 below.)
For the moment it may be noted that the orderings in (1.68 and 72) fit
tolerably well with the feature specifications of T, G, S and P. In both
of these §rderings, [-Go) roles outrank [4+Go] ones. In relational pre-
dicates [-So) outranks [+So]; 1in actional ones (which are exclusively
dynamic [+So] outranks [-So]. This squares with the feature redundancy
(1.581), which connects [ +So] with [+Dy].

From this point on, FS will always be written incorporating
these hierarchical principles into its left-right ordering. Hence
for instance in actional predicates, S and P appear to the left of T and G.

The roles of FS can, then, be effectively assigned a total order.
To found a system of grammatical linking we have to do as much for the

formal cases. Ideally, we should be able to posit a universal canon of

This special hierarchy for actional predicates may not be
present in all languages. Later in this section we speculate that
'highly ergative' languages such as Dyirbal should perhaps we analyzed
as using the General Hierarchy (1.68) for all predicates.
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formal cases, with.. an ordering that would hold good universally. However,
at the present stage of research, jt is not possible to establish firm
cross—linguistic jdentifications of formal casé. within this work, then,
we shall restrict ourselves to the looser hypothesis that each language
defines its own ordering of the formal cases that apply to NPs. This
ordering we call the 1anguage's Normal Hierarchy. We snall call the
linking that occurs according to the relative positions of roies and

cases on their respective hierarchies application of the Normal Rule.

______.—-—-'-"——



146

1.4,6.,2 THE SUBJECT AND ERGATIVITY

These hierarchies have immediate implications for two traditional
problems in linguistics, that of the definition of 'Subject' and that of
the analysis of Ergativity. There is no space here for an extended treat-
ment of these problems. We simply point out the directions in which
Case Linking theory pushes us.

Rules of grammar which make reference to the Subject (a variety
of candidate phenomena are described in Keenan 1976) essentially have
two concepts in Case Linking theory onto which they can latch. These

are: the highest role to occur in the FS of the sentence in question:

and the highest case on the Normal Hierarchy to occur in the sentence's

surface structure. In most examples, these two concepts will characterize

the same NP, for by the Normal Rule, the highest role is matched with
the highest case. But in instances where lexical entries, or special
rules, condition marked linking,they may differ.

We presume that both concepts are available in universal grammar.
For an example of reference to Subject qua highest role, see the next
sub-section, 1.4.7, which contains a sketch of Japanese grammatical
linking.

| As for Subject gua highest case, the example of the focus for

Agreement in Sanskrit finite verbs suggests itself. It 1is the sentence's
nominative constituent which conditions agreement on the finite verb,
regardless of the diathesis of the verb, or of the role with which the

nominative is associated. In fact, as is argued in 3.3.2, the case
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nominative does not appear in the Sanskrit Normal Hierarchy, the highest
place being taken by ES, the dummy marker of the 'Empty Slot'., Predi-
cation, however, has the effect of invariably assigning the nominative
to the ES of a predicate-word which is a finite verb. And agreement is
in fact just a formal constraint on the application of Predication. So
there is a close, 1f slightly indirect, relation between Agreement and
the highest item on the Normal Hierarchy.

Case Linking, then, has a (derived) concept of deep, semantic,
subject, and another which corresponds to the intuitive notion of
'surface subject'. But it has nothing intermediate.

As for Ergativity, a useful summary of the known facts and intel-
ligent as<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>