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ABSTRACT

This study has two parts. In Part I, we consider the role of
categorial selection in the theory of grammar. Categorial selection
governs the category of a predicate's arguments, determining, for example,
whether an argument must be an NP, an S', etc. We study asymmetries
between subjects and objects in three quantificational constructions in
Russian: the genitive of negation, distributive phrases with po, and numeral
phrases. The subject/object asymmetries can be explained by Chomsky's
(198la) Empty Category Principle (ECP), if we separate categorial selection
from 6-theory, which governs the assignment of thematic (©-~) roles. We
propose that categorial selection applies only at the level of lLogical Form
(LF), while 6-theory applies at the three levels D-structure, S-structure
and LF. This has wide consequences for the categorial status of empty
categories, which in turn allows us to explain the subject/object aymmetries.
We extend our analysis to Russian infinitival free relatives and secondary
predicate constructions. Finally, after separating categorial selection
from e~theory, we argue that categorial selection itself should be subsumed
under a more general semantic theory.

In Part II, we turn our attention to the ECP itself. We argue that
the ECP, the Subject Condition (Chomsky 1973), and well known constraints
on the crossing and nesting of dependencies fall together under a general
theory governing the interaction of paths in a syntactic tree. A new
subsystem of grammar is proposed, Path Theory, which contains a definition
of paths, based on work by Kayne (198la, 1982), and a Path Containment
Condition (PCC). We compare the PCC to other accounts of Crossing effects,
and to the ECP, in Chapter Three.

In Chapter Four, we extend Path Theory to constructions with multiple
gaps, adapting ideas of Kayne (1982). We deal first with the '"parasitic
gap" construction of Taraldsen (198l1), Engdahl (1981) and Chomsky (1981b).
We then turn our attention to coordinate structures, arguing that most
of Ross's (1967) Coordinate Structure Constraint derives from the PCC.



Applying the general theory of multiple gaps to coordinate structures,

we explain immediately the possibility of "Across the Board" exceptions
to Ross's constraint, including certain subject/object asymmetries
discovered by Williams (1978). We discuss constraints on the conjunction
of tensed and infinitival clauses in the context of Across the Board
exceptions to Ross's constraint, and consider in this connection the
status of expletive null subjects in so-called “pro-drop" languages.

In Chapter Five, we consider other topics in Path Theory. We present
a PCC account of ECP and Superiority Condition effects in WH-in-situ
constructions. We discuss some distinctions between indicative and
subjunctive clauses. Finally, after considering some problems that arise
in Path Theory, we note some desirable implications of Path Theory for
the definition of government.

Thesis Supervisor: Noam Chomsky

Title: Institute Professor
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Some notes about the structure of this study. This thesis has
two parts. Part I largely concerns Russian, and studies a number of
subject/cbject asyrmetries in Russian quantificational constructions.

In this section we show that Chomsky's (198la) Empty Category Principle
can explain these asymmetries if certain assumptions are made about the
role of categorial selection in the grammar. Part II considers the

Empty Category Principle in greater detail, and argues that it can be
collapsed with Chomsky's (1972) Subject Condition and some well-known
constraints on crossing and nesting dependencies. The connection between
the two parts is loose, ktut present, and some material from Part I is
reanalyzed in Part II.

Much of the material in Part I has been presented in talks at the
State Universities of Groningen and Utrecht; the University of Amsterdam,
Universite de Paris VII; USC; UCLA; UC Irvine; UQAM; the Second Soviet-
American Conference on Russian Linguistics (College Park, !aryland);

NELS XII (MIT) and the 1981 Winter !ieeting of the LSA. The research in



Part I was partially supported by an NSF Graduate Fellowship, ;é well as
by a grant from the International Research and Exchanges Board, mentioned
above. ) -

Throughout the dissertation I use "prime" nétation for denoting
levels of X-bar structure, rather than "bar" notation. Thus, we use
s' for §, etc. This means that we do not use an apostrophe to form the
plural of a node: Ss is the plural of S, and S's is the plutal of S'.

Let no one say that punctuation is not a rica deductive system.
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PART ONE: CATEGORIES

CHAPTER ONE: INTRODUCTION

1. UG and Core Grammar

Our point of departure will be the theory of generative grammar
developed in Chomsky (198la) and much other recent work. This theory
characterizes two sorts of objects: a "universal Grammar" (UG) and a
set of "core grammars"., Universal Grammar is a set of operations and
principles. These operations and principles contain certain variables,
whose range may also be determined by UG. By replacing these variables
with elements of their range, we obtain the set of "core grammars". In
other words, UG is parameterized: the different values chosen for the
various parameters determine the class of core grammars. To a large
extent, the variation among languages may be blamed on the choice of core
grammar, although further "peripheral" factors may also contribute.

To give a simple example, we assume that UG contains the following

levels of representation:

(1) D-structure

|

S-structure
Phonetic Form (PF) Logical Form (LF)

To introduce some terminology: we speak of the operations mapping D-struc-
tures onto S-structures as applying in the syntax. The rules mapping
S~-structures onto LF representations apply at LF; and the rules mapping
S~structures onto PF representations apply at PF.

As a principle of UG, D-structures are mapped onto S~structures by
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the rule Move a. We will have more to say about D-structure, S-struc-
ture, and Move a in the following pages. As far as UG is concerned, a
ranges freely over a set of features.

Let us consider one feature briefly, the feature [+WH]. We suggest
in Chapter Five that UG contains an inviolable principle, which requires
[(+WH] to be in COMP at LF. How do we get such WH-elements into COMP?
There are two places where this might happen: in the syntax, and at LF.

WH can move to COMP in the syntax in English:

(2)a. [S'[COMP ][S you saw whol] D-structure

b. [S,[COMP whoi][s did you see gi]] S-structure and LF

Movement in the syntax is possible because the range of a in Move a in-
cludes [+WH] in English. Although in (2)b WH must move in the syntax,
for many speakers, for reasons discussed in Chapter Five, there are cases
where movement may take place at LF. For example, we will argue that the

LF representation of (3)a is (3)b:

(a. (o loomp whoi][S e; saw what]] S-structure
b. [S’[COMP who, whatj][s e, saw Eﬁ]] LF

In Chinese, on the other hand, [+WH] is not a possible value for
o in the syntax. As Huang (1982, forthcoming) demonstrates, [+WH] moves
to COMP at LF. Thus, while (4)a, and not (4)b is a well-formed S-struc-

ture, (4)b is the LF representation of (4)a:

(4)a, [S‘[COMP ][s ni kanjian-le sheil] S~-structure
you see-ASP who?
b. [s'[COMP shei, ] [s ni kanjian-le gi]] LF
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The difference between Chinese and English is readily explained as
a difference in the choice of core grammar. English, but not Chinese,
includes [+WH] in the range of a in Move «.

This simple example of parametric variation also allows us to
demonstrate, not only the distinction between UG and core grammar, but
also the deductive structure of a grammar that is a set of principles
and operations. A maximally simple theory of core grammars that allows
[+WH] to be excluded from syntactic movements should also allow [+WH] to

be excluded from movement at LF. This should yield fout types of languages:

(5) (+WH] -movement at: S-structure LF
(1) + +

(ii) + -

(iii) - +

(iv) - -

Type (i) is exemplified by English. Type (ii) might be exemplified
by Italian, which seems to require all WH-elements to be in COMP at S-struc-
ture, and disallows multiple interrogations like (3)a. Type (iii) is
exemplified by Chinese. What about (iv)?

Suppose, as seems reasonable, that all languages have [+WH] elements,
to form interrogatives and similar operator structures. If these elements
are ever found outside of COMP, then this language cannot exemplify (iv).

We will soon see that WH-elements that are arguments must be outside of
COMP at D-structure. Therefore, as long as a language has [+WH] arguments,
it cannot be of type (iv).

While this prediction does not seem to be of great import, it

illustrates rather neatly how a basic goal of research in generative

grammar can be pursued. In working out the core grammars of actual



languages, we find various restrictions on the class of actual core
grammars, and implicational relationships between various properties

of the set of core grammars, of the type discovered in the work of
Greenberg. If we view UG as a set of principles and parameters, which
interact, we can e#plain, and not merely stipulate, the restrictions
and implicational relations found in the set of core grammars. By
doing so, we help explain how the child discovers the grammar of his
native language during the process of acquisition. In the present work,
we will be studying in detail the interactions of principles of UG in
particular core grammars.

The principles of UG, and various definitions and assumptions
associated with them, group themselves naturally into a number of sub-
theories, giving UG a highly "modular" character. For Chomsky (198la),
these subtheories include:

(6) (i) Bounding Theory
(ii) Government Theory (Empty Category Principle)
(iii) tcase Theory
(iv) e-theory

(v) Binding Theory
(vi) Control Theory

Bounding Theory will play a minor role in our theory (except in

Chapter Four, section 4.5). It contaians the subjacency condition of

Chomsky (1973), and a parameterized list of bounding nodes (Rizzi 1978a).

The subjacency condition imposes rather severe locality conditions on
the rule Move o in syntax, and possibly on other relations as well (as

in Chapter Four, loc. cit.). The subjacency condition prevents Move a

15
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from applying across more than one bounding node 8, where B ranges over
NP, S', S, and possibly other nodes such as PP (cf. Van Riemsdijk 1978a,
Baltin 1978), depending on the core grammar.

Government Theory and Case Theory impose other conditions on

syntactic categories, which will be of great importance to us. We will
introduce both of these categories in Chapter Two, as they become re-
levant to our discussion. Government Theory will assume particular
importance in the chapters of Part Two, where we argue at length that
it should be replaced by a new subsystem of grammar: Path Theory.
Path Theory concerns the interactions of paths in a phrase marker, and
will be introduced in Chapter Three.

8~-theory concerns the syntactic reflexes of the assignment of
thematic roles like "agent" and "patient" to arguments. ©6-theory is
the main topic of Part One. For this reason we will treat it in detail

in the next section. Binding Theory and Control Theory deal with the

relations between elements that are [+anaphor] or [+pronoun] and their
antecedents, as well as with the properties of names and variables,
which are [~anaphor, -pronoun]. Since these subtheories use concepts
based on 6-theory, we will introduce these theories briefly after dis-
cussing 6-theory. Binding and Control theory will be iﬁvoked rather

frequently in our discussion, but will play peripheral roles.

N
.

8-theory, the Projection Principle and Binding Theory

o-theory is, in a sense, the key to all the subsystems of UG,
since it is the theory that concerns one of the most basic relationships

in syntactic theory -- the relationship between an argument and the
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element that assigns it a thematic role. Following Chomsky, we will use
the term 6-role for the thematic roles that are distinguished by 8-theory.
Certain lexical items assign 6-roles to, or "e@-mark'", other categories,
which we may call arguments. This assignment is obligatory and biunique,

governed by the 6-criterion, a basic principle of 6-theory:

(7) O-criterion

Each argument bears one and only one 6-role, and each ©-role is

assigned to one and only one argument.l
The O@-criterion is clearly related to strict subcategorization. We will
say more about this relationship shortly.

At what level or levels does the 8-criterion hold? As Chomsky notes,
it is at least relevant at LF, where something like the ®@-criterion seems
a minimal condition for adequacy of representations. Nonetheless, as
noted in earlier work by Freidin (1978), May (1977), and Borer (1979),
something like the ©-criterion seems a desirable constraint on the other
levels of representation as well. Suppose we formulate a Projection

Principle to capture this suggestion, as in (8):

(8) Projection Principle

Representations at each syntactic level (LF, D-structure, S-structure)
are projected from the lexicon, in that they observe the 6-marking
properties of lexical items.
This Projection Principle differs slightly from Chomsky's formulation,
in ways we will consider shortly.
Let us give some content to the Projection Principle in (8). First,
what positions can be O-marked? Essentially, they are positions that bear

the grammatical relations "subject-of" and "object-of". Thus, in (9), the
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object of buy, the [NP, VP] in the notation of Chomsky (1965), bears the

©~role theme or patient; the subject of the sentence, the [NP, S], bears

the 8-role agent:
(9) [s John IVP bought the book]]

6-role assignment appears to observe a rather strict locality

requirement, For example, V may O6-mark Npa in (10)a, but not in (10)b:

(lO)a.[vp \' NPa]

b.[,, VI NPa...]

VP S' . o0
In this case, the condition that 6-marking appears to obey is the condition
of government. Let us call 6-marking by a lexical category direct 8-mar-

king, following Chomsky:

(11) a directly O-marks B if and only if o 6-marks 8 and a = X°

(12) If o directly ©-marks B then o governs 8.

Let us assume an extremely simple definition of government proposed by

Aoun and Sportiche (1982 ; stated as in Chomsky 198la, 164):

(13) Government (def)

In the structure:
[

ceeYeoeleooYeso], where

B
(i) a = X°
(ii) where ¢ is a maximal projection, ¢ dominates o if and only if

¢ dominates Y.
a governs Y.
In Chapter Two, where we discuss Government Theory (the Empty category

Principle), we will need to complicate this definition; one of the virtues

of Path Theory will be that we can return to (13).




The combined effect of (11) and (12) is to force all 8-marking
by a lexical category to take place within the maximal projection of the
lexical category. This has the desired results in (10): only in (10)a
can V assign a 6-role to NPa'

What about ©-marking by a non-lexical categqgory? There is some
evidence, discussed by Chomsky (198la), Marantz (198l), and others, that
the subject in a sentence like (9) is assigned its 8-role by the VP,
rather than by the lexical V. By (11), such 8-marking is not direct,
but rather indirect. Here too some locality condition obtains, perhaps
requiring sisterhood, as suggested in Chapter Three below.

We thus distinguish direct ©-marking of an object and indirect

o-marking of a subject. Returning to example (9), it follows from our

19

Projection Principle that the subject John and the object book are 8-marked

at each level of representation. Now consider an S-structure like (14):

(14) ( Johni [VP seems [s Ei [VP to have bought the book]]]]

S1 1 2 2

In (14), the 6-role assigned by VP_ is assigned to the empty category e

2
the trace of John. Suppose the Projection Principle is correct. To sa-
tisfy the O-criterion at S-structure, John must bear a 6-role. Clearly,

this 6-role does not come from seems. Seems does not assign a 6-role

to its subject position, as the possibility of expletive non-arguments

in this position shows:

(15) [S it [VP seems [S' that John has bought the book]]]

To satisfy the 6-criterion, then, John in (14) must be 6-marked by VPZ'

To accomplish this, we may adopt the convention proposed by Chomsky (198la,
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37):

(16) o ©6-marks the category B if a ©-marks the position occupied by B
or the trace of B.
Ignoring some imprecision in the distinction between 6-marking a category
and 6-marking an argument, made precise in Chomsky's discussion, we may
conclude that VP2 in (14) e6-marks John by 8-marking its trace, satisfying
the Projection Principle.
Convention (16) has another, important consequence, as noted by

Borer (1979) and Chomsky (198la). It entails that elements can be moved

only into positions that are not assigned a 6-role. Thus consider (17):
*
(17) [S Johni [VP helped gi]]

The empty category Ei cannot be the trace of John. The verb help directly
0-marks the position occupied by e;i by (17). 1If e; is the trace of
John, then help will also 6-mark John. But the whole VP also indirectly
@-marks John. Thus, John will be 6-marked both by help and by VP, and
violate the 6-criterion.

In (14), on the other hand, if we assume that a VP containing
seems does not assign a 6-role to the subject, as evidenced by (15),
John will bear only the one 6-role it receives from e, and the @-crite-
rion is not violated.

We thus distinguish 8-positions, like the subject of help, from

non-0-positions, like the subject of seems. Other non-6-positions are

COMP and positions resulting from adjunction. Supoose now we define

D-structure as the level at which (16) does not hold:

(18) At D-structure, o ©~-marks B if and only if o ©-marks the position
occupied by B.
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It follows that D-structure will be a pure representation of thematic
structure, of the pairing of 6-roles with arguments bearing grammatical
functions (GFs). In Chomsky's terms, D-structure is a pure representation

of GF-8. The D-structure of (14) thus looks much like (15):

(19) [s e [VP seems [s John [VP to have bought the bcok]]]]

1 1 2 2

The rule Move &, which maps D-structures onto S~structures, is
thus a mapping from a pure representation of GF-6 onto a representation
in which some 8-roles are assigned to arguments in non-#-positions, by
virtue of convention (16). We will have more to say about Move a in
Chapters Two and Four.

Notice that the passive construction does not differ with respect
to its properties from the raising constructions that we have been con-

sidering., Consider an S-structure like:

(20) I

J . .
S ohnl (,,, was seen 91]]

VP
The verb see directly ©-marks Ei' and thus 6-marks John as well. It
follows that the subject of a passive VP is in a non-6-position, and

that (20) is derived by Move o from a D-structure like (21):

(21) (e (

s was seen John]]

VP
That the subject of a passive verb is not a O-~position can be seen by the

possibility of expletive elements in that position:
(22) ? th were seen some men
) [S ere [VP 1]

Compare {23), where the subject is a 6-position:

*
(23) [S there [VP helped Mary]]
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Chomsky (198la) develops a slightly different way to satisfy the
o-criterion at S-structure. In an S-structure like (14) or (20), one
can construct a sequence out of the argument and its trace, of the form
(Johni, ei), or of the GFs of the positions these categories occupy:
(NP, Sll, [NP, 82]) for (14) and ([NP, S], [NP, VP]) for (20). We
can call these sequences chains.

Each element of a chain locally binds the next, where we define

"local binding" as follows:

(24) Local Binding (def) (Chomsky 198la, 59)

a locally binds B if and only if:

(i) o and B are coindexed
(ii) o c-commands B
(iii) There is no Y coindexed with o such that o c-commands Y and
Y c-commands B.

For reasons discussed by Chomsky, it is well to consider only a
limited type of chain as relevant for the €-criterion. A natural distinc-
tion can be made between positions bearing grammatical functions, to
which @-roles may be assigned at D-structure, and positions that do not
bear grammatical functions. We can call the former positions A-positions
(to suggest "argument"”) and the latter positions K-Eositions {"non-ar-
gument"). A-positions are subject and complement positions. i-positions
include COMP and adjoined positions. We can restate the 6-criterion and

principle (16) in terms of chains of A-positions, called A-chains:
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(25) 8-criterion

(i) Consider the A-chain C = (al,... an) and the 6-role R. For all

positions P € C, for some a; € c, if o, bears R, then P bears R
(ii) Each argument bears one and only one 6-role, and each 8-role is

assigned to one and only one argument.

(25) is our formulation, but is equivalent to Chomsky's (198la,
335) formulation, for our purposes in this study. Note that (25) allows
an argument that is not part of any chain to bear a 8-role. This possi-
bility is realized in the context of Case theory, where we will want to
say that S's and certain other arguments do not belong to chains, but
bear 6-roles.

Consider the following definition:
(26) Chain C bears 6-role R if and only if for some a € C, a bears R.
From the 6-criterion, we derive the following theorem:
(27) Each A-chain bears at most one 8-role, and each 6-role is assigned
to at most one chain.
Suppose chain C bears two 6-roles: call them o and B. By (26) , some
member of C bears o and some member of C bears B. By clause (i) of (25),
all members of C bear o and B. Both a and B must be assigned to an argu-
ment in C, but this argument will bear two ©~-roles by clause (i), vio-
lating clause (ii). Hence, the A-chain must bear no more than one 8-role.

The following theorem can also be derived:
(28) Each A-chain contains at most one argument.

If chain C contains two arguments, they must each bear a 8-role. Suppose

they bear the same 6-role. Then (ii) is violated. We know from (i) that
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they cannot bear distinct €-roles. Thus C cannot contain two arguments.
By induction C cannot contain more than two arguments.

Notice that the ©-criterion does not require that a chain bear
any 6-role, so long as it does not contain an afgument. This is desirable,
since chains may be formed by raising expletive elements.

A final definition: the member of a chain that c-commands all
other members of that chain is called the head of a chain,

We have not so far given any content to the notion argument.
Clearly in chains of the form (lexical NP,...), the lexical NP may be
the argument, since such chains may be of length 1 in sentences where
no NP-movement takes place. Indeed, we may redefine D-structure as
the level at which all chains are of length 1. At D-structure, clearly,
lexical NPs are‘arguments.

We may ask whether empty categories can also be arguments. The
answer is yes; the conditions under which an empty category may be an
argument are determined by Binding Theory and by a typology of empty
categories. We end our theoretical overview with a brief discussion
of these issues.

Not all A-chains are well-formed. Consider the chain (John, gi)

in (29):
*
(29) Johni seems [S' that gicame]
An insight of Chomsky (1973) was the relation between (29) and (30):
(30) *Johni said [S' that himselfi came]

In the framework of Chomsky (198la), an NP-trace like =2, in (29) and

himself in (30) are both anaphors, and are subject to the locality
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principies imposed by the Binding Theory:

(31) Binding Theory (Chomsky 198la)

A. An anaphor is bound in its governing category.
B. A pronominal is free in its governing category.

C, An R-expression is free.

Anaphors include reflexives, reciprocals and NP-traces like e in (29).

Pronominals include lexical pronouns like he, us, etc. R-expressions

include names like John, book, and perhaps, certain empty categories
bound from i—positions, called variables.

An anaphor is referentially dependent, lacking any ability to
refer independently of a grammatical antecedent. A pronominal may be
referentially independent, or may pick an antecedent for its reference.
An R-expression is referentially independent.

The exact definition of the governing category referred to by
principles A and B of the Binding Theory is a matter of some controversy.
A number of suggestions are explored by Chomsky (198la), Huang (1982)
and others. Roughly speaking (Chomsky, p. 188):

(32) o is the governing category for B if and only if a is the minimal

category containing B and a governor of B, where a=NP or S.

Let us return to (29) and (30), and see how the Binding Theory
rules them out. Chomsky assumes that the structure of S is as in (33),

a structure we will assume in Chapter Two and modify in Chapter Three:
(33) S —— NP INFL VP

INFL (for "inflection") contains the constituents AGR and TNS ("agreement"

and "tense") in a tensed sentence. Supposing that the lexical projection
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of INFL is AGR and that S is also a projection of INFL, the subject NP
is governed by AGR in a tensed S. Thus, (29) and (30) have the structure

below:

(29) *[SlJohni [Vplseems [S' that [sti [INFLzTNS AGR][szcame]]]]]

. . .
(30) [leohni [vplsaa.d [S’ that [szh.unself [INFLZTNS AGR] [szcame]]]]]

Since the subject of S, is governed by AGR, its governing category is

2

S Both Ch and himself are anaphors, and are required to be bound in

2"
their governing category. Since they are not, the structures are ruled
out.

Notice that principle A of the Binding Theory applies to elements
that are [+anaphor, -pronominal], principle B to elements that are [-ana-
phor, +pronominal]. Principle C applies to elements that are [-anaphor,
-pronominal]. What about elements that are [+anaphor, +pronominal]?
Principle A requires such elements to be bound in their governing cate-
gory; principle B requires them to be free in their governing category.
If they have a governing category, a contradiction is reached. Thus,
[+anaphor, +pronominal] elements must lack a governing category. If
they are governed by XO, they will have a governing category. Thus,
they must not be governed by X0, The subject position of an S' whose
INFL lacks AGR meets this criterion, and essentially no other position,
in English. Infinitives lack AGR; thus [+anaphor, +pronominal] elements
can only be the subject of an infinitival S at the level at which the
Binding Theory applies. Case Theory, which we consider in Chapter Two,

prevents a lexical NP from occurring in this position: hence only an
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empty category can be [+anaphor,+pronominal]. This empty category is
called PRO. Being a pronominal, it has the necessary features to be an
argument; hence PRO, the ungoverned empty category, can serve as an
argument.

This discussion leads us to the typology of empty categories in
the theory we assume. We have seen that PRO, [+anaphor, +pronominall],
falls under both principles A and B of the Binding Theory, réquiring
it to be ungoverned. Since PRO is an argument, it is either free, or

has an antecedent which bears an independent 6-role:
(34) Johni hopes [s' PROi to leave on time]

John and PRO bear distinct 6-roles.

We have examined a type of empty category that is [+anaphor, -pro-
nominal]. It falls under principle A of the Binding Theory, and must be
bound in its governing category. This empty category is not an argument,
and has a local antecedent in an A-position which does not bear an inde-
pendent 6-role. The empty category and its antecedent belong to the
same chain. This empty category is often called "NP-trace", because it
is the trace resulting from NP-movement operations in passive and raising
constructions.

An empty category whose antecedent is in an i-position and does
not bear an independent 6-role is [-anaphor, -pronominal] and falls under
principle C of the Binding Theory. These empty categories may result
from WH-movement to COMP, and may be called "WH-trace".

Finally, we expect there to exist empty categories that are

{-anaphoric, +pronominal)]. These are discussed by Chomsky (198lb), and
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will be considered in Chapter Four, where we discuss the "parasitic gap"
construction.

Much attention has been devoted to justifying and explaining
the typology of empty categories outlined above. In much of Chomsky
(1981a), the various empty categories are taken to intrinsically differ
in their feature composition beyond the differences given by ([tanaphor,
tpronominal]. Chomsky later notes that the empty categories form a near
partition of the structural environments available to them. This
"complementary distribution" suggests, here as in phonology, that there
is only one empty category -- the result of the optionality of phonetic
content in the base -~ the properties of whose "allocategories" are
determined by the various subsystems of grammar. This is the view we
take in this study, but the issue is tangential to our concerns. On the
other hand, we will be dealing very closely in Chapter Two with certain
of the features of empty categories -- specifically their categorial
features for [*N] and [iV].

The choice of antecedent for NP- and WH-trace is determined by
the Binding Theory, Move o, and also Bounding Theory. The choice of
antecedent for PRO is determined by Control Theory, which we will discuss
only marginally (cf. Manzini 1981 for discussion of Control Theory).

Finally, Chomsky argues that the Binding Theory must apply at
least at S-structure, and certainly not at D-structure. It may also
apply at LF, as argued by Aoun (1982).

The preceding discussion has, we hope, provided enough background
to follow the argumen: we will present in this study. For a much more

complete presentation of the issues and arguments for our various
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assumptions, the reader is referred to Chomsky (198la, 198l1b). For a
thoruugh discussion of the theory of chains, see particularly Safir
(1982). In the next section, we return to the Projection Principle, and

lay some groundwork for our discussion in Chapter Two.

3. The Projection Principle, 6-criterion and Categorial Selection

The 6-criterion and the Projection Principle deal in the most
basic sense with what Qe might call the "syntactic properties" of lexical
items. Trivially, certain lexical items in any language are restricted
to specific syntactic environments. In English, for example, a verb
may "take" a single object, or a pair of objects, or may be intransitive,
lacking an object entirely. Some nouns must cooccur with an article;
others must not cooccur with an article. A linguistic theory that does
not at least characterize properties of this sort is inadequate at the
simplest level. The interesting question is which of the many possible
ways of characterizing these syntactic properties is correct. 6-theory
is a characterization of some of these properties.

This question is interesting because the specification of lexical
items' syntactic properties is not only a minimal requirement for descrip-
tive adequacy. It is also a centerpiece of any theory which attempts to
deal with the fundamental problem of language acquisition. As Chomsky
(198la) notes, the primitives of any theory that aims to explain how a
child acquires his language must meet a strict criterion of "epistemolo-
gical priority". The properties of these primitives must allow a child,
armed only with UG, to develop knowledge of his language~particular

grammar from his linguistic and extralinguistic experience.
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As Chomsky and others have frequently noted, the poverty of the
linguistic stimuli available to the child suggeststhat the criterion of
epistemological priority imposed on the primitives of linguistic theory
should be stringent indeed. Notions like "precedes", "agent", "patient",
and the like may have the appropriate prelinguistic basis, but notions
like "subcategorizes for" or "is bound by" do not. Knowledge of these
notions must be part of UG, and the implementation of these notions in
the child's particular grammar (e.g. "eat subcategorizes for an NP")
must result from the interaction of experience with UG.

Nonetheless, many of the properties of specific lexical items --
in particular their 6-related properties -- must be learned by experience,
however much even this knowledge may be guided by innate principles
and generalizations about possible worlds. The child can only learn
that eat takes two arguments, an agent and a patient, by making some
connection with the world around. Given this fact, and the desire to
keep the primitives of linguistic theory to a bare, epistemologically
prior minimum, it is interesting to investigate the extent to which the
surface properties of linguistic systems may be deduced exclusively
from these ©-related properties of lexical items, within a rich theory
of UG.

Chomsky (198la), in an important step in this direction, proposes
that many of the properties of phrase structure, previously assumed to
derive from a set of language-specific base rules, are deducible from
the ©-properties of lexical items. We discuss this line of reasoning

in greater detail in the first part of Chapter Three. Stowell (1981)
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follows this program explicitly, showing how the phrase structure of a
large number of constructions follows from the interaction of 6-theory
with other principles of grammar.

Rosults of this kind, in turn, depend on the correct formulation
of the basic principles of grammar, and on a correct understanding of
the projection of lexical properties onto grammatical representations.
As our postulated principles become deep enough to yield results of the
sort desired, we expect that slight differences in our formulation of
these principles will have immediate and testable consequences for our
understanding of linguistic phenomena. In particular, given the central
position of the syntactic properties of lexical items in any explanatory
linguistic theory, we expect that the way in which these properties are
projected onto grammatical representations will be crucial to our view
of the rest of the theory. This question has been discussed repeatedly
in the literature. We will be referring especially to Chomsky (1965),
Grimshaw (1979) and Chomsky (198la).

In Chapter Two, we will present a proposal about the projection of
lexical properties onto syntactic representations which differs from the
proposals made in Chomsky (198la) in a rather minor way. We will show,
however, that this issue is so important to the general structure of
syntactic theory that our minor change actually has impotant consequences
for seemingly unrelated issues in domains as diverse as the theory of
empty categories, LF, Government Theory, and others, as well as for the
analysis of a range of constructions.

Our analysis will be motivated mainly by evidence from Russian,
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where a group of apparently disparate constructions share an odd collec-
tion of surface properties which are not related in any obvious way. We
will show that our proposal to modify the relationship bet..en lexical
properties and syntax provides the missing link between the Russian con-
structions and their properties.

Let us now become more concrete and consider in detail which lexical
properties are relevant to syntactic representations. Consider a verb
like receive. Anyone who knows this verb knows at least two things about
its "syntactic environment". First, he knows the positions that this
verb requires to exist. In its standard use (apart from receiving lines
and American football), receive must have an object. Second, he knows

the syntactic categories that can fill the obligatory positions. The

object of receive, for example, must be an NP, and not a clause or some
other type of category.

In the Standard Theory, as developed in Chomsky (1965), both
positional and categorial requirements fall under the theory of strict

subcategorization, insofar as they apply to complements and not to sub-

jects. The mechanism of subcategorization features introduced in the
Standard Theory does not, in fact, make any distinction between positional
and categorial requirements. A verb subcategorizes a position by subca-
tegorizing a particular category in that position.

In the theory of Chomsky (198la), there is a good deal of overlap
between subcategorization and 6-theory. In Chomsky 's system, however,
certain distinctions remain. First of all, consider the basic configu-
ration in which subcategorization takes place. Consider (35), where a
is an immediate constituent of y:

(35) ly...a...B...] or [Y...B...a...]
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Where a-xo, B must satisfy the subcategorization frame of a. In other words,
B is present if and only if its is subcategorized. If we understand ©-theory
to require a position to exist whenever ©-marking of that position is possible
(an assumption Chomsky modifies), then it follows that subcategorization
entails é-marking, at least when an argument is subcategorized.3

On the other hand, consider the case in vhich a is a maximal pro-
jection. For example, suppose a=VP and Y=S. Then o might indirectly ©-mark
B, but it does not subcategorize it. This is because only objects are sub~
categorized, not subjects.

Thus it might seem that we can eliminate entirely the mechanisms of
subcategorization in favor of e-theory, particularly if ©-theory, like sub-
categorization, dictates the syntactic categories that can receive 6-roles.
Chomsky suggests, however, that this is not a desirable step. The argument
concerns the obligatoriness of subjects, and can be reconstructed as follows:

Suppose we claim, as we have, that 6-theory makes certain positions
obligatory. To be more precise, suppose we claim that if a assigns ©-role
R to position P in S, then P must be present in S. We derive the obli-

gatoriness of the subject position in a structure like (9), which we repeat:

(9) [. John [VP bought the book]]

S
The VP assigns a ©~role to the subject position; therefore, the subject

position must be present. 6©-theory, however, does nothing to make the sub-

ject position obligatory in a sentence like (15), and yet it is obligatory:

(15) [S it [VP seems [S' that John has bought the book] ] ]
It thus appears that we need an independent principle like (36):

(36) Clauses have subjects.
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Notice that (36) is now redundant with the principle that 6-assignment
requires a position to exist, for the case of subject position of a
clause. Chomsky gces on to argue that this principle is too strong in
any case. Consider the assignment of 6-roles in NP. The complement

position must, it seems, exist whenever a 6-role is assigned to it:

(37)a. John's swift [N' publication of the book]

b.*John's swift [N' publication]

On the other hand, the subject position, even though there is a 6~role

available for it, is optional:
(37)c. the swift [N' publication of the book]

Chomsky concludes that 6-marking does not require positions to
exist. Rather:

(38) If a structural position that can be 6-marked is obligatory, then
it is obligatorily ©-marked by an element that can 6-mark it; if
such a position is only optionally present, then 6-marking of this
position is correspondingly optional. (p. 40)

Two principles are assumed which make positions obligatory. The first

is subcategorization, which makes a ©€-marked object position obligatory.

The’second is principle (36), requiring clauses (but not NPs) to have

subjects.

Notice that, even so, subcategorization in the sense of Chomsky

(1965) -- a theoryof positional and categorial selection -- is not really

necessary. Its role in the theory is to create a subject/object asym-

metry with respect to the obligatoriness of positions. It really is
simply a factoring out of a complication that could as well be included

in (38), in which case (38) would read like (39):
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(39) If an element can directly ©-mark a position, then that position
is obligatory.4 If an element can indirectly 6-mark a position,
then:

(i) if it is obligatory, then it is obligatorily ©8-marked by
the element that can ©-mark it;

(ii) 4if such a position is only optionally present, then 6-mar-
king of this position is correspondingly optional.

In a sense, then, subcategorization simply factors direct 6-marking
out of 6-theory. Given (39), we may still hold that subcategorization is
fully subsumed by G-theory.5 Chomsky (198la) argues thet subcategoriza-
tion falls under the Projection Principle, as well as 6-theory. If sub-
categorization is fully subsumed by 6-theory, and we assume our version
of the Projection Principle in (8), then subcategorization falls under
the Projection Principle trivially.

But now let us return to the distinction between positional and
categorial requirements discussed above. Recall that subcategorization

inextricably mixes these requirements -- subcategorization is thus a

theory both of positional selection and of categorial selection. We

will abbreviate categorial selection as c-selection. Thus, if a verb
has a subcategorization frame +[_NP], this frame positionally selects
an object, and c-selects an NP. It is a simple matter to extend 6-theory
so that it too includes both positional selection and c-selection, but
is such an extension correct?

At first sight, 6-theory seems to be an even better home for
c-selection than subcategorization. This is because subcategorization
extends only to complements, while c-selection appears to range over

both complements and subject (as O. Jaeggli has pointed out to me). For
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example, the verb imply, but not kick may take a clausal complement:

(40)a. John implied (that Mary was incompetent]

b.*John kicked [that Mary was incompetent]

This is a simple matter of c-selection. Notice that the same fact holds

of the subject positions of these verbs:

(41)a. [that Mary was incompetent] implied the truth of my conjecture

b.*{that Mary was incompetent] kicked John in the shins

These facts too seem to be a matter of c-selection. If c-selection is
part of sukbcategorization, then it can capture (40)a-b, but not (4l)a-b.
If c-selection is part of 6-theory, however, it can capture both con-
trasts.

We are not going to deny that there is a connection between
c-selection and 6-theory, a connection to which we shall return at the
end of the next chapter. Let us ask, however, how close the connection
is. 1In particular, does c-selection fall under the Projection Principle?

If the answer is no, we do not have a disaster on our hands. The
significant results of the Projection Principle, discussed above and by
Chomsky, derive exclusively from the "positional" aspects of 6-theory,
and not from any categorial aspect.

Suppose then that c-selection does not fall under the Projection
Principle. C-selection properties would then not be projected to every
level of representation. The only level at which satisfaction of c-
selection must be relevant, as a minimal criterion of adequacy, is LF.

If we were to assume that c~selection applied only at LF, then it would
perforce be independent of ©-theory, at least at D-structure and S-struc-

ture. The 8~criterion at those levels would then be category-blind
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in an important sense: we might expect to find derivations in which
6-roles are assigned in the syntax to constituents that are not of the
normally required category -- so long as these derivations somehow
satisfy categorial requirements by LF.

In Chapter Two, we shall show that Russian provides derivations
of exactly this sort. Hence, we shall have empirical evidence that the
satisfaction of thematic requirements is independent from the satisfac-
tion of categorial requirements. We will thus argue that a new subsystem
of grammar should be added to the roster: c-selection. On the other
hand, in the final section of Chapter Two, we submit the primitives of
our theory of c-selection to the test of epistemological priority and
find them wanting. We present empirical arguments that the apparent
c-selectional properties of predicates actually derive from semantic

selection, as developed in Grimshaw (1973), and from Case theory.
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CHAPTER ONE: FOOTNOTES

1. The 6-criterion is a strengthened version of principles first

developed by Freidin (1979).

2. Chomsky later asks why NP and S should be the governing categories.

This leads him to a theory incorporating the following definition (p.

211):

(i) a is a governing category for B8 if and only if o is the minimal
category containing B, a governor of B, and a SUBJECT accessible
to B.

The term SUBJECT is a cover term for the lexical subject position or AGR.

Thus, for the subject of a tensed S, that S is a governing category,

because it contains a governor (AGR) and a SUBJECT (AGR). The notion

"accessible" involves a particular filter on coindexing, and is relevant

for some cases we shall discuss only marginally (in Chapter Four, 4.5).

See Chomsky (198la) for discussion; also Huang (1982) and Aoun (1982).

3. We omit discussion of cases in which non-arguments may be sub-
categorized: e.g. the verb word, which for some speakers requires a

manner adverb:
(i) John worded the letter %(carefully)

Verbs like put, which require a directional expression, may actually
involve O-marking of a "small clause" headed by the directional. See

discussion in Chapter Two.
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4. We may wish to strengthen this to a biconditional, to fully
subsume subcategorization: A position that can be directly 6-marked
exists in a structure S if and only if an element 6-marks that position
in S. Note that this rules out subject-to-object raising, as subcate-

gorization and the Projection Principle does for Chomsky (198la).

5. Note that subcategorization still exists as a theory: we are
claiming that a more perspicuous presentation of that theory subsumes
subcategorization under 6-theory, This is particularly true once we
bleed the Projection Principle of categorial selection, as discussed
below. Then the only content to subcategorization is the subject/

object asymmetry in the obligatoriness of positions (pace footnote 4).



CHAPTER TWO: RUSSIAN QUANTIFICATION AND CATEGORIAL SELECTION

1.0 Three Descriptive Conditions

In this section, we will present three seemingly distinct quantificational
constructions in Russian. We will demonstrate that these constructions
all share a set of three odd properties, which appear to have nothing to do
with each other. To begin with, we will provide a precise descriptive
characterization of these properties within the general framework that
we assume, but we shall wait until section 2 to begin showing how this

framework explains the coincidence of properties.

1.1 Genitive of Negation

With preverbal (sentential) negation, certain nominal expressions
in Russian may optionally appear in the genitive Case. We will call this

construction the "genitive of negation":

(l)a. ja ne polugal pis'ma

I NEG received letters
(acc pl)

b. ja ne polugal pisem
(gen pl)

(2)a, ni odna gazeta ne byla polugenal

not one newspaper NEG was received
( fem mon sqg) (fem sg)

b, ni odnoj gazety no bylo polugeno

(fem gen sqg) (neut sg)

Immediately below, we will be concerned with the distribution and
interpretation of the genitive of negation. For the moment, we wish to

emphasize two facts:
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(1) The appearance of a phrase in the genitive Case is optional,
as the (a) examples above show.

(2) When a genitive phrase alternates with a nominative subject, as
in (2)a-b, the appearance of the genitive variant correlates with the absence
of overt subject agreement on the verb. Thus, regardless of the person,
gender or number of the genitive phrase in such examples, the verb will
appear in the third person, neuter singular form. We take this form to be
unmarked.2

Finally, a note about word order. The order of major constituents
in a Russian clause is quite free. To emphasize the surface parallel
between examples like (2)a, with a nominative subject, and (2)b, with
a genitive phrase corresponding tc the nominative subject, we have placed
the genitive phrase before the “erb. While (2)a represents an unmarked
order for Russian, (2)b does not. In fact, the unmarked order for
sentences like (2)b appears to be the opposite: such sentences are more
common and more neutral with the genitive phrase following the verb (as

noted, for example, by Pegkovskij 1956, 367), as in (3) (cf. (2)b):
(3) ne bylo polugeno ni odnoj gazety

This fact will be very relevant later. For the time being, we will give

examples of this type with the order genitive phrase + verb, as in (2)b.

We now turn to the important restrictions on the occurrence of

the genitive of negation.

1.1.1 The D-structure [XP, VP] Restriction

We have already seen that genitive phrases under negation may
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correspond to accusative direct objects, as in (1), or to nominative
subjects, as in (2). With a few odd exceptions (cf. Ravig 1971), any
accusative direct object may be "replaced" by a genitive phrase under
negation. 1In contrast, "replacement" of a nominative subject by a genitive
phrase under negation is quite restricted.

A variety of suggestions have appeared in the literature to account
for the restrictions in question (see Babby 1980 for a survey). We will
suggest that the restriction is to be described rather simply: genitive
phrases under negation may correspond to S-structure nominative subjects
only if those nominative subjects actually derive from D-structure
objects.3 In this section, we present evidence for this statement of the
restriction.

First, the occurrence of genitive phrases in passive constructions
is as unrestricted as the occurrence of genitive phrases corresponding
to accusative direct objects. Every passive verb, as far as I can tell,
admits a genitive phrase under negation. Examples (4)a-b are from

Chvany (1975):

(4)a. ni odin gorod ne byl vzjat vragom
not one city NEG was taken enemy
(masc nom sg) (masc sg) ( instr)

'not one city was taken by the enemy'
b. ni odnogo goroda ne bylo vzjato vragom
(masc gen sg) (neut sqg)
Additionally, certain other monadic4 predicates admit the genitive
of negation. This set is familiar: it is roughly the set of verbs that
participate in impersonal constructions in languages like English

(presentational there constructions) or French (impersonal il constructions),
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and more roughly the set of verbs which take the auxiliary essere in
Italian (cf. Perlmutter, to appear; Rosen 1981; Burzio 198l). These are

mostly, but not exclusively, verbs of existence and of appearance:

(5)a. zdes' xorosie ljudi ne suggestvujut

here good people NEG exist

(nom pl) (3 pl)
b. zdes' xoroSix ljudei ne sustestvuet
(gen pl) (3 sqg)
(6)a. griby zdes' ne rastut
mushrooms here NEG grow
(nom pl) (3 pl)
b. gribov zdes' ne rastet
(gen pl) (3 sqg)
(7)a. otvet iz  polka ne prigel
answer from regiment NEG arrived
(masc nom sq) (masc sq)
b. otveta iz polka ne priglo
(masc nom sg) ( neut sg)

(8)a. nikakie doklad@iki ne pojavilis'
no speakers NEG showed up
(masc nom pl) (pl)

b. nikakix dokladGikov ne pojavilos’
(masc gen pl) {neut sq)

With examples (5)~(8), compare the following:

(9)a. v pivbarax kul'turnye ljudi ne p'jut
in beerhalls refined people NEG drink
(masc nom pl) (3 pl)

b.*v pivbarax kul'turnyx ljudej ne p'et
(masc gen pl) (3 sqg)
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(10)a. ni odin rebenok ne prygnul

not one child NEG jumped
(masc nom sg) (masc sg)

b.*ni odnogo rebenka ne prygnulo

(masc gen sg) (neut sg)

(ll)a; na zavode nikakie gengginy ne rabotajut

at factory no women NEG work
(fem nom pl) (3 pl)

. v VvV,
b.*na zavode nikakix Zenscin ne rabotaet

(fém gen pl) (3 sqg)

(12)a. takie sobaki ne kusajutsja

such dogs NEG bite
(fem nom pl) (3 pl)

b.*takix sobak ne kusaetsja
(fem gen pl) (3 sq)

The verbs in (9)-(12), which do not allow the genitive of negation,
contrast with the verbs in (5)-(8) in being obligatorily agentive. This
generalization appears to hold over the entire range of monadic verbs in
Russian, defining a necessary (though perhaps not sufficients) condition
for the genitive of negation construction. This fact has not been clearly
noted by earlier investigators of the genitive of negation, mostly
because of the absence cf sure criteria to distinguish agentive from non-
agentive arguments (cf. Babby 1980, 65). This is not unexpected: the
semantic notion of agentivity clearly relies on inferences about the
real-world status of predicates, and these are extralinguistic judgments.

Nonetheless, this generalization is easily confirmed by examining
verbs that are ambiguous between agentive and non-agentive uses. A

nice example is provided by the verb plavat'. This verb may be tranglated
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into English as either 'swim' or 'float'. Suppose that these two English
verbs have an identical core of meaning, having something to do with
flotation. They differ only in that the notion of "swimming" normally
involves the active participation of an animate body, while "floating"
does not. In other words, plavat' as 'swim' assigns the ©-role of agent
to its single argument, while plavat' as 'float' will assign some 6-role
like theme.

If the genitive of negation construction is limited to arguments
that are not assigned the role of agent, 'then we expect that this

construction will disambiguate plavat'. This is exactly what we find:6

(13)a. v bassejne nikakoj rebenok ne plavaet

in pool no child NEG floats/swims
(masc nom sg) (3 sqg)

b. v bassejne nikakogo rebenka ne plavaet

floats/*swims
(masc gen sg) (3 sqg)

Also, compare the example given in Babby (1980, 18):

(14) v supe ne plavalo nikakogo mjasa
in soup NEG floated no meat

(neut sg) (masc gen sg)
(14) shows a typical usage of the genitive of negation with this verb, to
denote completely inactive flotation, characteristic of an inanimate
object.

Examples like (13)~-(14) thus justify our claim that the genitive of
negation is possible with monadic verbs only if the genitive phrase is a
non-agent. Nonetheless, the impossibility of the genitive of negation in
(9)~(12) cannot be directly related to the semantic notion of agentivity.

This can be seen by turning to transitive constructions.



nominative subject transitive polyadic verbs.7
term transitive for a more general case discussed below.
transitive polyadic verbs, regardless of the semantic status of their
subjects, never allow genitive phrases to replace nominative subjects

under negation.

Let us call verbs that take an accusative direct object and a

first (perhaps) by Pegkovskij (1956, 367):

(15)a.

(16)a.

(17 a.

(18)a.

Semantically, neither the subject of Eolugat‘ ‘receive' in (l7)a nor the

subject of the idiom proizvodit' vpegatlenie in (18)a is an agent.

v .
ni odna gazeta ne pecataet takuji erundu

not one newspaper NEG prints such nonsense
(fem nom sq) (3 sg) (fem acc sg)

. . v .
*ni odnoj gazety ne pecataet takuju erundu

(fem gen sq)
studenty ne smotrjat televizor
students NEG watch television
(masc nom pl) (3 pl) (masc acc sg)
*studentov ne smotrit televizor
(masc gen pl) (3 s9)

ni odna devudka ne polugala nase pis'mo
not one girl NEG received our letter
(fem nom sq) (fem sg) (neut acc sg)

*ni odnoj devuski ne polugalo nase pis'mo
(gem gen sg) (neut sg)

takie maginy ne proizvodjat vpegatlenie
such cars NEG produce impression
(fem nom pl) (3 pl) (neut acc sg)

*takix masin ne proizvodit vpegatlenie
(fem gen pl) (3 sqg) (neut acc sqg)

Crucially,

This is a truly exceptionless generalization, as noted

46

We do this to reserve the

None-
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theless, these nominative subjects may not be replaced by a genitive
phrase under negation.
We are thus left with a curious distribution of genitive phrases

under negation. Genitive phrases under negation may correspond to:

(19) a. any accusative direct object
b. any nominative subject of a passive verb
C. a non-agent subject of a monadic verb

d. no nominative subject of a transitive polyadic verb

What generalization can we make about this set of positions?
Excluding for the moment (19)c -- monadic verbs -- we ask what criterion
distinguishes direct objects and subjects of passives, on the one hand,
from subjects of transitive verbs, on the other. The answer is obvious.
Both surface direct objects énd surface subjects of passives are objects
ad D-structure. The surface subjects of transitive polyadic verbs are
subjects at D-structure.

This analysis is forced on us by the ©-criterion applying at the
level of D-structure, as required by the Projection Principle. Let us
see why this is so. To do so, we will need to introduce some of the
principles of Case theory.

First let us consider a transitive polyadic verb and its passive
counterpart. It is an elementary observation that the surface object of
the transitive polyadic verb bears the same 6-role as the surface
subject of its passive counterpart. Thus, city bears the same 6-role
in (20)a and (20)b, as does gorod in the Russian translation in (21)a

and (21)b:
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(20)a. the enemy took the city

b. the city was taken

(21)a. vrag vzjal gorod

enemy took city
(nom) (acc)

b. gorod byl vzjat

city was taken
(nom)
We can explain this easily if (20)a has the D-structure in (22)a,

while (20)b has the D-structure in (22)b:

(22)a. [s the enemy INFL [VP took the city] ]

b. [ e INFL [, was taken the city] ]

In each case take directly ©-marks city. By the Projection Principle,

the S-structures are as in (23):

(23)a. [S the enemy INFL [Vp took the city] ]

b. [S the c:.tyi INFL [VP was taken gi ] 1]

In (23)b, the city is directly ©-marked by take by membership in the chain
(the city, gi).
Descriptively, the passive b sentences differ from the active a

sentences in two respects:

(24) I. The VP in the active structure assigns a ©-role to the subject

position. The VP in the passive structure does not.

II. A D-structure NP object of a passive verb must move to subject

position in the syntax.
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As Chomsky (198la) notes, II implies I. If the D-structure object of the
passive verb were required to move into subject position, and if the
subject position were a ©-position, the Projection Principle would be
violated. Recall from Chapter One that no movement is possible into a
6~-criterion.

Property II derives from Case Theory, a subsystem of grammar that
we have not discussed as yet. In its simplest form, Case Theory consists
of a set of rules for the assignment of Case features and a Case Filter.
Case features are assigned under government. In English, the following

conventions may be assumed:

(25) Case Assignment (English)

i. If NP is nominative, then it is governed by AGR.8
ii. If NP is objective, then it is governed by [-N].>

iii. If NP is neither nominative nor objective, it lacks Case.

(26) Case Filter

*NP, if NP has phonetic content and has no Case.

(25)~-(26) account in large part for the distribution of lexical NPs
in English, as noted first by Vergnaud (1982).10 Thus, a lexical NP may
be the subject of a tensed S with agreement, or the complement of certain
verbs and prepositions. The NP to which the reader's attention is drawn

is underlined:

(27) a. [, John | TNS AGR] [VP ate meat] ]

S INFL

b. it is difficult [S' PRO to [VP suggest an answer to our question]

¢, John is [PP in the room]
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A lexical NP cannot be the ungoverned subject of an infinitival S' nor

can it be the complement of a noun or adjective, which are [+N].

(28)a. to] [VP eat meat] ] 1 would surprise me

*lgo lg John [y

b. *this observation is [AP suggestive an answer to our question] ]

c. *John's [N' suggestion an answer to cur question]

In structures like those of (28)b-c, a dummy [-N] Case marker must
be inserted, so that the lexical NP in question will not violate the Case

Filter:

(29)a. this observation is [AP suggestive [of an answer to our guestion] ]

b. John's [N‘ suggestion [of an answer to our question] |

Positions in which no Case is assigned are non-Case-marked positions.
The insertion of a dummy Case marker in (29) transforms a non-Case-marked
position into a Case-marked position, and allows the underlined lexical NP
to satisfy the Case Filter,

An NP in a non-Case-marked position may satisfy the Case Filter in
another way, however. It may move to a Case-marked position, if such
movement is not ruled out by other principles like the Binding Theory or
Projection Principle. Such is the case in the passive construction.

We have phrased our Case Assignment conventions as conditionals,
not bi-conditionals, allowing some [-N] elements not to assign Case.
Suppose in particular that passive verbs differ from active verbs in not
assigning Case to the object position that they govern. In that Case,

a D-structure like (30) cannot yield a well-formed S-structure, without

something happening that gives the underlined NP Case:
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(30) [s e INFL [VP was taken the city] ]

In (30), one thing that can happen is movement to the position of e, which

is governed by AGR and marked with nominative Case:
(31) [s the c:Ltyi INFL [VP was taken gi] ]

While it remains unexplained why no dummy Case marker can save (30)
without movement in English, Case theory provides a generally elegant
explanation of property (24)II of passive verbs: the D-structure object
of the passive verb must move to subject position in order to receive
Case. If we assume that the Case Filter applies at least at S-structure,
we explain why this movement must apply in the syntax.

Another factor leads us to believe that Case Theory is behind the
obligatory movement of an NP object of a passive verb. Notice that the
Case Filter does not apply to non-NPs, a fact that will be extremely
important to us in this chapter., This is a stipulation, of course, but
it is a stipulation of some explanatory depth. (We will revise the
stipulation somewhat later, but it will remain unexplained.)

Notice that an S' has no problems as the complement of a [+N]

11
category:

(32)a. John is [AP happy [S' that we have arrived on time] ]

b. John's [N' suggestion [S' that bear-baiting is immorall]

No dummy Case marker is necessary, suggesting that S' does not fall under

the Case filter. Now notice that S' need not move in passive constructions:

(33) it was [VP suggested [S' that bear-baiting is immoral] ]
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The only rule specific to (33) is a general rule inserting expletive it
in the non-6-subject position, necessary in English for independent
reascns, to which we return later. E. Williams has observed (Chomsky

1981a, 149 note 121) that some verbs do not even allow movement of S':

(34)a. it was reasoned (held, rumored...) that John arrived

b. *that John arrived was reasoned (held, rumored...)

This rules out an analysis in which movement to subject is followed by
extraposition.

The Case Assignment conventions and the Case Filter of (25)-(26)
come close to being adequate for Russian as well, except that [+N] elements

and some [-N] elements can assign oblique Cases to their NP:12

(35) Case Assignment (Russian)

i. If NP is nominative, then it is governed by AGR.
ii. If NP is accusative, then it is governed by [-N].
iii. If NP is oblique, then it is governed.
iv. If NP is neither nominative, accusative or oblique, then it

lacks Case.

The oblique Cases are genitive, dative, instrumental and prepositional (also

known as locative). 1In certain instances, accusative might also function
as an oblique Case, when assigned by a preposition, as we shall see
later. We assume, of course, the same Case Filter for Russian as for
English.

Returning to our main topic, we see that we can explain the surface
syntax of passive constructions with nominative subjects if we assume

that their S-structure subjects are D-structure direct objects. Passive
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verbs, like their active counterparts, may thus be transitive. Russian also
allows impersonal passives to some degree, which take no direct object at

any level:

(36) bylo napisano [ob dtom] [v gazetel

was written about this in newspaper
(prep) (prep)
These constructions are not relevant to our discussion, and will be
ignored.
We thus justify grouping together surface direct objects with
subjects of passive verbs as D-structure objects. Both surface direct
objects and subjects of passive verbs may be replaced by the genitive

under negation. By contrast, the transitive polyadic verbs like Eolugat'

'receive' assign a ©-role to their surface subject, indicating that their
surface subject is also a D-structure subject. These subjects may not
be replaced by the genitive under negation.l3

We can make our analysis of the D-structure of transitive polyadic
verbs tighter by referring to a generalization discovered by Burzio (1981).
Burzio observes that, as a general rule, verbs which assign Case to their
objects generally form VPs which indirectly ©-mark their subject position.
All the transitive polyadic verbs whose subject cannot be replaced by
the genitive of negation are of this type. Thus, the subjects of all
these verbs that take accusative direct objects receive a 6-role at
D-structure. The S-structure occupant of such a subject position cannot
have moved into that position, by the Projection Principle, and thus

cannot be a D-structure object.
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Thus, the ©-criterion and the Projection Principle, aided by Case
Theory and Burzio's generalization (which we discuss in greater detail
below), allow us unify (19)a, b and d, repeated below, under the

generalization in (37):

(19) Genitive phrasses under negation may correspond to:

a. any accusative direct object
b. any nominative subject of a passive verb

d. no nominative subject of a transitive polyadic verb

(37) A genitive phrase under negation is a D-structure [XP, VP], where

XP is some (unknown) category.

Let us now return to (19)c:

(19) c. a non-agent subject of a monadic verb

How can we assimilate (19)c to our generalization in (37)? We wish to
capture the fact that a genitive phrase under negation corresponds to
the argument of a monadic verb if and only if that argument is not an
agent. (19)c falls under generalization (37) if the following statement

is true:

(38) If the surface subject of a monadic verb is an [XP, VP] at D-structure,

then it is not an agent.

Since a monadic verb has only one argument, (38) may be stated more generally

as (39):

(39) If the argument of a monadic verb is an [XP, VP] at D-structure,
then it is not an agent.
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In other words, in order to extend our D-structure generalization about
passives and polyadic transitives to monadic verbs like those in (5)-(12),
we must assume that the S-structure nominative subjects of some, but not
all, monadic verbs are actually D-structure objects. Only these nominative
subjects may correspond to genitive phrases under negation.

Thus, the D-structure of (7)a, with a nominative subject for Erigel
‘arrived', differs from the D-structure of (ll)a, with the verb rabotajut
'work', in that the former, but not the latter, may be transitive in

D-structure:

(40)a. [, e [, ne priSel [otvet iz polkal 1 ] (D-structure for (7)a)

S VP

NEG arrived answer from regiment

nikakie gengginy [VP ne rabotajut ] ] ] (D-structure for (1ll)a)

no women NEG work

We may look at (39) in another way, since D-structure is a pure
representation of the assignment of ©-roles to GFs. What (39) says is
that the 6-role of agent is always indirectly assigned by a phrasal node,
while non-agent roles may be directly assigned by a lexical node, where
direct and indirect ©-marking are defined as in Chapter One. Monadic
verbs thus fall into two classes. Some take an agent argument, in which
case the ©-role is assigned by the VP containing the monadic V., Others
take a non-agent argument, in which case the 6-role may be assigned by
the V itself.

This distinction between two types of monadic verbs is not novel.
Its consequences have been worked out in great explanatory detail for

Italian by Burzio (1981) within the Extended Standard Theory. As the
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"Unaccusative Hypothesis", the idea was earlier explored in the literature
on Relational Grammar (Perlmutter, forthcoming; Rosen 1981). With reference
to the genitive of negation in Russian, the distinction dates at least to
RUZi¢ka (1963), and is adopted by Chvany (1975).

We will use Burzio's terminology, and call verbs like prigel in (40)a,
which are underlyingly transitive, ergative verbs. An ergative verb is a
monadic transitive verb. Verbs like rabotajut in (40)b, which are under-
lyingly intransitive, we may call simply intransitive or agentive intransitive

verbs.14

What principle requires D-structure objects of ergative verbs like
Erigel to move to subject position in syntax? That they are in subject
position at S-structure is clear from their nominative Case marking, as
well as from other aspects of their behavior which we shall discuss later.
Following Burzio, we take the principle in question to be the Case Filter.
Burzio argues that ergative verbs, like passives, do not assign Case to
the objects they govern., Hence, the object of an ergative verb must
move to a Case-marked position by S-structure. 1In this respect, the
derivation of sentences with ergative verbs is identical to that of
passive sentences. In each case, a non-Case-marked NP must move to subject
position to receive Case. 1In each case, also, the subject position must
be a'noh—g-position, or else the @-criterion and the Projection Principle
will be violated.

Returning to the generalization in (39), we might ask why there
should be a connection between the position to which a ©-role is assigned
and the essentially semantic notion of agentivity. This question relates

in turn to the question of how a child acquires knowledge of the syntactic
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properties of lexical items. Somehow, the child progresses from knowledge,
perhaps situationally based, of the meaning of a predicate to knowledge of
the @-properties of that predicate. Ideally, this "grammaticalization" of
meaning should be guided by UG, making the construction of a lexical entry
trivially simple. We therefore expect UG to ccntain principles relating
semantic properties to ©-properties of lexical items. In turn, UG may
contain other principles relating ©-properiies of lexical items to even
more specifically linguisctic properties, like Case assignment. For
example, we have already seen a generalization of this second type,

suggested by Burzio:

(41) Burzio's Generalization

For a verb Vi’ if Vi assigns Case to an NP it directly ©-marke.

then VPi indirectly ©-marks its subject.

This principle, almost but not quite exceptionless,15 told us that the
surface subjects of transitive verbs are also D-structure subjects, and
are not randidates for the genitive of negation.

As for generalizatinns of the first type, relating semantic properties
of lexical items to ©-properties, (39) is a candidate for such a
generalization. Probably, (39) is a special case of a more general Agent
Rule, which we may state as a descendent of Anderson's (1979) rule of

the same name:

(42) Agent Rule
P
If o assigns the ©-role agent to B, then o indirectly ©-marks B.l)

This tells us, not only that a verb like work cannot be ergative, but also
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that of the two arguments associated with the active verb kick, the kicker
will be the subject of the sentence, and, by default, the kicked will be
the object. (cf. Marantz 1981).

Notice that the Agent Rule allows monadic verbs whose one argument
is non-agentive to 6-mark this argument either directly or indirectly.
Thus, a verb like Erigel 'arrived' might take either a D-structure subject
or a D-structure object, being either intransitive or ergative. Is this
freedom correct? We could force Erigel to be exclusively ergative with a

Theme Rule:

(43) Theme Rule
If o assigns the 6-role theme to B, then a directly e-marks B.

An advantage of having both a theme rule and an agent rule is that we can
predict the argument structure of a verb like receive, which takes a goal
and a theme, but (presumably) no agent., By (43), we know that the theme
will be the object; by default, the goal will be the subject.

For our purposes, it does not really matcer whether or not UG or
the core grammar of Russian contains a Theme Rule, so long as it contains
an Agent Rule. Russian provides tests that show whether a predicate may
be ergative, it provides no tests that show whether a predicate must be
ergative. We are free to assume that every ergative verb has an intransitive
counterpart, if we wish.

Without deviating too much from our main argument, we should add one
remark about the status of the Agent Rule (and the Theme Rule, if it
exists), which is relevant to anyone working on the genitive of negation
construction in Russian. Rules like the Agent Rule may be interpreted

in two ways. They may be seen as generalizations over lexical entries for
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©-assigners, which allow redundant information to be omitted from the
lexicon. On this view, the Agent Rule renders otiose a lexical entry for
a verb like rabotat' 'work' that says both that rabotat' indirectly ©-marks
its argument and that it assigns the role agent. By the Agent Rule, the
lexicon need only say that the role assigned is that of agent, and the

fact that it is indirectly assigned follows independently.

Alternatively, rules like the Agent Rule may be seen as principles of
language acquisition, helping the child learn a lexicon quickly, and not
as principles operative in the grammar acquired. On this view, the lexicon
will state both that rabotat' indirectly e-marks its argument and that
it assigns the 6-role of agent.

Comparison of Russian with a language like Italian suggests that a
principle like the Agent Rule is always a principle of language acquisition,
but that its status as a principle of the grammar acquired, simplifying
lexical entries, varies across languages. In a language like Russian,
the distinction between ergative and intransitive monadic verbs, as seen
through the genitive of negation, is fuzzy, and heavily dependent on
context and the speakers perception of the degree of agentivity involved
in the action denoted by the verb. Although almost all speakers agree
on the extreme cases -- that verbs meaning 'arrive' accept the genitive
of negation, and that verbs meaning things like 'bite' do not ~- there
is much disagreement on the cases in between. This is expected if the
Agent Rule is a principle of grammar, relating semantics directly to
GF-0 in the core grammar of Russian. As a speaker's perceptions of the
predicate will vary accordingly, and be reflected in the possibility of

the genitive of negation,
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In a language like Italian, on the other hand, where the ergative/
intransitive distinction is well-motivated by a number of tests, speakers'
judgments about individual predicates are not at all fuzzy. While some
predicates function both as ergatives and intransitives, the assignment
of a predicate to one or the other or both classes is fully lexicalized
and reflected in the selection of verbal auxiliary (essere for ergatives,
avere for intransitives). While in Italian, as in Russian, something
like the Agent Rule probably governs the acquisition of lexical entries,
the Agent Rule may not be part of the grammar acquired. Judgments about
ergativity/inctransitivity in Italian do not seem dependent on semantic
criteria and on context, but rather on a fully specified lexical entry
for each verb. Hence the sharpness of the judgments in Italian.

This difference between Italian and Russian is not surprising.
Suppose, with Chomsky and Lasnik (1977), that a child cannot learn from
negative evidence -- i.e. from the fact that he does not hear a sentence.
In Russian, ergative verbs are distinguished from intransitives only by
the absence of sentences with constructions like the genitive of negation.
This absence does not help the child at all. Rather, only lexical
semantics guides the classification of monadic verbs into ergative and
intransitive categories. 1In Italian, on the other hand, monadic verbs
are readily distinguishable on the basis of the auxiliary that they take,
a pervasive and easily observable phenomenon in the language. The
Italian child can (and must) grammaticalize the ergative/intransitive
distinction, removing it from the domain of lexical semantics, in order
to choose correctly an auxaliary verb.

Returning to our main discussion, we can now make all the statements
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about the distribution of the genitive of negation in (19) fall under

generalization (37), which we will restate and call condition A:

A: XP must be an [XP,VP] at D-structure, where XP = genitive

phrase under negation.
Before discussing some other properties of the genitive of negation
construction, let us extend this generalization to three other environments.
First, recall that the Agent Rule in (42) does not prevent non-

agents from being indirectly ©-marked, in addition to agents. Consider

not the following principle:

(44) Attributive and Identificational Rule

If o assigns the ©-role of attribute or identificand to B, then

o indirectly ©-marks 3.17

We suppose that the role of attribute is the ©-role that most adjectives

acsign to their surface subjects, as in (45)a. The role of identificand

is the role of the subject in identificational sentences like (45)b:

(45)a., Boston is clean (attribute)

b. these young people are our freshman (identificand)

(44) tells us that the S~structure subjects in (45)a-b are also D-structure

subjects. We thus expect, correctly, that attributes and identificands

may not correspond to genitive phrases under negation in Russian:

(46)a. ni odin gorod ne byl Zist
not one city NEG was clean
(masc nom sg) (masc sg)

b. *ni odnogo goroda ne bylo gisto
(masc gen sq) (neut sg)
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(47)a. studenty zdes' — ne duraki
students here NEG fools
(masc nom pl) (masc nom pl)
b. *studentov 2zdes' — ne duraki

(masc gen pl)

(48)a. eti molodye ljudi —— ne nasi pervokursniki

these young people NEG our freshmen
(masc nom pl) (masc nom pl)

b. *etix molodyx ljudej — ne nasi pervokursniki
(masc gen plur)

The (b) sentences are excluded by condition A and by the Attributive
and Identificational Rule. The relevant condition cannot be morphological.
The Russian passives we have been considering are formed with the copula
(null in the present tense) and a passive participle. These constructions
are indistinguishable on the surface from copular constructions with an
adjectival predicate. Nonetheless, as we have seen, the subjects of
passives, but not of adjectives, may be replaced by a genitive phrase
under negation. This is because passive participles and adjectives, though
morphologically indistinguishable, have radically different ©-properties.

Interestingly, passive participles in Russian, as in English, can
be "adjectivized", often with a slight shift in meaning (see Kalakuckaja
1971, for a thorough study). Predictably, adjectivization of a passive
participle produces a predicate which is subject to the Attribute and
Identificational Rule and which does not allow the genitive of negation.
For example, the passive participle prinjat 'accepted' may be used as
an adjective, with roughly the meaning it acquires in similar circumstances

in English -~ 'acceptable', 'comme il faut' (as in the accepted norms).

The two usages contrast with respect to the genitive of negation, as

expected:




(49)a. takie studenty nikogda ne prinjaty v universitet

such studente never NEG accepted in university
(masc nom pl) (pl)

'such students are never accepted to the university'

b. takix studentov nikogda ne prinjato v universitet

(masc gen pl) (neut sg)

(50)a. takie manery nikogda ne prinjaty v xorogix klubax
such manners never NEG acceptable in good clubs
(fem nom pl) (pl)

b. *takix maner nikogda ne prinjato v xorogix klubax
(fem gen pl) (neut sg)
The second environment that we will consider is the object position
of a PP. Here, the object is not an [XP, VP], and we predict that the

genitive of negation should be impossible. This prediction is correct:

(51)a. ja nikogda ne namekal ni na kakie plany po etoj linii

I never NEG hinted not at any plans along this line
Masc nom pl)

b. *ja nikogda ne namekal ni na kakix planov po étoj linii
(masc gen pl)
Although this correct prediction is made by condition A, we will be accounting
for these facts somewhat differently in later discussion.
Finally, condition A predicts that if a non-argument should also
be found in VP, as in (XP, VP], then this non-argument too should be able

to participate in the genitive of negation construction, all things being

selected by V, are assigned accusative Case, presumably because they

equal., In Russian, expressions of duration, which are not ©-marked or
i
are governed by V. Such expressions of duration may be marked genitive

under negation, exactly as expected (sentences due to M.G. Sinicyn):
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(52)a. ja ni odnu minutu ne spal

I not one minute NEG slept
(fem acc sqg)

b. ja ni odnoj minuty ne spal
(fem gen sg)

We will provide some evidence that these expressions of duration
are indeed [XP, VP] later. In footnote 21, we also discuss a semantic
difference between (52)a and (52)b. For now, note simply that under the
assumption that these phrases are in VP, we can account for tﬁe
possibility of the genitive of negation, given condition A. Notice that
these phrases show that the condition on the genitive of negation is
purely structural, and not relational in nature, confirming our statement

in condition A.

1.1.2 The Non-Obliqueness Restriction

We now turn to another restriction on the genitive of negation. As
we have shown, condition A allows direct objects to occur freely in the
genitive of negation construction. In Russian, as in many languages with
overt Case marking, some predicates require a particular oblique Case of
nouns they ©-mark.

As Babby (1980) has observed, such oblique objects never participate

in the genitive of negation construction. This Non-Obliqueness Restriction

(Babby's "Direct Case Condition") is exceptionless, and we may state it
as condition B:

B: XP may not occur in positions where oblique Case is required,

where XP = genitive phrase under negation.

Thus, for example, the verb pomogat' 'help' requires a dative object,
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and the verb upravljat' 'manage', 'control' requires an instrumental object.
Neither of these verbs allows a genitive phrase as an okject under

negation:

(53)a. ja ne pomogaju nikakim devuSkam

I NEG help no girls
(fem dat pl)

b. *ja ne pomogaju nikakix devusek

(fem gen pl)

(54)a. ja ne upravljaju ni odnim zavodom

I NEG manage not one factory
(masc instr sqg)

b. *Ja ne upravljaju ni odnogo zavoda
(masc gen sg)
Condition B will play an essential role in the discussion in section 2 of

this chapter.

1.1.3 Obligatory Quantifier Movement

Up to this point, we have been deliberately vague about the inter-
pretation of sentences with the genitive of negation. 1In fact, the
interpretation of genitive phrases under negation is more restricted than
that of their non-genitive counterparts.

In the traditional literature about this 'construction, it is usually
said that genitive phrases under negation, unlike their non-genitive
counterparts, are obligatorily indefinite. (Note that Russian has no
articles to signal definiteness.) Thus, consider the following examples

(with inverted order in both, which makes the indefinite reading more
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apparent)lgz

(55)a. ne pojavilis' studenty (56)a, (56)b

NEG showed up students
(pl) (masc nom pl)

b. ne pojavilos' studentov
(neut sg) (masc gen pl)

*(56)a, (56)b

(55)a may have as a logical paraphrase either (56)a, or (56)b below.

(55)b, however, with the genitive of negation, may be paraphrased only

by (56)b:

(56)a. — the students showed up (cf. 'the students didn't show up')

b. — 3x, x students (x showed up) (cf. 'no students showed up')

Essentially the same data hold when a genitive phrase under negation

replaces an accusative object:

(57)a. Jja ne polugal pis'ma

(58)a, (58)b

I NEG received letters
(neut acc pl)

b. Jja ne polugal pisem

*(58)a, (58)b

I NEG received letters
(neut gen pl)
For reasons we will not be able to explain, the reading of (58)b below
is much less accessible for (57)a than was the corresponding reading (56)b
for (SS)a.20 Nonetheless, (58)b is a possible reading for (57)a, while

(58)a is completely excluded for (57)b:21

(58)a. ™1 I received the letters (cf. 'I didn't receive the letters')

b. — gx, x letters (I received x) (cf., 'I didn't receive any letters')
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The (b) readings in (56) and (58) differ from the (a) readings in
several important ways. We will focus on only one of them, for the most
part. The crucial difference between the (b) readings and the (a) readings

is the following: the (b) representations are quantifier-variable structures,

while the (a) representations are not. Also important is the fact that
the quantifier appears to be existential and the fact that negation always
has scope over the quantifier (as shown by Babby 1980). We will have
more to say about both these facts later, but they will not bé central

to our discussion,

We will want a principle that will tell us that the genitive of
negation obligatorily produces a quantifier-variable structure, while
corresponding sentences without the genitive of negation produce such
structures only optionally. Following proposals of Chomsky (1976), and
particularly of May (1977), we will assume that quantificational structures
like those in (56)b and (58)b actually correspond closely to representations
at the level of LF., In particular, quantifier-variable structures are
derived at LF from S-structures with the quantifying expression in situ
by means of an adjunction, rule: May's Quantifier Rule (QR) . We will

assume that it applies roughly as in (59):
(59) QR: Adjoin a quantifying expression to S.

Very possibly, as argued in May (forthcoming), QR is a special case of
Move o at LF, but we will refer to it as if it were a special rule by
itself. The trace left by this movement is interpreted as the variable
bound by the moved quantifier.

We will have much more to say about QR quite soon, and we shall be
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more specific about the LF representations we are assuming for the genitive
of negation. For now, let us concentrate on how we can state the
difference in interpretation between sentences with and without the
genitive of negation.

We may capture our generalization about the LF interpretation of the
genitive of negation construction in the following way: QR applies
optionally to non-genitive phrases under negation, but obligatorily to
genitive phrases in the genitive of negation construction.

Thus, QR applies optionally in (55)a, yielding either a representation
corresponding to (56)a or a representation corresponding to (56)b. In
(55)b, QR applies obligatorily, yielding only a representation like (56)b.
A parallel story is told for (57)-(58). Since the optionality of QR in
the normal case follows from the general optionality of movement rules,
we need only state a generalization about the genitive phrases under

negation, which we may call condition C:

C: XP obligatorily undergoes QR, where XP = genitive phrase
under negation.

We have now examined briefly three conditions that govern the occurrence
of the genitive of negation. The most elementary considerations of
learnability tell us that these conditions must result from deeper principles.
Why should these conditions exist? If a child simply "learns" a construction
like the genitive of negation, why should he not generalize from sentences
with an ergative verb to sentences with a non-ergative intransitive
verb, eliminating condition A? How does the child know that the
construction does not extend to environments in which an oblique Case is

required? How can he learn that the genitive of negation requires the
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creation of a quantifier-variable structure in LF? These questions
become still rore pressing when we note that a number of other constructions
show the same coincidence of properties, albeit somewhat more weakly.

We will discuss two such constructions in the next sections.

1.2 Po-phrases

Russian expresses distributive quantification by means of a "particle"

..

j<i]

(60)a. Ja dal mal'Cikam jabloko
I gave boys apple
(masc dat pl) (neut acc sg)

"I gave the boys (collectively) an apple'

b. ja dal mal'cikam [po jablokul

po apple
(masc dat sg)
'TI gave the boys an apple each'

Po is a preposition in other usages, gnd may be a preposition in the
construction we will consider here, an issue we will discuss later. Like
po in its clearly prepositional usages, po assigns dative Case in sentences
like (60)b. Po has some peculiar properties with respect to Case marking,
discussed by Mel'Cuk (1981), and by Babby (1980). Although these
properties are clearly of interest, we will ignore them here, since they
are rather wild in ways that are probably tangential to our discussion.
Instead, we will be mainly interested in the external distribution of
distributive po-phrases. We will show that they are subject to conditions
A, B and C, which we have seen to govern the genitive of negation. We

present the evidence briefly.
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1.2.1 Po~Phrases and the D~-structure [XP, VP] Restriction

Distributive po-phrases, like genitive phrases under negation, are
limited to D-structure positions in VP, although the relevant contrasts
are less clear here for some speakers. For all speakers, po-phrases freely
correspond to direct objects of ponlyadic transitive verbs, to subjects of

passive and ergative verbs, and to accusative expressions of duration:

(6l)a. Jja polugal (po pis'mu] v den'
I received po letter in day

(nom (masc sg) (neut dat sg)

'T received a letter each day'

b. kagdyj den', [po gorodul] bylo vzjato vragom
each day po city was taken enemy
(masc dat sg) (neut sqg) (masc instr sg)

'each day, a (different) city was taken by the enemy'

c. [po jabloku] upalo s kagdogo dereva

po apple fell from each tree
(neut dat sg) (neut sg)

‘a (different) apple fell from each tree'

a. Jja spal [po dasu) v den'
I slept po hour in day
(nom) (masc dat sq)

'T slept an hour per day'

(Example (61)c is from Babby 1980, 45.)

Note that, like genitive phrases under negation, distributive
po-phrases do not trigger agreement on the verb when they correspond to
nominative subjects.22 In addition, the unmarked positions for a po-
phrase appears to be post-verbal -- again recalling the genitive of

negation.

For almost all speakers, po-phrases are markedly worse as subjects
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of polyadic transitive verbs, agentive intransitives, subjects of
attributive and identificational predicates, or as objects of preposition..
In the first two cases, judgments vary from a single question mark to a

. 23
star; we compromise below:

(62)a. ??[po studentu] ubilo kosku v kagdoj gruppe

Po student killed cat in each group
(masc dat sg) (neut sg) (fem acc sg)

'a (different) student killed a cat in each group'

b. ??(po sobakel] kusaetsja v kagdoj kletke

po dog bites in each cage
(fem dat. sg) (3 sg)

‘a (different) dog hites in each cage'

c. *[po gorodu] bylo disto v kagdoj oblasti

po city wes :lean in each dastrict
(masc dat sg) (neut sg) (neut sq)

'a (different) city was clean in each district’

pervokursnik v kaZdom otrjade

d. #*[po studentu)

po student (is) freshman in each  detachment
(masc dat sgqg) (masc nom sg)

'a (d: “ferent) student is a freshman in each detachment'

e. *Za namekal na [po planu] v den'

I hinted at po plan in dat
(masc dat sg)

'I hinted at a plan per day'

In Chapter Four, we present an elaboration of the theory we will develop
in this chapter, which accounts for the relative weakness of the judgments
in (62)a-b. 1In this chapter, we will treat them as ungrammatical.

The contrasts between (6l)a-d and (62)a-e suggest that we should
extend condition A to include distributive po-phrases. Po-phrases mus

thus be included with genitive phrases under the rubric "XP":



A: XP must be an [XP, VP] at D=-structure, where XP = genitive

phrase under negation or a distributive po-phrase.

1l.2.2 Po-phrases and the Non-Obliqueness Restriction

In section 1l.1.2, we saw that genitive phrases under negation can
never occur in direct object position where an oblique Case is required by
the governing verb. This absolute prohibition extends to po-phrases.

Recall that pomogat' 'help' requires a dative object (cf. (53)), and that
upravljat' 'manage’ requires an instrumental object (cf. (54)). Distributive
po-phrases, like genitive phrases under negation, cannot correspond to

the object of either of these verbs (despite the fact that po itself

assigns dative Case):

(63)a. *ja pomogal [po devugke] v den’
I helped po girl in dat
(nom) (fem dat sq)

'I helped a girl a day'

b. *ja upravljaju [po zavodu] v kazdom gorode
I manage po factory in each city
(nom) (masc dat sg)

'I manage a (different) factory in each city'

We should thus generalize condition B as we generalized condition

|3

B: XP may rot occur in positions where oblique Case is required,

where XP = genitive phrase under negation or a distributive

po-phrase.
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1.2.3 Po-phrases and Obligatory QR

It should be clear that the LF representation of a sentence with
distributive po must be a quantifier-variable structure. An accurate
account of the logical form of po-sentences goes somewhat beyond the
scope of this study (cf. Crockett 1976a for some discussion). One

possibility, probably incorrect, is represented in (64)b:

(64)a. ja dal mal'gikam [po jabloku]

I gave boys Po jabloku
(nom) (masc dat pl) (neut dat sg)

'T gave the boys an apple each'

b. (¢x: x a boy) (3!y: y an apple) I gave y to x

(64)b does not imply a one-to-one correspondence between boys and apples.
If such a correspondence is implied by po-phrases, as it might be, we
might represent po as a two-place quantifier resuiting from the operation

of "absorption" discussed by Higginbotham and May (1981):24

(65) PO(x, y): x a boy, y an apple (I gave x to y)

Po defines a bijective function from values of x to values of y, and entails
(correctly, it seems) that the LF of sentences like (64)a contains at
least two variables in its LF, accounting for ambiguities of the sort
discussed by Crockett (op. cit., (4)).

What is clear, and important for our purposes, is that QR is
obligatory for distributive po-phrases. In the case of po-phrases,
unlike the genitive of negation, this fact might be trivial, since po
is prbbably uninterpretable without QR. Nonetheless, as we shall see

in section 1,.3.3, other quantifiers can receive an interpretation as
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part of a name, in the absence of QR -- an interpretation apparently lacking
in the case of po-phrases. Thus, we take it as a fact to be accounted for
that po-phvases must undergo QR, and we extend condition C, in turn, to

include po-phrases:

C: XP obligatorily undergoes QR, where XP = genitive phrase

under negation or a distributive po-phrase.

We have seen that po-phrases should be included in the class of XPs
subject to conditions A, B, and C. 1In the next section, we turn to another
construction that also obeys these three descriptive conditions. Here,

the evidence will be somewhat less direct.

1.3 No-agreement Numeral Phrases

. . . . 25
Numeral phrases in Russian (translations of six men, two cars, etc.)

have an involved internal syntax, which we shall avoid discussing as much
as possible. Many of the complications are apparently artifacts of the
prescriptive~grammatical tradition, and do not seem to represent "core"
facts about Russian -~ confusing native speakers almost as much as foreigners.
For a useful discussion of some of these peculiarities, particularly
those about which native speakers do have intuitions, see Crockett
(1976)b. 1In the following sections, we shall examine certain properties
of simple numeral phrases, which consist of a numeral followed by an
unmodified noun,

First, we declare our intention to ignore the numeral odin '1l',
and 3ll numerals ending in odin. Numeral phrases with odin have all the
properties of ordinary NPs, in which odin functions as an adjectival

modifier. None of the following discussion of numeral phrases applies



75

to phrases with odin. 1In the discussion that follows, we will use the
term "numeral phrase" with the understanding that phrases with odin are
excluded,

When (other) -numeral phrases correspond to nominative or accusative
NPs, the numeral appears in its citation form. We shall be cautious
about calling this form either nominative or accusative, for reasons
that shall become apparent in section 2. A noun following the numeral
bears genitive Case. This genitive noun will be singular or plural,
depending on the numeral preceding it: 2 through 4 and numerals endings in 2-4
require the genitive sinqular, while 5-20, numerals ending in 5-20,
multiples of 10 and numerals ending in multiples of 1 require the genitive

plural:

(66)a. ja poludil [tri priemnikal

I received three radio
(masc gen sg)

b. ja polucil [Sest' priemnikov]

I received six radios
(masc gen pl)

The facts that we shall discuss are clearest with respect to those
numerals which require the plural of the following genitive. We shall
accordingly choose our examples from that class.

Recall that when either a genitive phrase under negation or a
distributive po-phrase corresponds to a nominative subject, the verb of
its clause does not show any sort of agreement; rather, it is found
in an unmarked, third person neuter singular form. When a numeral phrase

corresponds to a nominative subject, the verb may either show normal
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agreement of the sort expected with a plural subject, or may lack

agreement:

(67)a. [gest‘ studentov] priglo

six students arrived
(masc gen pl) (neut sq)

b. [gest' studentov] prigli
(pl)
We will suggest that numeral phrases in sentences like (67)a --
which correspond to nominative sugjects but do not trigger agreement --
are XPs. We will demonstrate that these numeral phrases, which we shall

call no-agreement numeral phrases, obey conditions A, B and C. By contrast,

numeral phrases that do trigger agreement, as in (67)b, do not obey
conditions A, B and C. These numeral phrases, which we may call agreement
numeral phrases, thus give no sign of being XPs.

Independently of conditions A, B, and C, we may note a first piece
of circumstantial evidence linking no-agreement numeral phrases to XPs.
Recall that genitive phrases under negation and po-phrases are most natural
when postverbal. As noted by Svedova (1970, 554), Revzin (1278, 270),
Corbett (1979, 8l1), and others, the same is true of no-agreement numeral
phrases. Agreement numeral phrases, on the other hand, are most natural
preverbally. Thus, (68) represents the natural orders for (67)a-b:

(68)a, priglo [Sest’ studentov]
(neut sqg)
b. [gest' studentov] prigli
(pl)
In the following sections, we show that no~agreemznt numeral phrases

resemble genitive phrases under negation and po-phrases in other ways as well.
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1l.3.1 No-agreement Numeral Phrases and the D-structure [XP, VP] Restriction

As an initial hypothesis, let us assume that agreement numeral phrases
differ from no-agreement numeral phrases in their internal structure --
a hypothesis which we shall make specific in section 2. Let us suppose
that either of these types of numeral phrases occurs in a variety of
syntactic positions. Superficially, the two types of numeral phrases are
identical. Thus, we can tell them apart only when they correspond to
nominative subjects. This is because the only difference between them
that is visible is their differing behavior with respect to verbal
agreement, and Russian verbs agree only with subjects. Given a numeral
phrase corresponding to an accusative object, for example, we are unable
to tell whether it is a no-agreement or an agreement numeral phrase,
because objects do not trigger agreement in any case,

This problem must be borne in mind during our discussion of conditions

A and B, Let us consider condition A:

A: XP must be an [XP, VP] at D-structure ...

We will show that no-agreement numeral phrases are subject to A, while
agreement numeral phrases are not. Recall, however, the class of [XP,
VP]s that we were able to examine in earlier sections., These included
surface objects (direct objects, expressions of duration) as well as
surface subjects (of passive and ergative verbs). With respect to

numeral phrases, we will have to limit our attention to the second class:
D-structure objects which, in the case of Case-marked NPs, we can identify

as S~structure subjects.
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Within these inherent limitations, we appear to find what we are
looking for. Once again, the effects of condition A are weaker for many
speakers in the domain of numeral phrases than they were for the genitive
of negation. Once again, we will offer an explanation of this fact in
Chapter Four.

In the case of D-structure [XP, VP]s, both agreement and no-agreement

numeral phrases are possible:

(69) a. [gest' gorodov] bylo vzjato vragom
six cities was taken énemy
(masc gen pl) (neut sg) (masc instr sq)
b. [gest' gorodov] byli vzjaty vragom

six cities were taken enemy
(masc gen pl) (pl)

(70)a. [gest' studentov] priglo
six  students arrived
(masc gen pl) (neut sg)

b . [Sest' studentov] prigli
(pl)

In the case of D-structure [XP, Sls, only the agreement numeral phrase is

fully acceptable:26

(71)a. ??[gest' studentov] ubilo kogku

six students killed cat
(masc gen pl) (neut sg) (fem acc sg)

b. [%est' studentov] ubili koSku
(pl)
(72)a. ??[Sest' sobak] kusaetsja v etoj kletke
six dogs bites in this cage

(fem gen pl) (3 sg)
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b. [gest' sobak] kusajutsja v etoj kletke
(3 pl)

(73) a. *[gest' gorodov] bylo gisto v nagej oblasti

six cities was clean in our district
(masc gen pl) (neut sg)

b. [Sest' gorodov] byli &isty v naSej oblasti
(plur)
These facts will fall under condition A if no~agreement numeral

phrases are XPs:

A: XP must be an (XP, VP] at D-structure, where XP = genitive
phrase under negation, a distributive po-phrase, or a

no-agreement numeral phrase.

1.3.2 No~agreement Numeral Phrases and the Non-Obliqueness Restriction

The canonical form of numeral phrases that we have considered, both
agreement and no-agreement, contains a numeral phrase in its "citation
foxrm" followed by a noun in the genitive Case. This canonical form is
found in positiors that allow the non-oblique nominative and accusative
Cases, as the preceding examples and (74)a below show. Numeral phrases
in this canonical form never occur in positions where oblique Case is
required, as (74)b-c show. Recall that pomogat' 'help' requires a dative

object, and that upravljat' 'manage' requires an instrumental object:

(74)a. ja  polutil ([Sest' priemnikov]
I received six radios
(nom) (masc gen pl)
. .V v
b. *ja pomogaju [sest' devusek]
I help six girls

(nom) (fem gen pl)
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c. *ja upravljaju [gest' zavodov]

I manage six factories

(nom) (masc gen pl)
Suppose that all no-agreement numeral phrases, which are indistinguishable
from agreement phrases in the sentences we have seen so far, show this
"canonical form". (74) may be taken to show that condition B holds for

at least the no-agreement numeral phrases:

B: XP may not occur in positions where oblique Case is required,
where BP = genitive phrase under negation, a distributive

po-phrase, or a no-agreement numeral phrase.

What about agreement numeral phrases? Since they are not subject to
condition A, we expect that they should not be subject to B either. Now
bear in mind that agreement numeral phrases are identical to no-agreement
numeral phrases in non-oblique positions. In oblique positions, numeral
phrases do occur, but they do not have the canonical form. Instead, the
numeral and following noun behave like a normal constituent containing an
adjective and a noun. The noun bears the oblique Case required in its
position, and the numeral agrees in Case. This non-canonical form is

impossible in a non-oblique position:
it

(75)a. *ja polugil [Zest’ priemnikil
I received six radios
{nom) (masc acc pl)

b. ja pomogaju (Sesti devugkam]
I help six girls
(nom) (fem dat pl)
¢c. Jja upravljaju [gest’ju zavodami]

I manage six factories
(nom) (masc instr pl)
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We have claimed that no-agreement numeral phrases obey conditions A
and B. We have seen that agreement numeral phrases do not obey condition A.
If, as we shall show, the cluster of conditions A, B and C have a unified
explanation, we expect that agreement numeral phrases, which do not obey A,
should not obey B either. This immediately suggests that the "adjective-
noun" numeral phrases of (75)b-c belong to the class of agreement numeral
phrases, and that agreement phrases idiosyncratically do not show the
"adjective-noun" form in non-oblique positions.

If this situation is not merely an artifact of our analysis, we
would expect that the "idiosyncracy" of agreement numeral phrases in non-
oblique positions that leads them to look like no-agreement numeral phrases
is in some way marked. This is not too surprising, given the other
marked features of the Russian numeral system, to which we have alluded
earlier.27 What is interesting is that this marked property is absent
from the numeral systems of at least one closely related language. In
Polish, the phenomenon of "agreement" and "no-agreement" numeral phrases
has a somewhat different character. The "paucal" numerals 2 through 4 are
the only numerals that trigger agreement in Polish. When they do, the

numeral phrase always shows "adjective-noun" behavior, regardless of its

Case:28
(76)a, [(dwaj panowiel przvszli
two men arrived
(masc nom pl human) (plur)
h. ja pomagam [dwém panom]

I help two men
(nom) (masc dat pl)
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We will return to the "adjective~noun" numeral phrases of Russian,
which only occur in oblique positions, in section 2. For now, our conclusions
in this section are merely an unconfirmad hypothesis: we suppose that
the numeral phrases that turn up in oblique positions are agreement numeral
phrases, and that no-agreement phrases are, as we wish, subject to condition
B. We will be more specific about the ad hoc Russian-specific rule we
propose for agreement numeral phrases later. 'We assure the reader, however,
that this will be the only such ad hoc proposal we will make in the course
of our analysis, and that if a Slavic language contains ad hoc rules,
the numeral system is certainly the place one would most expect to find

them.

1.3.3 No-agreement Numeral Phrases and Obligatory QR

In this section, we show that no-agreement numeral phrases, which
fall under conditions A and B, also fall under C, and that agreement

numeral phrases do not. Recall the content of C:
C: XP obligatorily undergoes QR ...

Obviously, C is an interesting generalization only if we assume that QR,
like movement rules in the syntax, is formally optional, wé exploited
this optionally in 1.1.3, where we claimed that an ambiguity in non-
genitive NPs under negation resulted from the optionality of QR, while
genitive NPs under negation lacked this ambiguity due to C. The proposal
that QR is optional is argued for most convincingly by Higginbotham
(forthcoming). We rely on his proposals in this section.

Higginbotham notes that if QR is optional we may characterize a

classic ambiguity of numeral phrases in a simple way (cf. Lakoff 1970;
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also Padugeva 1974, 111-124 for Russian examples and enlightening discussion).
For the moment, we draw our examples from English.

Consider a sentence like (77):
(77) six mathematicians proved the theorem

This sentence has two readings. On one, if the six mathematicians have

names A through F, the following claim is true:

(78) A proved the theorem; B proved the theorem; ...; and F proved
the theorem too.

In other words, each mathematician individually proved the theorem. This
interpretation naturally corresponds to an LF representation which is a

quantifier-variable structure:
(79) for 6x: x a mathematician (x proved the theorem)29

Let us call this the individual reading.

There is a second reading, however, on which (78) is not true. Rather,
a group consisting of six mathematicians is collectively responsible for
the theorem's solution, No one mathematician solved the theorem alone.
Higginbotham suggests that this reading corresponds to an LF close to

or identical with the S-structure (77): QR has not applied. Let us call

this reading the group reading. Thus, the distinction between group and
individual readings of numeral phrases may be traced back to the
optionality of QR, following Higginbotham.

It follows that if QR is obligatory for a numeral phrase -- if,
for example, a no-agreement numeral phrase were subject to C -~ then

this numeral phrase should exclude the group reading and have only the



84

individual reading. At the level of intuition, this appears to be the case.
Insofar as informants can distinguish group from individual readings with
predicates that must be ergative or passive by condition A, they report that
no-agreement numeral phrases generally have an "existential" or "individuated"
flavor which .s not obligatory for agreemment numeral phrases. Somewhat
similar intuitions have been reported elsewhere in the literature, for
example by Crockett (1976b, 349). Revzin (1978, 262-272), in an extremely
interesting discussion of the question, claims that no-agreement numeral

phrases are always "indefinite" (neopredelennyj), while agreement numeral

phrases are ambiguously definite or indefinite. They argue that the same
distinction held in earlier stages of Russian ~- the so-called "Potebnja's
law".

Fortunately, a more precise test shows that condition C applies to
no-agreement numeral phrases. As is well-known, certain verbs, like

gather, disperse, meet and their synonyms cross-linguistically, require

that one of their arqguments be a group:

(80)a. the group dispersed quietly

b. #the mathematician dispersed quietly

(The sign # indicates a violation of selectional restrictions.)
Since (8l) below is acceptable, logic distates that the numeral
phrase is interpreted as a group, and hence, by Higginbotham's hypothesis,

is not undergoing the optional rule of QR:

(8l) six mathematicians dispersed quietly

Since a verb like disperse requires a numeral-phrase argument not
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0 undergo QR, a numeral phrase that obeys coundition C will not be able

to be this argument of such a verb, since C requires the application of
QR that the verb would like to prevent. We thus make the following
prediction: witli a Russian verb of the disperse type, a sentence like (81)
should be acceptable with an agreement numeral phrase, which does not have
to undergo QR, but should be unacceptable with a no-agreement numeral
phrase, which is subject to C and must undergo QR -- if our hypothesis

is correct.

. V.
The Russian verb razlucit'sja 'part company', 'go one's separate

2
ways' is a verb of tlLis type, and appears to be ergative.“o It shows
the paradigm of (80)a-~b in (82)a-b below, and -- as we hope -~ allows

cnly agreement numeral phrases, as we se¢ ‘n ( 82)c-d:

v
(82)a. gruppa razlucilas' na mostu

graup parted-company on bridge

b, #matemat‘k razlugilsja ne mostu

mathematician parted-company on bridge

c. [gest' matematikov] razluéilis' na mostu
six mathematicians affedACQmpany on bridge
P
v ' v, . 31
d. ‘(sest' matematikov] razlucilos na mostu
(neut sqg)

The paradigm of (82) shows learly that C appliesr to no-acgreement

numeral phrases and does not apply to agreement numeral phrases:

C: XP obligatorily undergoes QR, where XP = genitive phrase under

tegaticr., a distributive po-phrase or a no-agreement numeral phrase.

This completes ouvr exposition of the basic data with which we will he dealing.
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2. The Non-Obliqueness Restriction and the QP Hypothesis

In this and subsequent sections, we shall derive generalizations A,
B, and C from independent principles of grammar. In this section, we

shall account for condition B: XP may not occur in positions wheie obligue

Case is required. We shall argue that B is an artifact of a general

theory of Case, the 8-criterion and a hypothesis about the structure of
phrases showing conditions A, B, and C. In section 3, we show that the
predictions made by this account of B are valid, and that our explanation
of B accounts for otherwise mysterious facts about complementizer-

trace phenomena in Russian.

2.1 The QP Hypothesis

What is the structure of phrases *hat we have called XPs? Let us
first consider po-phrases and no-agrecment numeral phrases. Both of

N
these XPs appear to have the general form:

(83) [, Q NI

We leave open; as irrelevant to our discussion, the number of bars on Q

and on N. Thus:

. ' .
(84)a, ja dal mal'cikam [xp (Q po ] [N jabloku] ]
I gave boys Po apple
(masc dat pl) (neut dat sg)
v , ; v
b. [XP [Q Sest'] [N studentov] ] prislo
six students arrived

(masc gen pl) (neut sqg)

Quantifiers like po and fest' each "take" a particular Case in their

noun. Some other Russian quantifiers, like vse 'all' are adjectival.
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Among the non-adjectival quantifiers, po is the only one we will examine
that does not take genitive Case in its noun -- a legacy from its
prepositional past (but see section 3 below). If an unmarked non-adjectival
quantifier takes the genitive Case, as seems likely, then we can assimilate
the genitive of negation to the structure in (83)=-(84) by blaming the

genitive Case on a null quantifier:

(85) ja ne polutal lyp [g &) [y pisenm] |

I NEG received letters
( neut gen pl)

Thie null [Qg] has the properties of lexical quantifiers like ggggl.
This analysis of the genitive of negation construction, so far,
derives from Kayne's (1975, 198la) analysis of the French pas-de construc-
tion, which strongly resembles the Russian gentitive of negation (c¢f. fn. 20).
Relating the genitive of negation to the genitive with quantifiers dates at
least to Jakobson (1936-1971). In Kayne's analysis, XP = NP, which will
not be our hypothesis, as we shall soon see.
Notice that this analysis so far make§ no connection between the
genitive of negation construction and the presence of negation. Despite
the familiar name of the construction, this may be very nearly the right
wove, if our goal is to explain properties A through C. The reason
negation licenses the construction will be considered in section 3. 1In
giving the negation a secondary role, we differ from most analyses of the
construction (e.,g. Chvany 1975; Babby 1980).
Note a further feature of this analysis. If null Qs -- that is,
Qs to which lexical insertion has optionally failed to apply -- can assign

genitive Case, then it follows that genitive Case after quantifiers is
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not the result of idiosyncracic lexical properties of certain lexical
quantifiers, but is rather a general property of the node Q. @ does not
fall in the two-feature inventory of categorial features introduced in
Chomsky (1970), although Jackendoff (1977) does give features for a
category Q. We will return to the extremely interestiny question "what
is Q?", once more, in section 3.

Given the X-bar convention for phrase structure, our next task is
to identify the "X" in "XP" as either Q or N. At this point, we make a
hypothesis which will be absolutely crucial to the analysis. We will
derive properties A, B, and C in pages to come from the assumption that,
in phrases which show these conditions, the head of our [Q N] constituents
is @. In other words, XPs, including genitive phrases under negation,
distributive po-phrases and no-agreement numeral phrases, are all QPs.

We call this the QP hypothesis:

(86)a. [ [. pol [N jabloku] ]

QP "Q
be Iop Lo Sest'] [ Studentov] ]
c. [QP [Q el [y pisem] ]

Evidence for the QP hypothesis will be our derivation of generalizations
A, B, and C. Nonetheless, we can give a quick suggestive argument in
favor of this hypothesis here. As shown in section 1.3, numeral phrases
come in two varieties: agreement and no-agreement. We claimed that the
no-agreement rumeral phrases obey A, B, and C, while agreement numeral
phrases do not. If we will derive A-C from the hypothesis that constituents
like no-agreement numeral phrases are QPs, what are agreement numeral

phrases?
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Under the X-bar convention, in a phrase of the form [xp Q N], X
must be either Q or N. If X is not Q in an agreement numeral phrase, then
it must be N. We thus suggest that what distinguishes agreement from
no-agreement numeral phrases is the choice of head. A no-agreement numeral

phrase is a QP; an agreement numeral phrase is an NP:

(87)a. [Q gest‘] [N studentov] ] no-agreement numeral phrase

lQp

b. [NP [Q Sest'] [N studentov] ] agreement numeral phrase

If we assume that a verb agrees with an NP, but not with a QP, we account
for the agreement facts; we will, however, have a more sophisticated

.

suggestion later. .
It may be objected that (87)b represents a rather odd NP, in which
a non-head assigns Case to the head noun (though similar NPs have been
proposed for English by Selkirk 1977; cf. references therein). We wish
to agree with this objection. Recall our discussion of the non-obliqueness
restriction in numeral phrases (1.3,2). We were forced to say that
no-agreement numeral phrases could not occur where oblique Case was
required, if we wanted to claim that they are subject to conditions A,
B, and C. Translated into the terms of the QP hypothesis, this means
that QPs cannot occur in oblique positions. Numeral phrases of some
sort do occur in oblique positions, hnwever, and we claimed, without
argument, that these were actually agreement numeral phrases -- now called
NPs.
Recall now what these oblique numeral phrases looked like. As we
showed in (75)b-c, they looked like normal adjective-noun pairs, in which

the numeral agreed with the noun, which showed the required oblique Case.

Under our theory, these numeral phrases are NPs, and these numeral phrases
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certainly look like normal NPs. Thus, while we still assume, as an ad hoc
and language specific rule, that NPs containing numerals irregularly show
genitive marking on N in non-oblique positions, this locus of irregularity
now seems more reasonable, in the context of our structural hypothesis
about numeral phrases. Finally, we may say that Polish (cf. (76)a-=b)
simply lacks this ad hoc feature: its NP numeral phrases (only the paucal
numerals) act like true NPs in all positions.

One other point follows from this discussion. It is often noted in
the literature (§vedova 1970, 544; Revzin 1978, 269; among others) that
when a numeral phrase is preceded by an adnominal modifier -- an adjective

or adjectival quantifier -- verbal agreement is obligatory:

(88) kakie~to / vse / sgastlivye [gest' studentov] prigli/*priglo

some / all / (the happy six students arrived
(masc gen pl) (pl) /(neut sg)
It is reasonable to suppose that such adnominal modifiers, preceding the
core of the numeral phrase, can only modify an N with some number of bars,
and not a Q. Hence, these modifiers will be able to occur in the position
they do only if the numeral phrase is an NP. If only NP numeral phrases

. 32
trigger agreement, we account for the facts of (88).

2.2 Oblique vs. Structural Case

We now develop a theory of oblique and structural Case. 1In 2.3, we
will combine this with our QP hypothesis to explain condition B.

One of the facts a speaker of Russian knows is that the deep object
of pomogat' ‘'help' must be dative, and that the deep object of upravljat'
'manage' must be instrumental. It may be the case that universal semantic

principles of some sort provide a markedness theory of oblique Case
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assignment: surely it is not accidental, for example, that tl.e object of
the verb meaning 'help’ béars the same Case as the indirect object of
'give’ (i.e. dative) ir language after language. Nonetheless, it seems
that knowledge of oblique Case requirements is to a great degree language-
specific, and must be learned through experience. Russian children do
seem to learn these requirements gradually, much as they learn
irregularities of conjugatinn or declension.

The phenomenon of "quifky” oblique Case requirements is common in
languages with overt Case marking. Following work on oblique Case in
Icelandic by Levin (198l1) (cf. also Levin and Simpson 1981), we suggest
that oblique Case requirements imposed by certain verhs are intimateiy
linked to ©-role assignment. Specifically, certain verbs will ©-mark
a constituent only if it bears a particular Case.33 By the Projection
Principle, this ©@-marking is obligatory at all levels of representation.
Hence, if a verb requires oblique Case in order to assign a 8-role, then
(1) this Case must be marked on the appropriate constituenc, and (2)
this Case must be present at D-structure, S-structure and LF. Consequence
(1) captures the obligatoriness of "quirky" oblique Case requirements.
Co.. :quence (2) is independently argued for by Freidin and Babby (forth-
coming), who call this the "Principle of Lexical Satisfaction".

Thus, the lexical entries of pomogat' 'help' and upravljat' 'manage’

will contain statements like the following:

(89)a. pomogat' directly e-marks a [+dative] constituent
b. upravljat' directly ©-marks a [+instrumental] constituent

While oblique Case appears to be linked to the assignment of a
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particular 6-role by a particular predicate, non-oblique Case appears to
be purely structural. All things being equal, any NP subject of a tensed
sentence may be marked with nominative Case when governed by AGR, and any
NP governed by V may be marked with accusative Case. The assignment of
non--oblique Case appears to be independent of the assignment of a 6-role,
and is independent of the Projection Principle.34 This leads us to
expect the following three consequences.

l. Constituents not 6-marked by a verb may bear non-oblique Case,
if they meet the structural requirements of our Case conventions in (35).

2. Non-oblique Case marking is optional, except when required by
the Case Filter in (26).35

3. Non-oblique Case marking need not be present at all levels of
representation, since it is unconnected to the Projection Principle. It
need cnly be present at the level at which the Case Filter applies.

We shall argue that these three consequences dare all true. Consequence

(1) can be shown to hold by looking at the expressions of duration

considered in section 1l.1l.1l:

(90)a. ja ni odnu minutu ne spal

I not one minute NEG slept
(fem acc sgq)

b. 3ja ni odnoj minuty ne spal
(fem gen sq)
The genitive of negation found in (90)b tells us (via condition A) that the
expression of duration is governed by V. (90)a shows us that these
expressions receive accusative Case, although they are not 6-marked by
36
the verb spat' 'sleep’'.

Consequence (3) is shown to hold by the phenomenon of passive and
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ergative verbs. These verbs have the property of forbidding normal
assignment of Case to a ©-marked constituent in VP.37 To satisfy the
Case Filter, as we huve seen, an NP object of such a very must move to a
position in which it can receive Case. Since such Case marking is not
available to it until after the application of Move o, it is clear that
this Case marking doas not have to hold at all levels, and one might ask
whether it applies at D-structure at all.

As for consequence (2), this consequence will play a role in our
derivation of condition B for QPs, which follows immediately.

If non-oblique Case works as we have claimed, then verbs iike
Eolugat' 'receive', which "take" accusative objects, do not refer to the
Case of their objects at all in the lexicon. Case marking of their objects
will follow from purely syntactic considerations. The lexical entry of
Eolugat‘ will thus contrast with the lexical entries for pomogat' and

upravlijat' in (89) by stating simply:
s as . 38
(91) polugat‘ indirectly 6-marks a constituent.

A technical problem now arises. We must prevent the random
gereration of oblique constituents as the complements to verbs like Eolugat'
that do not care about the Case of their object. The necessary condition

is simple and natural:

{(92) Oblique Biconditional

@ bears an oblique Case C if and only if for B the ©-marker of a,

B requires C as a condition on ©-marking a.

Actually, (92) follows from right to left from the ©-criterion: if ©-marking

is contingent. on a bearing Case C, then the ©-criterion requires a to
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bear C. Only the conditional from left to right is actually an independent
principle: that a bears C only if C is required by its ©-marker. Nonetheless,
we will leave (92) as a biconditional, for clarity.

The Oblique Biconditional is useful to us because it excludes

sentences like (93), where a "wild" dative NP has been generated:

(93) *ja polugal pis'mam

I received letters
(neut dat pl)
(92) is, in effect, a simple statement about markedness. It says that oblique
Case is found when lexical entries are more complex. As such, it is not
ad hoc, but merely captures a basic intuition about oblique Case

requirements: that they represent an irregularity.39

2.3 The Non-Obliqueness Restriction

In section 1.1.1, we briefly outlined a Case-theoretic approach to
the obligatoriness of NP-movement with passive and ergative verbs, This
approach singles out two properties of these verbs, which may be connected
via Burzio's generalization: (1) they do not allow their 6-marked object
to bear Case in VP; (2) they do not indirectly ©-mark their subject.

Recall that property (2) allows the D-structure object of such verbs
to move to the subject position, without violating the ©-criterion or
Projection Principle. Property (1), in tensed sentences, requires a
D-structure object NP to move to subject position, to escape the effects
of the Case Filter. Thus, in the D-stracture representation (94)a, the
subject position is a non-6-position, and hence not filled by an argument.
The object argument NP is in a position where it cannot receive Case.

If it does not move to the Case-marked subject position, it will remain
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Caseless, and violate the Case Filter. Hence it must move, yielding the

S-structure (94)b:

(93)a. s e (rnpr TNS AGR] [yp was received [yp the letter ] ] ]
b. [S [NP the letter]i [INFL TNS AGR] [VP was received gi] ]

Recall also that S's do not fall under the Case Filter. Hence a
D-structure like (94} may yield a surface structure that is identical --
the only condition being the insertion of the lexical expletive it in

subject position, for reasons we consider later in this chapter:

(94)a. [ it [

s INFL TNS AGR] [VP was claimed [S' that John came] ] ]

Let us now consider the status of our newly postulated QPs with
respect to Case Theory and the Case Filter. There are three possibilities.
(i) QPs may be assigned to Case features and are subject to the Case Filter.
(ii) QPs may be assigned Case features, but are not subject to the Case
Filter. (iii) QPs may not be assigned Case features, and are not subject
to the Case Filter.

By "subject to the Case Filter" we mean, of course, subject to a
filter that stars Caseless QPs as well as NPs. Our case Filter in (26)
applies, by stipulation, only to NP. Notice that a fourth logical
possibility for the status of QPs under Case Theory is excluded as a
contradiction: (iv) QFs may not be assigned Case features, but are subject
to the Case Filter. Possibility (iv), if true, implies that lexical QPs
cannot exist, since they would all fail the Case Filter.

We will argue that possibility (iii) is true for QPs -- as, in fact,
its counterpart is for S's. This claim, obviously, makes certain immediate

predictions about QPs in passive and ergative constructions, which we
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shall argue tc be true. Before examining these predictions, let us see
how possibility (iii) derives condition B. We will also examine the status
of NPs and QPs under the Case Filter if the Case Filter is reinterpreted

as part of ©-theory, a move suggested by Chomsky (1981la).

As illustrated in (91), a verb like polugat' 'receive' does not
care about the Case features of its object. Let us consider what sort of
object this verb might take. Suppose we were to give Eolugat' an NP object,
but not assign it any Case features. Poludat ' could assign it a ©-role
(under our present assumptions; cf. infra), but the Case Filter would
rule it out. This situation is illustrated in (94)a below. Suppose we
now give Eglugat' an NP object and assign some oblique Case features to
this NP -~ e.g. dative. Polugat' once more can assign the NP a ©-role,
and the Case Filter will not rule the structure out. In this Case,
however, the Oblique Biconditional (92) will intervene, as it does in
(93), ruling out (94)b below. Suppose we give Eolugat' an NP object and
mark it accusative; as we expect, nothing will rule this structure out.
This is seen in (94)c.

Finally, suppose we give Eolugat' a QP object. If QP neither bears
nor needs Case features, as follows from possibility (iii) above, the verb
may assign its ©-role to the Caseless QP, the Case Filter will not affect
the QP, and the Oblique Biconditional will not be relevant. The structure

will be acceptable, as we see in (94)d:
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(94) a. *polugat' + ( fg;se ] (Case Filter)
ot
b. *polugat' + fzative ) (Oblique Biconditional)
o1
c- polugat' + 0 :E;cusative
o !
d. po%ugat‘ + ?zase )|

o —|

The story is rather different with verbs like pomogat' 'help'. As
we saw in (89)a, pomogat' ©-marks a constituent which bea.s dative Case.
Suppose we give pomogat' an NP object, but do not give it any Case features.
Not only will the Case Filter rule it out, as in (94)a, but it will not
be ©&-marked by pomogat' and the ©~criterion will be violated. This
situation is demonstrated in (95)a below. Suppose now we give the verb
an NP object and assign it dative Case. The NP will satisfy the Case
Filter, pomogat' will €-mark it successfully, and the structure will be
grammatical, as seen in(95)b. Now suppose we give pomogat' an accusative
NF object.. The NP will satisfy the Case Filter, but pomogat' will not
8-mark it, violating the ©-criterion. This ungrammatical structure is
seen in (95)c.

Finally, and most crucially, suppose we generate a QP as the object
of pomogat'. If QPs neither need nor receive Case features, they will,
in particular, not receive dative Case features. As a result, pomogat'

will be unable to assign its €-role to the QP object, and the structure
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will be ruled out. We see this in (95)d:

NP
(95)a. *pomogat' + [ -Case (6~criterion, Case Filter)
Lt
b mogat' + [ e ]
- pomog. +dative

o —1

NP
* ] - . .
c. *pomogat' + [ raccusative ] (6-criterion)
o1
d. *pomogat' + I o ] (e-criterion)
- P g -Case
o1

This result is quite general. If the QP hypothesis is true, and if
the Case Filter stands as we have given it, and if QPs do not receive
Case features or fall under the Case Filter, then nothing we have called
"XP" cann occur where an oblique object is required. Extend the notion
of "oblique object" to a few cases where an "inherent ©-role" may be
assigned to an obligue NP -~ e.g. to instrumental NPs functioning like
English by-phrases -- and we have derived condition B: XPs cannot occur
where oblique Case is required.

Condition B thus reduces to the QP hypothesis:

(96) B: XPs are QPs

Our theory of Case and our interpretation of the Case Filter seem
to be extremely simple, and do capture the facts of Russian. In following

sections, we will assume that they are correct. Nonetheless, the skeptical
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reader may object that we have merely substituted for the ad hoc condition
B the ad hoc assumption that QPs do not bear Case features. In section 3,
we will show that this assumption is not ad hoc; in particular it has
further consequences that follow without further stipulation. These
consequences appear correct, and advance us towards an explanation of
conditions A and C.

First, however, let us briefly consider a reinterpretation of the
Case Filter offered by Chomsky (198la, Chapter 6), following suggestions of
Aoun. Chomsky suggests that the obligatoriness of Case features on
lexical NPs follows from the ©-criterion, in particular from the ©-criterion
as a condition of A-chains, a notion we have discussed in Chapter One.

Recall we assumed the following convention in Chapter One (example

(26)):
(97) Chain C bears ©-role R if and only if for some a ¢ C, a bears R.
We may assume a parallel convention for Case (as in Chomsky, p. 334, (16)):

(98) Chain C hears Case K if and only if for some a € C, & occupies a

position assigned K by B8,

Thus, by conventions (97)-(98), the chain (John, e;) in (99) bears the
©-role assigned by seen by virtue of & and the nominative Case assigned

by AGR by virtue of John:

(99) [ Johni ( , TNS AGR) [VP was seen gi] ]

S INF

We may then state the Case Filter as in (100) (= Chomsky, p. 334,

(17)) s
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(100) Every lexical NP is an element of a chain with Case.

A generalization of (100) subsumes (100), and also captures the fact

that PRO and NP-trace are not subject to the Case Filter:

(101) Case Filter (Chomsky, p. 334, (18))

Suppose that the position P is marked with the 8-role R and
C = (al, cesys an) is a chain. Then P assigns R to C if and
only if for some i, @, is in position P and C has Case or is

headed by PRO.

NP-trace is locally A-bound -- i.e. it does not head its chain. A chain
containing an NP-trace will satisfy (101) if it has Case or is headed
by PRO. There is no requirement that NP-trace itself be in a Case-
marked position.

(101) has an empirical advantage over our earlier formulation of
the Case Filter. If we restrict our attention to A-chains, as we have,
it follows from (10l) that chains headed by WH-trace will have to bear
Case, even though no element in such chains is lexical. We thus

unify (102)a-b with (103)a—-b:40

(102)a. *John, who, it is impossible [/, e; to come]

b. *I wonder whati it was seen Ei

(103)a. *it is impossible [S‘ Bill to come]

b. *I know that it was seen Bill

In (102)a-b, the singleton chain (gi) neither has Case nor is headed by
PRO. (Since Ei is bound by whoi, it neither is free, nor has an antecedent

bearing an independent ©-role, as required by the contextual definition
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of PRO given in Chapter One.) The same applies to the singleton chain
(Bill) in (103)a-b. By the Case Filter in (101), neither chain may bear
its ©-role, aud the €-criterion is violated. By contrast, our previous
Case Filter, applying only to lexical NPs, rules out only (103)a-b.

How can the Case Filter in (101) capture the properties of lexical
categories that do not need Case, but which nonetheless seem to bear ©-roles?
S' belongs to this category, and -- we have claimed -- QP as well. The
answer lies in a stipulation equivalent in this theory to our stipulation
that the Case Filter of this chapter's (26) applies only to NPs. The
form of this stipulation is ours; Chomsky takes a slightly different

approach:
(104) If an NP bears a 6-role, it is a member of some chain.

S' or QP, on the other hand, may bear a ©-role without being a member of
a chain, and thus may bear a 8-role without being subject to (101).

We may even want to strengthen this conclusion, on Chomsky's theory,
to say that QP (and S'?) is never a member of a chain. This would follow

from (101) if we have the following additional convention:

(105) Consider the A-chain C = (al, e s an) and Case K. For all

positions' P ¢ C, for some aie C, if ai bears K, then P bears K.

(105) says that a Case marked position in a chain transmits its Case to
all the other members of the chain, and, more importantly, entails that
no member of a chain may bear Case if some member of that chain cannot
bear Case. Thus, a chain containing QP could never contain a Case~marked
position; by (98), such a chain would not bear Case; by (10l) such a

chain could not bear a ©-role. We leave open whether this strengthening
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of (101) is justified; in particular we will give another reason why QP
cannot be a member of a chain somewhat later, and show that this result
may be correct.

In any case, we have shown that our hypothesis about the status of
QP under Case Theory may be placed in the framework of Chomsky's reduction
of the Case Filter to the ©-criterion, via (10l1), as well as in the

simpler framework of our Case Filter (26).

3. QPs and the Empty Category Principle
As we have seen, a passive or ergative verb ©-marks an object argument,
but does not allow Case to be assigned to it. If the object is an NP,
the interaction of this property with the Case Filter will force NP to
move to a Case-marked position -- in a tensed sentence, the subject
position of that sentence. We show this schematically in (106), where
the D-structure (106)a must yield an S-structure (106)b, with the object
moved to the subject position. The feature [-Case] on V indicates that

it is passive or ergative:

\Y

(106) a. [s e INFL [VP [-Case j NP ] ) D-structure
\
b. [S NPi INFL [VP [-Case ] CH ] 1 S-structure

What is important is that the movement to subject position is formally

completely optional. Only the independent Case Filter forces NP to move

by S-structure (assuming the Case Filter applies at S-structure). If
the NP does not move, it will violate the Case Filter.
We thus take a "modular" approach to movement: surface complexities

of rules like passive really result from the interaction of various
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autonomous subsystems, each of which is simple and general, and plays a
wider role in the system (see Jaeggli 1981 for further discussion).

We have claimed that QPs neither need nor receive Case. Suppose we
replace NP with QP in (106)a. No principle whatsoever will require this
QP to move to subject position, given our treatment of passive and ergative
constructions. In other words, while D-structures like (l106)a must always
yield an S-structure like (106)b in a language like Russian or English,
a corresponding D-structure like (107) below may yield an S-structure

that is essentially identical to the D-structure:

e INFL [V [V 1] op 1l ] D-structure and S-structure

(107) : P "-Case

S

Clearly, if we can find evidence that this result is correct, we support
both our argument in the preceding section and the modular approach to
passive and similar processes discussed above.

If our QPs were subject to the Case Filter,41 and if they could
receive Case, D-structures like (107) would yield S-structures in which
QP was a subject., On our assumptions, they yield S-structures in wnich
QP is an object. We need a test that can distinguish obligatory S-structure
subjects from S~structure objects. An obvious candidate is the so-called
"complementizer-trace" or "that-trace" phenomenon. We will use the term

CTP effects (Complementizer-Trace-Phenomena), following Pesetsky (1982).

This is the well-knwon contrast in English between "long movement" of a
subject, on the one hand, and "long movement" of an object or any kind

of "short movement"”, on the other hand:
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(108)a. (g, what book [g did Mary INFL [yp read e 11
b. [g, what book, [ e. INFL [, charmed Mary ] ] ]
c. [Si what booki [sl did John claim [sé that Mary INFL [VP read gi]]]]
d. *[si what booki [s1 did John claim [Sé that e. INFL [Vp charmed
Maryll]]

As noted in Pesetsky (1981) (and by Chvany 1975; Zaliznjak and
Paduleva 1979, among others), this paradigm is found in Russian as well,

although the contrast is "fuzzier", as Sinicyn (1982b) notes:

(109)a. kakuju knigui Maga progla Ei

what book Maga read
(fem acc sg) (fem nom sg) (fem sg)

b. kakaja kniqai gi otarovala Magu

what book charmed Maga

(fem nom sg) (fem acc sg)
c. ?kakuju knigui Ivan xotel [gtoby MaSa progla gi]

what book Ivan wanted that Maga read

(fem acc sg) (nom) (subjunc) (nom)

. . v v v 41 42

d. *kakaja knlgai Ivan xotel [ctoby gi ocarovala Masu |

what book Ivan wanted that charm Maga

(fem nom sg) (subjunc) (acc)

Before considering QPs in this paradigm, we must digress for a while about
the account given for CTP effects in the framework of Chomsky (198la).

In Chomsky (198la), CTP effects fall under Government Theory, a

theory which controls the distribution of empty categories. Government

Theory has as its core a principle and a definition:

(110) Empty Category Principle (ECP)

An empty category [ae] must be properly governed,
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(111) o properly governs B if and only if a governs B [and a#AGR]

In Chapter Three, we will suggest that CTP effects more properly fall under

Path Theory, which we develop there. For the moment, Chomsky's Government

Theory will suffice to explain conditions A and C in the coming sections.

For other reformulations of Government Theory, cf. Kayne (198la, 1982),

which we discuss in detail in Chapter Four (also Brody (1982) and Aoun

(1982) for proposed reductions of Government Theory to the Binding Theory).
Recall the definition of government we assumed in Chapter One,

from Aoun and Sportiche (1982):

(112) Government (def)

In the structure:

(

B...y...a...y...], where
(i) a = x°

(ii) where ¢ is a maximal projection, ¢ dominates a if and only

if ¢ dominates Y.

o governs y.

With this definition of government, the ECP accounts straightforwardly
for the (a), (c) and (d) sentences of (108) and (109), but not for the (b)
sentences,

In the (a) structures, where an object has been short-moved within
its clause, the empty category left behind is governed by V. By (1l1l),
it is properly governed, and the ECP is satisfied.

The same applies to the (c) structures, in which an object has been
long-moved outside its clause. The empty category is once more governed

by V, properly governed, and satisfies the ECP,
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In the (d) structures, however, a subjeci has been long-moved outside
its clause. The empty category left behind is governed, by AGR in INFL.
Government by AGR, however, does not count as proper government, according
to (111). The empty category in subject position is thus not properly
governed, and the ECP is violated. The structure is correctly ruled out.

What about the (b) structures? According to the definition of
government in (112), these structures should also violate the ECP. 1In
the (b) sentences a subject has been short-moved within its clause. The
empty category left behind is governed only by AGR in INFL, according
to (112), and should violate the ECP. Obviously, the definition of
government must be changed to allow this case under the ECP. The change
adopted by Chomsky (198la) is to allow, not only "structural" government,
as in (112), but also government by coindexation, so that a WH-phrase
in COMP can properly govern a subject trace. Let us state this revised

definition of government as in (113):

(113) Government - Revised (def)

In the structure:
[B...Y...a...y...], where

(i) o =XO or properly binds y

(ii) where ¢ is a maximal projection, ¢ dominates o if and only if

¢ dominates Y.
a governs Y.

(.14) Proper Binding

a propaerly binds B if and only if

(i) o and 8 are coindexed
(ii) o c-commands B

(iii) o is a possible antecedent for 8
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The definition in (113) is close to Chomsky's (198la, 250) definition,
but not identical. Chomsky alters clause (ii) to incorporate some facts
about Italian that we consider below. Our definition of Proper Binding
(after Fiengo 1974) anticipates our discussion in the next section,
particularly its reference to "possible antecedent" -- a notion whose
relevance will become clear shortly.

If we extend government as in (113), to include government by
coindexation, we account for the full paradigm in (108) and (109). 1In
particular, the problem with the (b) structures disappears. In (108)b
and (109)b, where a subject has been short-moved to COMP, the empty
category left behind is not properly governed by AGR in INFL, since
AGR is not a proper governor. It is, however, properly governed by its
binder in the nearest COMP, since no maximal projection intervenes
between the two.

In (108)d and (109)d, however, where the subject has been long-
moved to COMP of a higher clause, the ECP still assigns a star, as
desired. Although the trace left by this movement is properly bound,
its proper binder is not a governor, since maximal projections intervene
between the trace and its binder.43

Chomsky suggests that the ECP also governs the distribution of NP-

trace. Consider the contrast between (115)a~b:

(115)a. John, is [, likely [a e; to win]

AP

b. *Johni is [ probable [a e, to win]

AP

In each instance, John is in a non-6-position at S~-structure, as can be
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seen from (116):

(ll6)a. it is [AP likely [S’ that John will win] ]

b. it is [AP probable [S' that John will win] ]

It follows that (John, gi) must form a chain in (115)a-b, in order for
John not to violate the ©-criterion. & is thus an NP-trace.

If a is maximal in (115), e; will violate the ECP, since it will be
ungoverned. If a is non-maximal, e; will be properly governed by A, and
will satisfy the ECP. To relate (115) to the ECP, then, it is necessary
to take a to be non-maximal in (ll5)a -- i.e. as S -- and to take o to

be maximal in (115)b -- i.e. as S8':

(117)a. Johni is { likely [s &; to win]

AP
. . .
b. *John,K is [AP probable [S' e to win]

(117)b is now ruled out by the ECP.

To account for this distinction, Chomsky (198la) (following a
proposal of Rouveret and Vergnaud 1980) propos :s that the clausal
complement of predicates like likely is subject to a lexically governed,
language-specific rule of S'~deletion, which allows the subject of the
complement to be governed by the higher predicate. S'-deletion applies
to the complement of likely, but not to the complement of possible, accounting
for the contrast under NP-movement.

One problem arises with the ECP, that must be noted. The ECP must
clearly not apply to empty categories that are completely ungoverned. We
saw in Chapter One that empty categories that are [+pronominal, +anaphor]
are forced by the Binding Theory to be ungoverned. Since these ungoverned

categories exist, they are obviously exempt from the ECP:
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(118) it is unclear [S' where [S PRO to go ] ]

Chomsky speculates that PRO may bear features that make it not "empty"
for the ECP; the point remains that PRO must somehow be excluded from
the ECP.

Recall now that we are going to use the ECP as a test for whether
QPs that are the D-structure object of a passive or ergative verb must
move to subject position, i.e. whether a D-structure like (119) can

also be an S-structure:

v

119y 1 -Case

e INFL [VP [ ] op ] ]

S

Before making this test, however, we need to modify the ECP slightly.

If (119) is an acceptable S-structure, why doesn't e in subject position
violate the ECP? The answer lies in the suggestion of Safir (1981, 1982)
that empty categories that are expletive -- that do not belong to a
6-marked chain -~ are exempt from the ECP. Putting this claim together
with the fact that PRO is not subject to the ECP, we have a revised ECP,

as in (120):

(120) Revised Empty Category Principle

An empty category [e] must be properly governed unless
(a) it is PRO or

(b) it is expletive (does not belong to a ©&-marked chain)

In Chapter Four, we discuss some ways in which Path Theory, which subsumes
the ECP and Government Theory, can derive the stipulated exceptions for
PRO and expletive empty categories. In this Chapter, (120) is the ECP

we will assume.
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Safir (1982) presents a great many arguments in favor of the exclusion
of expletive empty categories from the ECP, most of them embedded in his
analysis of the so-called "pro-drop" phenomenon. Before returning to our
discussion of Russian QPs, let us briefly consider the role of Safir's
hypothesis in his analysis of pro-drop phenomena, as well as the status
of Russian with respect to this phenomenon.

It was observed first by Perlmutter (1971), that the paradigm of CTP
effects demonstrated in (108)-(109) does not hold on the surface in all

languages. For example, it does not hold in Italian:

(121)a. mi domando [che libro Maria ha letto]

I wonder what book Maria read

b. mi domando [che libro [ha affascinato Maria] ]

I wonder what book charmed Maria

c. mi domando [che libro [Paolo ha detto [che Maria ha letto]]]

I wonder what book Paolo said that Maria read

d. mi domando [che libro [Paoclo ha detto [che ha affascinato Marial]]

I wonder what book Paolo said that charmed Mary

As noted by Kayne (1980) and by Rizzi (1982), Italian differs in another
way from English: Italian allows the subject of a tensed sentence to appear

post-verbally:

(122)a. Giovanni mangia la pasta

Giovanni eats the pasta
b. mangia la pasta Giovanni

(123)a. Giovanni ha telefonato

Giovanni has telephoned

b. ha telefonato Giovanni
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(124)a. Giovanni e arrivato

Giovanni has arrived

.
b. e arrivato Giovanni

Rizzi argues that the inverted subject with polyadic transitive verbs

and agentive intransitive verbs, as in (122)-(123), is adjoined to VP:

(125)a. [s e INFL [VP [VP mangia la pasta ] Giovanni ] ] ]

b. [s e INFL [VP [vp ha telefonato ] Giovanni ] ] ]

With ergative verbs like arrivare in (124), as well as passives, an inverted

subject remains in its D-structure object position:

(126) [S'g INFL [vP é arrivato Giovanni ] ]

The inverted subject with regative verbs, when it is a bare quantifier,
is like a direct object in allowing and requiring cliticization of ne

'of (pronoun)':

(127)a. ([Maria INFL [ *(ne) ha letto molti] ]

Maria of~-them has read many

b. [ e INFL [ *(ne) sono arrivati molti] ]

of-them have arrived many

The inverted subjects in (125) do not allow cliticization of ne, and, in

fact, may not be bare quantifiers:

(128)a. *[ e INFL [VP (vp (ne) mangiano 1la pasta) molti] ]
of-them eat the pasta many
" .
b. *[ e INFL lvp lyvp (ne) telefonano ] molti | ]

of-them telephone many
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Returning to the absence of CTP effects in Italian, notice that we
have supressed the traces in (121). This is because,; given the possibility
of free inversion of the subject, we do not yet know where the trace of WH
is in (121)b and 4. Concentrating on (121)d, suppose the trace is in the

preverbal subject position, as in (129):

(129) [che l:i.broi (Paclo ha detto [S' che [S & INFL [VP ha affascinato

Mariallll]

The subject trace in (129) violates the ECP, just as its counterparts in
(108)d and (109)d do. If (129) is an acceptable structure, we must either
claim that the ECP does not apply to A-bound traces in Italian, or else
that the subject of a tensed sentence is properly governed by Italian AGR.
Alternately, suppose the trace is in the postverbal subject

position, as in (130):

(130) [che 11broi (Paolo ha detto [s, che [s e INFL [VP [VP ha

affascinato M.] e 111]]

Under the definition of government in (113), e in the adjoined position is
not governed by the verb in VP, since an instance of the maximal projection
VP intervenes. Following Chomsky, however, we may alter the definition

of government so as to allow V to govern NP in the configuration:

(131) [VP [VP V... ]1NP]

Chomsky makes the definition of government refer to a particular definition

of c~-command that allows this case:44
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(132) Government (based on Chomsky 198la, 250)

In the structure:
[B...Y...a...v...], where
(i) a=xo or properly binds y

(ii) where ¢ is a maximal projection, if ¢ dominates y then ¢

dominates «
(iii) a c-commands y

a governs Y.

(133) C-command (Chomsky 198la, 166)

o c~commands B if and only if
(i) a does not contain B8

(ii) Suppose that Yyreeer Yn is the maximal sequence such that

1

(a) Y, =@

(b) Yi = ol

(c) Y immediately dominates Vil
Then if § dominates a, then either

(I) § dominates B , or

(I1) 8§ = ¥y and Y, dominates B

Rizzi argues that, given the possibility of free subject inversion,
the ECP functions identically in Italian ard in English, applying to
WH~trace and not counting AGR as a proper governor. The trace of WH in
sentence (121)d will satisfy the ECP only if it is located postverbally
as in (130). sSimilarly, grammatical long movement of the subject of an
ergative (or passive) verb will satisfy the ECP only if the trace of
WH is located in the inverted, object position. That is, (134) may

not have the structure in (135)a, but may only have the structure in

(135)bs .
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(134) che libro Paolo ha detto che ; arrivato
'what book P. said that has come'

(135)a. *[che libro, [Paolo ha detto [_, che [_ e, INFL [ N arrivato
i S S —i VP
gi]]]]]
b. [che lJ.broi [Paolo ha detto [S' che [S e INFL [VP e arrivato

;1111

(The postverbal trace is an NP-trace in (135)a, but a WH-trace in (135)b.)

He presents two important arguments in favor of this hypothesis, the
first involving the possibility of wide-scope quantification, an argument
we take up briefly in the next section, the second involving the clitic
he that we examined at (127)-(128). We saw that ne may and must be
extracted from a bare quantifier in direct object position. By contrast,
ne may and must not be extracted from a bare quantifier in preverbal

position, thus:

(136)a. [, e INFL [VP *(ne) sono arrivati molti] ]

]
of~-them have arrived many

. * e
b. (g molti, INFL [, (*ne) sono arrivati Si] ]

Now consider long movement of a bare quantifier. If long movement is
possible from preverbal subject position, as in (135)a, then we expect
ne to be missing. If long movement is only possible from postverbal
object position (of an ergative or passive verb), then we expect ne to

be obligatorily present. The second possibility is correct:
(137) quantii [Paoclo ha detto [che *(ne) sono arrivati] )

(137) shows that the ECP applies to WH-trace in Italian, just as it does
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in English, and also that AGR is not a proper governor in Italian, just
as it is not in English.45

But an obvious problem remains. Why doesn't the ECP rule out the e
in subject position of (125)a-b, (126), (127)b, (130), (135)b, and
(136)a? 1Italian appears to show null subjects freely in inversion

constructions:

(138)a. [, e INFL [ & arrivato Giovanni] ]

e INFL [ [ ha telefonato] Giovanni] ]

VP

-- when the null subject is interpreted as a definite pronoun:

(139) [, e INFL [VP ha telefonato] ]

S

has telephoned
(3 sq)

'he telephoned'

-~ and when the null subject is expletive, as in (140)a, or the impersonal

passive (140)b:

(140)a. [ e INFL [yp Sembra [g. che Luigi & venuto] ]

seems that Luigi has come

'it seems that Luigi has come'

b. [ e INFL [, gli fu detto del pericolo]
to~-them was said about the danger

'they were told about the danger'

A number of theories have tried to account for why the subject e in
all these constructions is not subject to the ECP. Chomsky (198la) proposes,
adapting ideas of Jaeggli (1980b), that e in these sentences is PRO,

ungoverned as a result of a rule cliticizing AGR to V applying in the
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syntax. Chomsky has criticized this proposal in more recent work (Chomsky
1981b), noting among other problems the fact that e in these constructions
does not have the semantic or contextual properties of the [+pronominal,
+anaphor] empty category PRO.

An approach we find convincing, which we will presuppose here, is
that taken by Safir (1982). He suggests, in effect, that the key to
the proper treatment of e in these constructions is provided by (140)a-b,
where e is clearly expletive. Suggesting that expletive e is not subject
to the ECP, (140) no longer poses problems for the ECP. Similarly, in
the ergative inversion construction of (138)a, there is no problem if
we suppose that expletive e is not subject to the ECP. For the intransitive
inversion construction of (138)b, and for polyadic transitive ergative
constructions, Safir proposes that the inverted subject receives its
indirect ©-role in situ, as a sister of the smaller VP, leaving the
preverbal subject position expletive. In the "null pronoun" construction
of (139), safir proposes that the ©-role is borne by a subject
clitic, phonologically null in literary Italian, but present in many
Italian dialects. Assignment of the indirect ©-role to the subject
clitic, in turn, leaves the subject e without a ©-role, hence expletive
and immune from the effects of the ECP.

Clearly, Safir's proposal carries over at least in part to Russian.
Russian clearly has null expletive subjects, in Russian equivalents of

Italian (140)a-b:

(141)a. [s e INFL [VP kagetsja [S‘ ¢to viktor prigel] 1]

seems that Viktor has come

b. [, & INFL [VP bylo napisano ob opasnosti] |

was written about danger



117

Russian has null subjects interpreted as definite pronouns:

(142)a. [_ e INFL [VP pojdu v 1Inotdel ] )

S
will go to foreign students office
(1 s9)

'I'm going to the foreign students office'

b. [s e INFL [VP ne ponimaet po-russki] ]

NEG understands Russian
(3 sqg)

'he doesn't understand Russian'’

-- although there are certain differences between Russian and Italian in
this respect, discussed in Pesetsky (1982).

On the other hand, does Russian have inverted subjects like Italian?
Clearly our answer must be no, since Russian, unlike Italian, shows CTP
effects, albeit somewhat "fuzzily" for some speakers. Russian does, of

course, freely invert the subject:

(143) Zret soljanku Ira

gobbles soljanka Ira
(3 sg) (fem acc sg) (fem nom sg)

'Ira is gobbling soljanka (a soup)'

But this inversion is part of a much larger phenomenon of scrambling:

(144) soljanku tam rybnuju Yret Ira vkusnen'kuju
soljanka there fish gobbles Ira tasty
(fem acc sg) (fem acc sg) (fem nom sg) (fem acc sg)

'Ira is gobbling the tasty fish soljanka there'

We have no new suggestions to offer for handling scrambling phenomena

here (cf. Hale 1979; Farmer 1980; Chomsky 198la, 128-135; Stowell 1981;
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among others). What is likely, however, is that the scrambled structures
exhibited by languages like Russian are not the result of simple substitutions
and adjunctions of the sort that normally daistinguish S-structures from
D-structures, but result from some more radical mapping from S-structures46
onto surface structures, one which does not seem to obey the Projection
Principe. For our purposes, we may simply assume a "scrambling rule"

in PF,47 although we could equally well assume that scrambling structures

are co-represented along with "virtual", unscrambled structures at
S-structure, as suggested by Vergnaud and Zubizarreta (1982). What the

CTP effects appear to indicate is that sentences like (143) cannot have

a structure like (145) at the level at which the ECP applies:

(145) *[; e INFL gp [ Zret soljankul Iral ]

VP

How can we prevent structures like (145) in languages like Russian,

or, for that matter, English?
(146) *eats the soup Ira

The answer appears to lie in Case Theory: Italian, unlike Russian or
English,48 has a way of assigning nominative Case to a postverbal subject.
The exact mechanisms allowing this do not concern us (cf. Safir 1982 for
discussion); what is important is that Italian has such a mechanism,
while Russian and English do not,

Finally, let us consider one area in which Russian is closer to
Italian than to English. If the ECP does not apply to expletive empty
categories, we correctly predict the existence of empty expletive subjects
in Russian and Italian. What, however, rules out empty expletive subjects

in English?
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(147) *(it) seems that John is here

Safir suggests that the answer lies in another parameter of variation. We
have seen that Italian, but not Russian and English, allows Case assignment
to a postverbal subject. As a second parameter, Safir suggests that English,
but not Italian or Russian, requires AGR to assign nominative Case to some
lexical subject. It is this parameter, which Safir calls "NOM-drop", that
forces the existence of the lexical expletive in English, but allows the
null expletive in Italian and Russian.

At this point, armed with the Revised ECP of (120), which excludes
expletive e, we are ready to return to our main line of arqument. Let us
recall what we are looking for. 1In section 2, we argued that we could derive
the Non-Obliqueness Condition (condition B) if our XPs were OPs, and if OPs did
not bear Case or need Case features. This immediately predicts that QPs, un-
like NPs, are not forced by the Case Filter to move from the object position
of an ergative or passive verb. In other words, we predict that, while (148)a

must yield an S~-structure like (148)b, (149)a may yield an S-structure like

(149) bs
v
(148)a. [ e INFL [, [ . ., 1 WNPI I D-structure
v
b. [g NP, INFL [y, [, . 0 &1 ] S-structure
v
(149)a. [ e INFL [ [[ e 1 P 1] D-structure
A
b. [ e INFL [p [_oage 1 2P 11 S-structure

First, let us note that movement from the subject position of a
passive or ergative sentence, like movement from any subject position,
shows CTP effects, derivable from the ECP. Here, for some speakers,

the effects are fuzzier still (recalling Portuguese; Zubizarreta,
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forthcoming). Still, the effects are present for most speakers:

v 1 V. 2 ‘
ctoby [S e, INFL [VP byla procitana gi]]]]

(150) ?*[kakaja knigai [Ivan xotel [S'

what  book Ivan wanted that by read
'what book did Ivan want that be read'

The object trace gi is an NP-trace; it is the subject trace gi, locally
A-bound from COMP, that violates the ECP. Note that gi, although in a
non-6-position, is not expletive, since it is part of the chain (gi, gi),
which is directly 6~-marked by the verb grogitana.

If we are correct about QP not needing Case, we predict that the
equivalent of (150), with extraction of a QP instead of an NP, should not
violate the ECP. 1In (150), the trace of NP must be in a Case-marked
position; the trace of QP, on the other héhd, should not need Case. This
should allow WH-movement from the postverbal object position of a passive
or ergative verb, despite the fact that Russian, unlike Italian, does not
assign Case to this position. As we noted in Pesetsky (1982), this

prediction is fulfilled:*®

(151) ?[[,, [, el kakix knig] [Ivan xotel [, Etoby (g & INFL

QP "Q
what books Ivan wanted that
(fem gen pl)
[yp bylo procitano e.1 11 1]
be read

(neut sgqg)

(151) forms a minimal pair with (150). Despite the fuzziness of (150)
and the awkwardness of long movements in general (giving the "?" to (151)),
the contrast between the two is apparent to most informants.so

We take this contrast as good evidence for our conjecture that XPs



121

are categories that do not need Case features. 1In turn, if XPs do not need
Case features, then they are not NPs . If they are not NPs, then by X-bar
theory they must be QPs. Thus, we take our QP hypothesis, and the derivation
of condition B from this hypothesis to be well-founded.

The results of this section will also form the basis for our
derivations of principles A and C in the next section, and will bring us
back to the basic questions about c-selection discussed in Chapter One.
Before leaving this section, however, we should note that the data just
discussed show that QPs in passive and ergative constructions are not
obliged to move to subject position. Hence the lack of CTP effects. We
have not shown that they cannot move to subject position. Should this
also be the case, it might follow from Chomsky's reduction of the Case
Filter to principles of ©-theory, discussed above. In the next section,
we show, inter alia, that there is some reason to believe that QPs in
fact cannot move to subject position, but our derivation of conditions

A and C will provide another explanation for this fact. !
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4.0 The ECP, Category Blindness, and Conditions A and C

4.1 QP and the ECP

In this section, we will assume the QP hypothesis to be correct, and
we will take for granted the modification of the ECP discussed in the
preceding section. Let us now restate conditions A and C in light of

the QP hypothesis:

(152) A: QP must be a [QP, VP] at D-structure

B: QP obligatorily undergoes QR.

Notice now that the revised version of A above may itself be revised.
If the QP hypothesis is correct, D-structure [QP, VP]s always have at
least the option of remaining [QP, VP]s at S-structure, since no principle
like the Case Filter forces them to move elsewhere. It is thus equally
possible that condition A holds at S-structure. From the facts alone,
we cannot tell.

Suppose we conjecture that condition A should be revised once more:

(153) A: QP must be a [QP, VP] at S-structure.

This newest version of A is actually a tighter condition than the earlier
versions, since some D-structure objects are S-structure subjects, but
no S-structure objects are non-objects at D-structure, by the Projection
Principle. Thus, if (153) is true, then (152) is true. It will turn
out, in fact, that we can maintain (153), and that it is (153), and not
(152)'s version of condition A, that will allow us to derive A from
something deeper.

There is another way to think about conditions C and A. We can

consider the range of possible configurations involving QPs at LF, and
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note that only one of them corresponds to a grammatical structure:

(154)a. *[s QP INFL VP]

b. *[_ subject INFL [VP Ve..QP...1]

S
c. *[g QP [5 e, INFL VP]]

d. [s QPi [s subject INFL [VP V...gi...]]

(154)a-b both show structures in which QR has not applied, and QP
is in an A~-position. The stars on these structures restate condition C:
QPs must undergo the movement rule QR at LF.

(154) c=d show structures in which QR has applied. In (154)c, the
trace of QR is in subject position of a tensed sentence. The star on
this structure restates condition A. 1In (154)d, the trace of QR is in
the object position. The lack of a star again restates condition A.

In a sense, (154) is a restatement of conditions A and C as
conditions on representations at LF. As such, (154) illustrates an
important point. Although condition C, requiring QR, can be described
as a generalization about derivations that map S-structures onto LF
representations, and although condition A is most easily described
as a condition on representations at S~ or D-structure, the trace theory
of movement rules allows us to suppose that the true source of these
generalizations might lie in conditions on representations at the level
of LF alone. From a descriptive point of view, these restatements
of conditions A and C are all more or less equivalent. On the other
hand, these restatements differ in their ability to lead us towards a
theory that deduces A and C from deeper principles. As a purely tactical

decision, we will suppose that treating A and C as conditions on
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representations at LF is the right approach. We will try to show that this
tactical decision has interesting consequences.

As an initial step, let us assume condition C to hold by stipulation.
(We shall, of course, provide an explanation of C later.) We thus take
for granted the fact that all QPs undergo the rule QR in the mapping from
S-structure to LF, or, alternatively, that no QPs occupy A-positions at
LF. We concentrate our attention on condition A -- the difference between
(154)c and (154)4d.

Condition A tells us that movement of a QP ( assuming C) must take
place from a position governed by V. Movement, for example, from the
position governed by AGR -- the subject position of a tensed S -- is
not allowed. A subject/object asymmetry of this sort immediately suggests
an effect of the ECP, which we discussed in the previous section, If the
ECP were involved in this contrast, however, it would have to be the
case that the ECP applies at LF, so that it could analyze traces resulting
from QR. Fortunately, there is evidence which supports the view that
the ECP applies at LF, first presented by Kayne (1981e).52

Kayne observed that the scope of the quantifier personne 'nobody'
is determined by the negative particle ne. If scope if assigned by the
adjunction rule QR, as arqgued by May (1977), then the particle ne
determines the level at which personne adjoins. As a consequence, in a
multiclausal structure, placing ne in a clause higher than the minimal
clause containing personne has the effect of forcing "long movement"
of personne. This is exhibited in (155)-(156). The (b) examples are

LF representations for the (a) sentences:
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(155)a. j'ai exigé [., qu'ils n'arrétent personnel

sl
I required that they ne arrest nobody

20 . . . ' -~
b. [Si [Sl j'ai exigé [sé que [52 personne, [Sz ils n'arretent gi]]]]]

(156)a. ?je n'ai exigé [ge qu'ils arrétent personne]
I ne required that they arrest nobody

b. [Si [sl personne. [sl j'ai exige [Sé que [Sz ils arrétent gi]J]]]

(155) shows a short movement of a direct object to an A-position. (156)
shows long movement of the same object. Both are acceptable for most
speakers, although (156) may require some extra stress on personne.

On the other hand, the situation changes radically when personne is
a subject. In this case, Kayne discovered, ne cannot appear in a higher
clause., It must appear in the same clause as personne. Placing ne in a

higher clause forces long movement of the subject personne:

(157)a. j'ai exige [S, que personne ne soit arrété ]

I required that nobody ne be arrested

s . o o .
Si [Sl j'ai exige [Sé que [Sz personne; [52 CH INFL ne soit

arrété]lll]

(158)a. *je n'ai exige [_, que personne soit arréte]

S'
2
I ne required that nobody be arrested
TN ) : . . .,
b. [Si [Sl personne; [SZ j'ai exigé [Sé e, INFL soit arrétel]]]]

As Kayne observes, the LF contrast between (156)a, with long movement of an
object, and (158)b, with long movement of a subject, is obviously related
to the parallel contrast with WH-movement -- to CTP effects. 1In the

present framework, the contrast between (156)b and (158)b follows
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immediately from the ECP -- if the ECP applies at LF. The trace in (156)b
is properly governed by V, but the trace in (158)b is not properly
governed.53 >4

Even if the ECP applies at LF, however, it is not immediately clear
how we can use the ECP to derive condition A. 1In the cases we have
examined -- CTP effects with WH-movement and Kayne's personne facts -- the
ECP produces a subject/object asymmetry only in the event of long
movement outside S'. This is because a subject empty category can be
properly governed by a binder inside S', and an object empty category
is always properly governed by V. Looking at the consequences of condition
A as displayed in (154)c-d, it seems as if the trace of QP should display
no subject-object asymmetry, because the movement of QP in our examples
is always "short" -- that is, S'-internal. In (154)d, where e; is
properly governed by V, it is clear why ECP does not intervene; in (154)c,

however,g_i should also be properly governed -- by QP. We repeat the

structures below:

(154)c. *[5 QP, [ e, INFL VP] ]

d. [g QP [g subject INFL [, V...e;...1 1]

Now suppose we were to find some reason why QPi, contrary to
appearances, does not properly bind its trace in (154)c-d. The ECP would
still not rule out (154)d, since an object trace does not satisfy the
ECP because of proper binding. On the other hand, (154)c would be
correctly ruled out by the ECP, since it is proper binding that allows
the subject trace to satisfy the ECP. In the discussion that follows,
we will justify exactly this assumption. We will show that QP does not

properly bind CH in (154)c-d, and will derive condition A from the ECP
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at LF. At first, our proposal will not look very appealing. In the next
section, however, we will show that the proposal actually reduces
immediately to the more general issue of the place of categorial selection
in the grammar, which we raised in Chapter One.

In our stateﬁent of a revised definition of government in (132),
we have altered Chomsky's statement "where a=x0 or is ccindexed with y"
to "...or properly binds y". 1In (114), we gave a definition of Proper

Binding, which we repeat:

(159) Proper Binding55

a properly binds B if and only if
(i) a and B are coindexed
(ii) o c-commands B

(iii) o is a possible antecedent for B8

What does "possible antecedent" mean? Of course, we have placed this
term in (159) with malice aforethought, but some such requirement seems

natural and uncontroversial. Suppose we assume the following definition:

(160) Possible Antecedent (def)

o is a possible antecedent for B if and only if a and B bear

non-distinct values for number, gender and categorial features.

For nw-her and gender, this condition is straightfoward, particularly
when WH is a possible antecedent for its trace, where the number and
gender of the trace are in any case determined by the range assigned
to it by the WH-~operator.56 The part of this definition that we will
make heavy use of involves categorial features -- the features that

distinguish N from Vv, V from Q, etc. This part of the definition has
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a crucial consequence: if a properly governs B by coindexation, they
must be of the same catevory.

What syntactic category does the trace of QP in (154)c-d belong to?
In earlier work on the "trace theory of movement rules" (e.g. Fiengo
1977, and cf. the resumé in Chomsky, 1977b, 14; 198la, 85-89), a "trace"
is viewed as the former position of a moved element, which is not deleted
after movement, but remains, with null lexical content. On this view, as
a null hypothesis, the trace of a moved QP will be a QP. Consequently,

we would expect a fuller representation of (154)c-d to be as in (161)a-b:

(16l)a. *[s QPi [S [Qp e]i INFL VP ] ]

b. [s QP [S subject INFL [VP V...l l....1 11

QP € i
As noted above, (l6l)a in no way violates the ECP.

Suppose, however, that this view of trace theory were slightly
mistaken. Suppose one could view trace theory somewhat differently, so
that in certain cases the trace of a moved constituent might be of a
syntactic category different from that of the moved constituent. In
other words, suppose there were some reason to say that the trace of a
moved aP, where o is some bundle of syntactic features, could be a BP,
o#8. In particular, suppose that the following descriptive statement

were to be true:
(162) Movement of a QP leaves an NP trace.

If (162) were true, then we would be able to derive the contrast between
(154)c and (154)d from the ECP. (154)c-d would be more accurately

represented, not as (1l6l)a~b, but as (163)a-b below:
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(163)a. *[s QPi [s [m, eli INFL VP ] ]

b. [s QPi [s subject INFL [vp V...l e]i...]]]

NP

(163)b does not violate the ECP, since the object trace is properly
governed by V, whatever its categorial specification may be. (163)a, on
the other hand, does violate the ECP, since QPi does not properly bind
the NP trace. QP is coindexed with the NP trace, and does c~command it,
but it is not a possible antecedent, since they are categorially distinct.
Since neither QP nor AGR in INFL properly govern the subject trace in
(l63)a, it violates the ECP.

Thus, if (162) were true, we could derive condition A from the ECP
applying at LF, if we assume condition C as a stipulation. This is a
small advance, since we have factored from our surface generalization A
the effects of a universal condition, the ECP., Given the ECP, we may

say that condition A reduces to the proposition in (162):
(164) A: Movement of a QP leaves an NP trace.

Nonetheless, this whole discussion is so far rather fantastical, since
the proposition in (162) is entirely unmotivated and at present rather
bizarre. We will answer this objection in the next two subsections.

In the next subsection, we will derive condition C.

4.2 Categorial Selection and Condition C

In Chapter One, we promised that our analysis of Russian quantificational
constructions would provide evidence about the status of c-selection

(categorial selection). Recall that we considered two possible views.
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One view, implicit but not crucial in Chomsky (198l1a), holds that c-selection,
like the ©-criterion, falls under the Projection Principle. This means
that a verb that c-selects an NP at one level c-selects an NP at all levels;
D-structure, S~-structure and LF. The other view, which we argue for here,
holds that only the ©-criterion in its strictest sense, and not c-selection,
falls under the Projection Principle. 1If this view is correct, a verb
which 6-marks a position and c-selects an NP in that position will have
to find that position filled by some category at every level, by the
Projection Principle, but will not have to find that position filled by
an NP at each of these levels. Only at one level will this position
have to be filled by an NP -~ the level at which c-selection applies.
We suggested that this level is LF.

Crucially, we are not rejecting the Projection Principle. Rather,

we are suggesting that the Projection Principle is category-blind.

Categorial requirements are not projected by it to all levels. Only
6-requirements are.

The reader may have noticed that we have actually been assuming this
proposition in advancing the QP hypothesis. In section 2, we proposed
that various problems, particularly the Non-Obliqueness Restriction
(condition B), can be solved if we allow Russian to have representations

at D-structure and at S-structure of the form:

(165)a. Jja ne polugal 04

I NEG received

b, e priglo QP

arrived
(neut sg)
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What are the categorial requirements of the verbs in (165)? 1Intuition
and the general facts of the matter tell us that verbs meaning 'receive'
or 'arrive' select an NP -- a semantic "term". It is clear, for example,

that they do not c-select a clause:

(166)a. *John received [that Bill argued with Mary]

b. *([for Bill to leave] arrived yesterday

== nor do they c-select ah AP:

(167)a. *John received [pleased with Mary]

b. *[hot enough for June] arrived yesterday

One may well presume that they also do not select a quantifier. A
quantifier is a logical operator: operators do not arrive, nor are they
received, nor do they do any of the things we have let our QPs do in the
previous examples. When six men arrive, it is not the operator six that
arrives, but a set of men.

Supposing it to be true that verbs like receive and arrive do not

select QPs, but do select NPs, it is clear that representations like (165)a-b
will violate any theory of c-selection that applies to them. If (165)a-b

are actual D-structures and S-gtructures, as we have argued, then c-selection
must not apply at either of these levels. 1In advancing the QP hypothesis,

we have thus committed ourselves to the position that c-selection does

not apply at D-structure or at S-structure. Of course, the fact that we

have committed ourselves to a position does not argue for it. Rather,

we must show that this position explains phenomena other than those that
motivated it in the first place.

We do have two stray phenomena which are not yet explained. The first
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is condition C, which makes QR obligatory for QPs. The second is condition
A, revised as in (164). Let us look first at condition C.

We have found that the QP hypothesis entails that c-selection does
not apply at D-structure or at S-structure. It must apply at some level,
however. In Chapter One, we suggested that this level is LF. The
problem, of course, is that representations like (165)a-b do not satisfy
c-selection at LF any more than they do at D-structure or at S-structure.
The consequence of this is that some rule must "change" representations
like (165)a-b in the mapping from S-structure to LF, so that they can
meet the requirements of c-selection. What should these sentences look
like, in order to meet the requirements of c-selection? Wherever (165)a-b
show a QP, the corresponding representations at LF should show an NP.

What rule can yield an NP in these positions? The answer, of course, is
QR -- assuming the revision of condition A in (164): Movement of a QP
leaves an NP trace. Given this revision of condition A, it follows

that QR must apply to OPs in positions where an NP is c-selected, simply

in oxrder to satisfy c~selection at LF, With respect to all the examples
we have considered so far, this is condition 9:57

To recapitulate: in the previous section we showed that our
previous formulations of condition A can be replaced by (164) and the
ECP, if we stipulate condition C. Now we see that, given the hypothesis
that c-selection applies only at LF, condition C itself can be derived
from (164). Representations like (165)a-b, which would not satisfy

c-selection at LF, can be mapped onto representations that do satisfy

c-selection at LF by the rule QR, yielding (168), schematically:
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1]

v
(l68)a. [S QPi [s ja ne polucal [NP e]i

b. [ QP [ge pridlo (yp eli 1]

The next step, obviously, is to derive the odd assumption that QP leaves
an NP trace from some more general principles.

Before considering how to derive (164), let us note one respect in
which we have not derived condition C in full, and ask whether we are
correct not to do so. From the discussion just ended it follows that QP
will have to undergo QR whenever it finds itself in a position where an NP
is s-selected. On the other hand, if QP is in a position where QP is in
fact s-selected, nothing will require it to move. The ECP will then not
intervene, énd we should not find any of the subject/object assymetries
that motivated condition A in the first place.

Predicates that s—-select a QP are naturally rather rare. Nonetheless,
some may exist: predicates that take logical operators as arguments.
Recall, for example, that adjectives always indirectly ©-mark the argument
to which they assign the role attribute. From this it followed that
attributes are always D-structure subjects, from which it follows that
a QP may not occupy a position in which the ©-role attribute is assigned

and an NP is c-selected:

-

(169) *[__ Zest’ gorodov] bylo &isto v nagej oblasti
QP

six cities was clean in our district
(neut sg)
The "arithmetic" adjective ravno 'equal', however, may be an adjective
that assigns the role of attribute to a QP (as well as an NP). This is
semantically plausible, since 'equal' is a predicate that may range over

quantities. We may thus explain the fact that ravno is one of the very
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(170) [QP Sest' gorodov] bylo ravno trem oblastjam
six cities was equal three districts
(neut sg) (fem dat pl)

'six cities are equivalent to three districts'

Various constructions involving obligatory genitives may also be
examples of predicates selecting QP -- in this case a QP with a null Q, as in

the genitive of negation (cf. also 5.5 below, on partitive genitives):

(171) [QP [Q e] sosisok] bylo navalom

hot dogs was galore
- (fem gen pl) (neut sg)

'there were hot dogs galore'

If more evidence can be brought to bear on the analysis of these
constructions, and they should prove to be cases of predicates selecting
QPs, which violate our earlier formulation of C, and of A, then we will
have some additional confirmation of our derivation of C and the earlier
formulations of A from (164), the ECP, and the assumption that c-selection
only applies at LF. 1In fact, a solid argument of just this kind will be

provided in section 5, where we discuss infinitival free relatives.

4.3 Categorial Selection and Condition A

The pieces of our story now include the QP hypothesis, Case Theory,
the ECP, the theory that c-selection applies only at LF, and condition A
rewritten as (164). We are moving towards an explanatory account of our
original three descriptive conditions -- explanatory because these three
conditions are unlearnable, odd restrictions on surface phenomena as they

stand. Case Theory, the ECP and our theory about c-selection, which now
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interact to yield most of A, B and C, are all plausible candidates for
innate principles of Universal Grammar. The knowledgz that our structures
are QPs is derivable from very obvious facts about Russian (many

quantifiers are followed by genitive Case) and the unmarked principle

that heads of phrases assign Case to their complements. The one implausible
component of our story so far is (164). We therefore would like to derive
the stipulation that QPs leave NP traces from some other principle.

We shﬁll show that the solution to this problem is already in
hand. We have motivated the obligatory application of QR to QPs by the
theory of c-selection applying at LF, on the assumption that the trace of
QP in an NP. We can demonstrate, however, that it is the same theory of
c-selection that allows and forces the trace of QP to be an NP in the
first place.

Let us have another look at the Projection Principle, which, we are
claiming, projects the @~criterion, but not c-selection, from the lexicon
to D-structure and S-structure, as well as to LF. Chomsky (198la) notes
a happy consequence of the Projection Principle: it implies the existence
of traces in a large number of cases. Speaking crudely, suppose Move a
applies to a constituent in a ©-position, but no empty category were left
in that position in the derived structure. Clearly, the 6-criterion would
be violated. The ©~role assigned to that position before movement would
not be unassigned, and, by the Projection Principle, ©6-roles must be
biuniquely assigned to constituents at all levels. Hence, an empty
category must be present in a ©-position after movement, because of the
©-criterion and Projection Principle. In the case of NP-movement to
a non-® A~position, the coindexation of the trace with its binder is
forced again by the ©-criterion: a moved argument would otherwise lack a

©-role. 1In the case of movement to an A-position, other principles
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force the coindexation -- for example, Chomsky's (1981b) principle

that operators must bind a variable, in the case of WH-movement.
Interestingly, other principles of the grammar derive trace theory

for movement from a non-6-position. For example, the Case Filter

requires gi to exist in (172):

1 2
(172) [S' whoi [s & INFL [VP was seen Ei] 1]

Unless gi is part of the chain (ei, ei), it will lack Case, and will not

be able to bear its ©-role, given Chomsky's derivation of the Case Filter.

3 .
In (173), & is motivated by the Projection Principle; gi and gi

are required by principle A of the Binding Theory:
(172) John, seems [ e1 to be likely [ e2 to be invited e3] ] 1]
i S =i S —i =i

The Projection Principle requires at least the chain (John,, gi). But
gi is an anaphor, and must, by the Binding Theory, be bound within its
S: hence it is bound by gf, establishing the chain (Johni, e, ).
But now g: is an anaphor, and must be bound within the next highest S,
establishing the chain (Johni, gi. gi. gz).ss

The only empty categories traditionally posited under the "trace

theory of movement rules” that do not seem to be motivated by independent

. . . . 1.
subtheories of grammar are certain traces in COMP, like e; in (173):

" 1 . . 2
(173) (g, whoi [g does John think [, [,,. &:] [SBlll likes e.] ] ]

I know of no principle that will force gi to exist,59 and it is perhaps
safe to assume that such traces in COMP do not have to exist.
A trace in COMP is obligatory, however, when the ECP forces it to

exist in order to bind the subject position (cf. Pesetsky 1982; Chapter
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Three) :

1 2 . .
comp &3] [g & likes Bill ] ] ]

(174) I S

gr Who, [o does John think (g (

Given the almost complete redundancy of the "trace theory of movement
rules" with other subsystems of grammar, it is tempting to derive trace
theory in toto from the other subsystems (see Bouchard 1982 for a
development of this program). Instead, we might suppose that empty
categories are freely assumed at any level of representation, with
free coindexation, subject to independent principles like those of Binding
Theory, Case Theory, the ECP, etc.

Let us now combine this treatment of trace theory with our proposal
about the status of c-selection in the grammar. All of the QPs we have
considered so far (with the exception, possibly, of the expressions of
duration; cf. note 57) occupy ©-positions at D-structure and S-structure,
since Case Theory never forces them to move in the syntax.GO When
these QPs undergo QR, therefore, the existence of traces of these QPs
will be motivated by the ©@-criterion and Projection Principle, applying
at LF. We have seen that the 6-criterion and Projection Principle require

the presence of some empty category occupying a vacated &-position.

Do these principles require anything more? In particular, do these
principles say anything at all about the categorial identity of the
empty category assumed after movement of a QP?

As noted in Chapter One, if the theory of c-selection is not subject
to the Projection Principle, then the Projection Principle will be

category-blind. The ©-criterion at D-structure and at S-structure will

not distinguish among syntactic categories. Insofar as these principles

are responsible for the existence of empty categories in ©-positions
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vacated by Move a — i.e. "traces" -- these principles will say nothing
at all about the categorial identity of these empty categories. 1In other
words, if trace theory (in the cases we are considering) derives from

the &-criterion and Projection Principle, and if these principles are
category-blind, then trace theory will be category-blind. From this it

follows that the trace of a moved constituent may be of any category at all,

as far as these principles are concerned. This is an immediate
consequence of the proposal that c-selection be separated from the
Projection Principle.

What does determine the category of a trace? If trace theory is
not an independent subtheory relating traces to Move o, the category of
a trace will not have any inherent relation to the category of a moved
constituent. Only the interaction of independent principles will
determine the category of a trace.

One such independent principle is, of course, the theory of
c-selection, applying at LF., Let us return to our final revision of
condition A in (164), which represented the residue of condition A once
the ECP was factored out. We have already noted that (164) is not a
plausible candidate for a principle of UG. What is more, it makes the
sort of stipulation about a trace left by movement that we might want
to eliminate from the grammar. We can now derive (l64) in its essentials
from our indepdently motivated ideas about c-selection.

Suppose (164) did not hold. Suppose a QP were to be moved by QR,
and its vacated position were filled by a QP trace. As we saw in (161),
this would exclude an ECP account of the subject/object asymmetries that

QPs exhibit. Why should such a derivation be excluded? By now the
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answer is obvious: if a QP trace is left in a position where an NP is
c-selected, the structure will be ruled out at LF. Predicates like
polugat' ‘arrive' c-select an NP, If movement of a QP left a QP trace,
these selectional requirements would be violated.

If movement of a QP left an NP trace, however, c-selectional
requirements would be met. No principle prevents QP from leaving a trace
that is an NP. Hence, c-selection dictates that the only possible
output of QR applying to a QP (where an NP is required) involves a trace
of category NP. Hence, stipulation (164) derives simply from our general
proposal about the status of c-selection in the grammar.

Thus, from the QP hypothesis, Case Theory, the ECP, and the
assumption that c-selection applies only at LF, we derive all the relevant
cases of our original three descriptive conditions. The QP hypothesis is
inextricably linked to the proposal that c-selection applies only at
LF. From the QP hypothesis we derive the Non-Obliqueness Restriction,
condition B. From the QP'hypothesis and c-selection it follows that the
position occupied by a QP at S-structure in our examples must be occupied
by an NP at LF. From c-selection and the elimination of an independent
trace theory it follows that submitting QP to QR can leave an NP trace
that will satisfy c-selection at LF. From c-selection it follows that
this NP trace must be left; hence QR is obligatory; hence condition C.
But a QP that leaves an NP trace will not properly bind this trace,
hence cannot properly govern it by coindexation. The ECP then
dictates that the NP trace cannot be the subject of é tensed S; hence

condition A.
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Some loose ends need to be tied. First of all, we claim that QP
does not properly bind an NP trace. Nonetheless, it must be able to bind
it in some sense, or else the NP trace would be taken to be free, e.g.

in the following configuration:
(175) [s QPi [S subject INFL [VP \'4 [NP e]i] 11

If [ _ el is free, then by the contextual definitions of empty categories

NP

given by Chomsky ( 198la, 1981b) and sketched in Chapter One, [NP e]i

should be PRO, and ungoverned. Since [NP e]. is governed, the contextual

i
definitions and the Binding Theory shéuld rule (175) out. Clearly what
we must say is that the contextual definitions refer, not to proper
binding, but just to binding -- i.e. to coindexation and c-command, without
the requirement of possible antecedenthood. Thus, while a QP does not
properly bind an NP trace, it does bind it, and in particular A-bind it,
in the sense relevant for the definitions of empty categories.

With this in mind, however, let us consider what might happen to
a QP il it underwent movement from a ©-position where an NP was c-selected
to a non-0 A~position. Recall that we have shown that QPs generated in
D-structure Caseless objects positions are not forced by any principle to
move to a Case-marked A-position. We hoted there that we did not
necessarily have any principle that prevents QP from moving to a Case-marked
A-position. Possibly, Chomsky's revision of the Case Filter has that
effect, as we pointed out, since it might entail that QP cannot belong
to a chain. When we temporarily restated condition A in 4.1 as "QP must

be a [QP, VP] at S-structure", we were actually claiming that this stronger

condition, preventing movement to an A-position, was true, without evidence.
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We simply pointed out that this restatement did not conflict with anything
we knew. It might seem, however, that our derivation of condition A from
the ECP and our theory of c-selection loses this stronger claim. Consider
an S-structure representation in which a D-structure QP in an object
position where an NP is c-selected has moved to subject position. By

c-selection, its trace must be an NP:

(176) [S QPi INFL [VP v I( e]i |

NP

An LF representation derived from (176) would not violate the ECP.
The trace of QP in subject position could be a QP, since no c-selectional
requirements are made of this position, and this trace could be assumed
to be expletive, The variable would be the NP-trace in object position

(as suggested to me by M. Brody):

(177) [S QP ([

s lop e] INFL [VP Vil,eel, ]

NP 1

In point of fact, it is not clear that anything in (176) would even force
QR in the first place, thus undermining condition C. This suggests that
we want to rule structures like (176) out.

As noted, one way to rule (176) out is by appealing to a convention
that QP cannot belong to a chain. Another way might concern the definition
of chains: reasonably, since elements of a chain seem to share all their
features, the members of a chain cannot contribute conflicting categorial
features to the chain., This would have as a result that we could not

form the chain (QPi, [ P e]i) in (176), and the ©-criterion would be

N

violated. Alternatively, we might suppose that there is no direct

restriction on a chain of this sort, but that the Binding Theory requires
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Proper Binding, like the ECP and unlike the contextual definitions of empty
categories. Thus, by the contextual definitions, the NP trace has an
antecedent in an A-position that lacks an independent ©-role, and thus is
an anaphor; according to the Binding Theory, this anaphor is A-free,

and violates principle A,

Is there independent evidence that we wish to rule out structures
like (176)? Are QPs never subjects at any level? There is some evidence
that bears on this question, although it is rather weak.

First, the reflexive pronoun sebja generally must take an S-structure

subject as its antecedent:

(178) Masa ubil Volodju u sebja

MaSa killed Volodja chez(reflexive)
(nom) (acc)

"MaSa killed Volodja at hexr house'

not 'Maga killed Volodja at his house!'

Now compare:

(179)a. [, ni odin mal'Gik] ne byl ubit u  sebja

NP
not one boy NEG was killed chez (reflexive)
. v .
b.??[QP ni_odnogo mal'cikal ne bylo ubito u sebja
(neut sg)
(180)a. [Np Sest! studentov] byli ubity u sebja
six  students were killed chez (reflexive)
(pl)
b. ?[QP Jest studentov] bylo ubito u sebja

(neut sq)

(The data in (179) are alluded to by Babby (1980, 39).)

We might conclude from these data that QPs are always S-structure
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objects, and thus cannot be antecedents for reflexives. Of course, there
are other explanations available. For example, if the Binding Theory does
require proper binding, and not just binding, the categorial mismatch
between a QP and the NP reflexive sebja might violate the Binding Theory,
no matter where QP was at S-structure.

A similar argument is suggested by C. Neidle (personal communication),
who notes that the understood subject of a verbal adverb (often called a
"gerund" in Russian grammar) is controlled by an S-structure sﬁbject, in
literary Russian. As expected, there is a contrast in control between an

NP and a QP:

(181)a. [PROi vozvraggajas' domojl, [.. ni odin mal'cik]i ne byl ubit

NP
while-returning home not one boy NEG was killed

b. *[PROi vozvraggajas' domojl], [ ni odnogo mal'cikal. ne bylo ubito

(masc gen sg) * (neut sqg)

QP

A second piece of evidence that QPs, may not move to an A-position in
syntax comes from the unmarked word order of passive and ergative constructions
containing QPs. As we remarked in section 1, the unmarked position of
such QPs is after the verb. In view of the clear intuitions of native
speakers with respect to word order, it seems likely that some level of
representation has this order as a property, and that some function maps
this level onto a level with fewer constraints on order (cf. footnote 46).
Since the "unmarked order" appears to yield non~-discontinuous constituents,
where governed elements are adjacent to governors and ©-roles are assigned
locally, it is likely that this level is in fact S-structure, since
S-structure maps onto LF, where such properties, once more, seem minimal

criteria for adequacy. If this is the case, then if the unmarked position
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of QPs is postverbal, QPs must be postverbal at S~structure. Since subjects
are preverbal in Russian (in the unmarked case), it follows that QPs
are never subjects at s-structurel61

Finally, we may return to the fact, discussed throughout section 1,
that verbs do not agree with QPs. In section 1, we suggested that this
might derive from a simple stipulation that only NPs trigger agreement.

This may be the case, but we may now derive the same fact from the simple
absence of a subject at S-structure. Russian verbs do not agree with their
objects.

Another loose end we should tie concerns the level at which the Case
Filter applies. Recall that the Case Filter applies to NPs, but not to
QPs, whether the Case Filter is a primitive or derives from the ©-criterion,
as argued by Chomsky. This claim allowed us to distinguish the S-structure
behavior and distribution of NPs from QPs in a way that was vital to our
derivation of the three descriptive conditions of section 1. Thus, for
example, (182)a was taken to violate the Case Filter, while (182)b was

taken not to violate it:

v

(182)a. [, e INFL [, [ ., 1 NP 1]
v
b. [, e INL [, [, 19®1]

We now argue, however, that (182)b has the following structure at LF, if

the ergative or passive verb in question c-selects an NP:

v 1 L. el. 1711
1

(183) [S Qpi (g e INFL [vp [-Case NP

S

The NP trace heads its chain and lacks Case. If (183) is an acceptable

LF, we must say one of three things:
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(1) If we assume a simple Case Filter like (26), we may simply
stipulate that (26) applies only at S-structure, and not at LF. Thus,
only S-structure NPs require Case. Similarly, if the Case Filter is reduced
to the 6-criterion and a principle like Chomsky's (101), we may stipulate
that (10l1) is only valid at S~-structure, and not at LF. On this hypothesis,
we may say that the NP trace does form a (singleton) chain at LF, but no
Case requirements are placed on this chain.

Alternatively, (2): Suppose we adopt Chomsky's reduction of the Case
Filter to the ©-criterion and (101). (10l) requires a chain that bears
a 8-role to have Case or be headed by PRO. To make (10l) work, we needed
an auxiliary assumption, which we stated in (104): "If an NP bears a
©-role, it is a member of some chain". We might assume that (10l1) applies
at all levels, but that (104) is a principle only of S-structure. Thus,
the NP trace in (183) need not belong to a chain at LF, and thus need not
have Case.

Finally, we might assume (3): Ergative and passive verbs may be taken
not to assign Case because of Burzio's generalization, that verbs that
do not indirectly 6-mark their subjects also do not assign Case to their
objects., Suppose this generalization, or whatever it may reduce to, applies
only at S-structure. Then the NP trace in (183) will in fact receive
Case at LF, and no problems arise.

We suspect that the correct approach to (183) limits the Case Filter
to S-structure, as in alternative (1), but it is clear in any case that
there are a number of ways to resolve the problem. Further research may

indicate which of these approaches, if any, is correct.
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Another loose end that we might try to tie concerns the categorial
status of tnhe elements we have been calling QPs. What is Q? As we noted
earlier, Q does not fall naturally into the feature system of Chomsky (1970),
which uses the two features [N] and [V] to distinguish the categories N,

V, A and P. One possibility worth considering, which was suggested by Ian
Roberts (personal communication), is that our Qs are actually Ps, with

the additional feature [+operator]. Many Ps do assign genitive Case,
particularly compound prepositions, suggesting that genitive is~the unmarked
Case for prepositions to assign, as we have suggested for Q. We do know
that the feature [+operator] also coexists with adjectives (like vse 'all')
and nouns (like bol'ganstvo 'majority’'; cf. Crockett 1976b). We thus

actually expect to find prepositions that are also operators:

(184) studentov]]]

[N
six students

lop lp Zest!

Babby (1982) notes that modern Russian quantifiers like Sest' were
actually nouns in earlier stages of Russian. As such, they did not observe

the Non~Obliqueness Condition. (185) was well-formed in Old Russian:

(185) s toju pjat'ju staryx YenSéin
with that five old women

(fem instr sing) (fem gen pl)
If modern Russian Sest’ 'six', pjat' 'five', etc. are in fact prepositions,
then the change from 0ld Russian to Modern Russian involves one feature:
0ld Russian [+N, -V, +operator) became [-N, -V, +operator].
In fact, Babby (1982) notes constructions in modern Russian which

appear to be quantificational PPs (which he calls QPs, but with essentially
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the same analysis). These phrases assign genitive Case:

(186) kagdyj lingvist znaet [[Ppot dvux do pjatil] jazykov]

each linguist knows from two to five languages
(gen) (gen) (masc gen pl)

(Cf£. Babby 1982, (17)}

As Babby observes, these quantificational phrases obey the Non-Obliqueness
Restriction, condition B. The verb vladet' is essentially synonymous in

(187) with znat' 'know' in (186), but requires instrumental Case:

(187) *kagdyj lingvist vladeet [[pp°t dvux do pjati] jazykov/jazykami]

each linguist knows from two to five languages
(masc gen/instr pl)

We could explain this contrast if these phrases were themselves PPs, in
which the smaller PP functions as the head. Various problems arise, of
course, and we have no definitive answer to offer. Nonetheless, the
existence of the construction provides a tantalizing suggestion that
Roberts' conjecture that our Qs are Ps may be correct.

A final loose end, which we will not tie very adequately, has to
do with the relation of negation to the genitive of negation construction.
As we noted earlier, we have suggested that conditions A, B, and C have
nothing directly to do with negation. First, they show up in construc-
tions other than the genitive of negation construction. Second, a coherent
explanation of all these properties is possible without reference to the
negation., Nonetheless, there is a relation between negation and the
genitive of negation construction, which merits investigation. Certainly
QPs with the structure of those found in the genitive of negation are not

found in simple positive sentences:
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(188) ja *(ne) ljublju [QP[Qe] kartin]

I NEG 1love pictures
(fem gen pl)
We speculate that the negation serves to "identify" the empty Q and supply
it with the features necessary to act as a quantifier at LF. In this case,
negation seems to indicate that the empty quantifier is existential. If
c-command is a precondition for identification, we can explain Babby's
observation that the genitive of negation is always interpreted'as in

the scope of negation at LF: that is, the negative version of (188) can

correspond to a logical representation like (189)a, but not (189)b:

(Y% —3x: x picture (I love x)
b ~gX3

; x picture — (I love x)

In the LF corresponding to (189)a, negation c-commands the quantifier and
can identify it, while in (189)b, the quantifier remains unidentified.

In this connection, it is worthwhile noting that the "genitive of
negation" does not only occur with negation, but also with adverbial
quantifiers like mnogo ‘'many' in (190) (cf. Haik 1981 for discussion of the

corresponding construction in French) :

QP[Qel kartin]

I many love pictures
(fem gen pl)

(190) ja mnogo ljublju [

'T love many pictures'

Here too, if we have analyzed the sentence correctly, the empty Q is
identified. 1In (190), it is the adverbial mnogo that identifies it as

the quantifier Y.
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It is worth noting that locality conditions of a familiar sort
appear to govern this "identification" relation: a negation (or adverbial)
in a higher clause may identify a null Q in a lower clause only if the
lower clause, and all clauses intervening between it and the higher clause,

is an infinitive:

. v . . .
(191)a. ja ne xocu [S,PRD pisat [QP[Qe] stixov]]

I NEG want write verses
(infin) (masc gen pl)
b. %4 v V.V .
.*ja ne skazal [_,Cto ty pises' [ [ e] stixov]]
S QP Q
I NEG said that you write verses
(indic) (masc gen pl)

Obviously, more study is needed to explore the relation between
negation, adverbials, and null Qs. We discuss "identification" in another
context in Chapter Four, 4.4 (and cf. Jaeggli 1980b; Chomsky 198lb).

Having examined some loose ends, of which we have tied a few, we
consider in the next section two other domains of Russian grammar which
invite an analysis similar to our analysis of Russian QPs. We also discuss
in the next section some of the properties of the negative existential
net, which seems to support the QP hypothesis. In the final section of
this chapter, we will question the very existence of c-selection, which
we have already extracted from ©-theory, and we discuss some issues in

English grammar, as well as the Russian partitive construction.62

4.4 Two More Cases

4,4,1 Infinitival Free Relatives

Our explanation of the behavior of Russian QPs has centered on a

very small change in the framework we began with -- the relation of
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c-selection to LF. This change, we argued, had radical consequences for
the nature of the empty categories called “"traces". We have suggested
that traces may in principle belong to any syntactic category, that their
categorial status is independent of the status of constituents moved from
their position. If this is true, and our explanations are correct, can
we prevent the massive overgeneration that our theory seems to allow?

Can independentprinciples restrict the categorial nature of traces? For
example, we do not expect to be able to place an AP in a position where
NP is required in constructions like (192)a and legitimate it by QR,

yielding (192)b:

x * -
(192)a. [sJohn INFL [Vpbought[APdrunk]]] (s-structure)

b. [S[Apdrunk]i [SJohn INFL [VPbought [Npe]i]]] (LF)

What rules out (192) is probably the fact that the NP trace in (192)b
cannot be interpreted as a variable: the adjective drunk cannot assign it
a range. Adjectives can, of course, participate in quantificational

expressions, when they help to assign the range of an appropriate variable:

(193) [how drunk]i do you think John was[APe]i

On the other hand, we do expect to find consequences of our proposal
in domains other than QPs. Any phrase that contains an operator that
ranges over categories other than the one dominating it should be able to
show the same phenomena we have found Russian QPs to exhibit. 1If an
operator ranges over X, but is dqminated by Y (as our Qs range over N --
terms -~ but are dominated by QP), Y should be able to fill a position

where X is c-selected, as long as it vacates that position before LF.
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Our familiar effects should then be found.
In this context, consider an infinitival S' whose COMP is filled

by a WH-operator:

(194)a. [ [prhat]i] [sPRO to [Vpread[NPe]i]]

S'[CDMP

v v
b. [ [NPcto]i] [SPRO INFL[VPcitat' [NPe]i]]]

S'[COMP

Such an S' may fill a position where an S' is c-selected. In such a case,

the S' is interpreted as an indirect question:

(195)a. I asked [s,w'hati PRO to read gi]

. . v V. .
b. ja sprosil [S,ctoi PRO citat gi]

Suppose just such an S' is placed in a position where an NP is
c-selected. Contrary to prediction, and for unkown reasons, the result

is bad in English:

(196) *I bought [, what, PRO to read e,

The result, however, is good in colloquial Russian, and in a number of

other languages (including Spanish, which we discuss below) :

. v v, )
(197) ja kupil [S,ctoi PRO citat gi]

I bought what read
(infin)

'TI bought something to read'

We can explain this immediately, if the S' undergoes QR in the mapping to
LF. The WH-word &to is an operator, and can logically bind the NP trace

that can be left behind by QR:
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(198) [.[..%o0. PRO citat' e.]. [ ja kupil [ e].11%3
glgiCto; &l g npeli

Thus, the S' in (197) is interpreted as an infinitival free relative.

We do not intend to enter the general debate over the constituency
of free relatives here (cf. Bresnan and Grimshaw 1978; Groos and Van
Riemsdijk 1981; Levin 1982; among others). As far as these infinitival
free relatives are concerned, we may demonstrate that the WH-word is
not the head of an NP. It may bear any Case allowed in situ inside the

free relative, even where the matrix verb would normally disallow a

non-structural, oblique Case because of the Oblique Case Biconditional (92).

Thus, compare (199)a-b:

. . v .
(199)a. ja kupil [S,cemi [SPRO pisat' Ei]]

I bought what write
(instr) (infin)

b. ja kupil karandag/*karandagom

I bought pencil
(masc acc/instr sing)

With respect to the Oblique Case Biconditional, Cem does not act like the

4

5
head of an NP, but rather like a WH-phrase in COMP in an indirect question.6

(200) ja sprosil [S,gem [SPRO pisat'’ gi]]

I asked what write
(instr) (infin)

'I asked what to write with'

The simplest hypothesis, then, is that both infinitival indirect questions
and infinitival free relatives are S's, and do not differ in internal

structure.

If this analysis is right, a number of expectations are raised. We



153

expect the ECP to intervene to block infinitival free relatives from
S-structure subject position. The trace left after movement of an
infinitival free relative will be an NP bound by an S'. If this trace
is the subject of a tensed sentence, it will not be properly governed.

This expectation is confirmed:

* ):4 ) :
(201) [S,cemi [SPRO pisat gi]] INFL IVPdostav1lo udovol'stvie]
what write brought  satisfaction
(instr) (infin)

(201) has an LF representation like:

v .
(202) [S[s,cemi [PRO pisat' Ei]]i [S[NPe]i INFL [VPdostavilo udovol'stviel ]l

The subject trace is not properly bound by S', because of the categorial
mismatch. As a consequence, the ECP rules the structure out.66
Furthermore, if infinitival free relatives are S', and not NP, we
may ask whether they bear Case features, like NP, or whether they may
not, like QP. The answer seems to be no; infinitival free relatives obey

the Non-Oblicqueness Restriction. Thus, the verbs zaxvatit' and ovladet'

are near-synonyms, meaning 'seize'. Zaxvatit' takes an accusative object,
while ovladet' requires an instrumental. Only the former allows an

infinitival free relative:

(203)a. spekuljant zaxvatil [S,gtoi PRO prodavat' gi]

speculator seized what sell
(acc) (infin)

'the speculator seized something to sell'

b.*spekuljant ovladel [S,gtoi PRO prodavat' Ei]
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The verb ovladet' does not allow an infinitival free relative even
if the WH-word in COMP is instrumental (although some speakers may find

a slight improvement):

(204) *spekuljant owladel [s,gémi PRO prodavat' gi]

If S' does not bear Case features, it, like QP, does not fall under
the Case Filter -- a fact that we have already demonstrated for ordinary
clausal complements. It follows that an S' placed in a Caseless position
yill not have to move to a position where it can receive Case. An S'
generated, for example, as the object of a passive verb will not have to
become a subject. When it undergoes movement in LF, the variable it binds
will be an object, and hence will satisfy the ECP regardless of the
categorial mismatgh forced by c-selection. Like QPs, infinitival free
relatives should be possible as arguments of passive and ergative verbs,

and, as expected, they are:

(205)a. bylo kupleno [S,gémi PRO pisat' gi]

was bought what write
(neut sing) (instr) (infin)

b. pojavilos' [ gemi PRO pisat' gi]

Sl

appeared " what write
(neut sing) (instr) (infin)

(for some speakers, infinitival free relatives are more difficult with
ergatives than with passives.)

Thus, infinitival free relatives in Russian seem to be S's, with all
the properties of the QPs we considered earlier. This is not surprising,

since our analysis of Russian QPs hinged minimally on characteristics
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peculiar to QPs, but rather on very general properties of grammar.

A number of problems with our analysis of infinitival free relatives
deserve mentioning. After mentioning these prqblems, we end the section
with one problem of Russian grammar éhat appears to be solved by our
analysis.

The first problem is the fact that tensed free relatives, in Russian
or in English, do not show ECP effects of the sort described above. It
may be that tensed free relatives are COMP-headed: "non-matching" free
relatives corresponding to (199) above are ungrammatical for most speakers

if tensed:

. . v .
(206) *ja kupil [s,cemi [sty INFL [Vpplsal Ei]]]

I bought what you wrote
(instrx)

'I bought with what you were writing'

I do not know why there should be a difference of this sort.67
The second problem involves Spanish. Spanish has infinitival free
relatives, discussed most recently by Plann (1980). These, like the Russian

free relatives, show subject/object asymmetries (Plann, p. 126):

(207)a. Julia no encontrd [S,[a quien]i [.PRO dirigirse gi]]

S

Julia NEG found to wiiom turn-reflex.
(infin)
'Julia didn't find anyone to turn to'

b.*[sls,[a quien]i [SPRO dirigirse Ei]] INFL [VPno fue encontradol]

'someone to turn to wasn't found'

If this contrast derives from t he ECP, we expect that (207)b will improve

if the infinitival free relative is postverbal, properly governed by V.
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Unfortunately, such a sent;nce is no better than (207)b, for all my Spanish
informants. Spanish, of course, allows postverbal subjects just as
Italian does. We have no solution for this problem,

On the other hand, our analysis of Russian QPs and infinitival free
relatives has an unexpected dividend: it helps us explain some of the
properties of the negative existential net. Recall that we claimed at
the very beginning of this chapter that the genitive of negation was
completely optional. This statement is true in most environments, but
it is a well-known fact that the negative existential net requires the

genitive when it takes a nominal:

(208)a. net knig

there are not books
(gen pl)

b. *net knigi
(nom/acc pl)

Suppose we claim that this genitive is in fact part of a familiar-looking

QP:

(209) [ge INFL ((pnet [op[oe] knigll]

If this analysis is correct, the obligatoriness of the genitive after net
is due to the impossibility of an NP, The obvious question: why is an
NP impossible?

The next point to notice is that net takes one other sort of complement
besides a QP. It takes an infinitival free relative. An irrelevant
phonological process cliticizes the free relative's WH-phrase to net, which

takes stress and looses its t in the process: 68
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(210)a. [.e INFL [_né- [, Cem [PRO INFL [ pisat' e ]]11]

sl
there isn't what write
(instr) (infin)

'there isn't anything to write with'
- )
b. [ce INFL [,pné- [g.kogo, [ PRO INFL [/ arrestovat ellll]

there isn't whom arrest
(acc) (infin)

'there isn't anyone to arrest’

We may thus rephrase our question about net: why can net take a
QP or an S' as a complement, but not an NP? The obvious answer lies in
the domain of Case Theory. Crucial to our account of the Non-Obliqueness
Restriction on both QPs and S's was the claim that these categories do not
need Case. Suppose that the negative existential ©-marks a complement,
but is not a Case assigner. If the negative existential were like any
other verb that does not assign Case to its object or a @-role to its
subject, it would allow an NI’ complement to move to subject position and
receive nominative Case; but the ney2tive existential is not inflected
for agreement, preventing nominative Cuse assignment. Hence there is no
way for an NP to be the complement of the negative existential, since it
will always violate the Case Filter. On the other hand, QP and S' do not
need Case, and thus may be complements of the negative existential. Thus,
Case Theory, the QP hypothesis and our analysis of infinitival free
relatives as bare S's all work together to explain the odd properties of
net. Net is an ordinary ergative verb whose one peculiarity is that it

\ . 69
does not cooccur with agreement; everything follows from this one assumption.
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4.4.2 Secondary Predicates

In this section, we will sketch an analysis of Russian constructions
with "secondary predicates" (the traditional term) that , if correct,
supports our analysis of QPs and infinitival free relatives. We will
suggest that some secondary predicate constructions, though they do not
appear to have anything in common with the quantificational structures
examined in previous discussion, should be analyzed in a very similar way.
As evidence, we will show that they obey a form of conditions A and B, and
we will make a weak case for condition C.

First, we distinquish two types of secondary predicates, which have

obviously different thematic properties:

(211)a. ja sgitaju MaSu p'janoj
I consider Ma¥a drunk
(fem acc sing) (fem instr sing)
b. ia vstretil Masu p'janoj
I met Masa drunk

(fem acc sing) (fem instr sing)

In each sentence, gggg.bears accusative Case, like any normal object. The
secondary predicate p'janoj agrees with its understood subject, ggggl in
gender and number, but shows instrumental Case. We will not have much to
say about the surface Case marking of secondary predicates in these construc-
tions, although certain aspects of it will be important. See Schein (1982;
forthcoming) for some suggestions. For our purposes we will simply
suppose that [+N] categories bear instrumental Case when they are secondary
predicates,

We say [+N], because the adjectives in constructions like (211) may

be replaced by predicative NPs:
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(212)a. ja sGitaju PuSkina [lirideskim podtom]
I consider Puskin lyric poet

(masc acc sing) (masc instr sing)

b. ja uvagaju Puskina [1irigeskim poétom]

I respect Pudkin lyric poet

(masc acc sing) (masc instr sing)

Secondary predicates may also be attributive PPs, in which case they do

not, of course, show any Case marking:

(213)a. ja sgitaju takie knigi [v xorosem sostojanii]

I consider such books in good condition
(fem acc pl) (neut prep sing)

b. ja pokupaju takie knigi (v xorosem sostojanii]

I buy such books in good condition
(fem acc pl)

The thematic difference between the (a) and (b) sentences lies in
the question of what the main verb c-selects. The verb we have used in
the (a) sentences, séitat' 'consider', appears to directly ©6-mark a clause.
In (211)a, for example, what "I" have an opinion about is the proposition
"that MaSa is drunk". Similarly, in (212)a, "I" believe that Pudkin is
a lyric poet, and in (213)a, that books are in good condition. In fact,
the verb sgitat' does allow a tensed sentential complement, just like its

English counterpart:

(214) ja sgitaju, [S,gto Puskin byl lirideskim poétom]

I consider that Puskin was lyric poet

In the (b) sentences, however, the main verb appears to c-select an
NP. 1In particular, the verbs meaning 'meet', 'respect’, and '‘buy' in (211)-

(213) are interpreted in such a way as to suggest that they are 6-marking
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the NP that bears accusative Case. This is clear from the entailment
relations: if I met Maga drunk, then I met Maga; if I respect Pugkin
the lyric poet, then I respect Puskin; etc. Also, these verbs do not take

overtly clausal complements:

(215) *ja vstretil, [S,gto Masa byla p'janoj]

I met that Maga was drunk

How can we account for the apparently different thematic properties
of the (a) and (b) sentences? Let us consider the (a) sentence first.
The Projection Principle, in particular the definition of "subcategorized
position" discussed briefly in Chapter One (and cf. Chomsky 198la, 33)

prevents a structure like (216) at the level at which c-selection applies:

(216)a. ja [vps‘éitaju [NPMa‘sfu] [ypP'Janojl]
. v
b. I [vpconSLder [NPMasa] [APdrunk]]

In the structures in (216), the verbs sgitat'/consider must 6-mark the

NP they take as complement, in violation of c-selectional requirements, if

these verbs c-select a clause.
If we define a clause roughly as a constituent containing a predicate

phrase and a subject, then we are forced to the following structure for

(216)a-b, at least at LF, where a is some category:
(217)a. ja [vpsgitaju [a[NPMagu] [APp'janoj]]
. v
b. I [Vpcon51der [a[NPMasa] [Apdrunk]]

The properties of these structures have been discussed by Stowell (1981;

forthcoming) , who suggests that o is a "Small Clause", in something of
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the sense of Williams (1975). The properties of these small clauses are
discussed further by Chomsky (198la). Chomsky notes that a must be a
non-maximal projection in (217), in which respect Small Clauses resemble
the S'-deletion infinitivals discussed in section 3 of this chapter.

We know that ¢ may be a non-maximal projection because the subject
of the small clause may be governed and properly governed by the higher
verb. We know that the subject may be governed because it receives Case
from the higher verb; if the higher verb is not a Case assigner, the subject

of the small clause cannot be a lexical NP:

* v . v - .
(218)a. [sg_INFL [vpscitaetSJa [a[NPMasu] [APP janojl]

is considered Maga drunk
(fem acc) (fem instr)

a0 3 . . v
b. [Slt INFL [VPIS considered [a[NPMasa] [Apdrunk]]

Compare (219), where the subject of the embedded clause is assigned Case

within its clause, by AGR:

(219)a. [sg_INFL IVPsgitaetsja [S,gto Masa INFL [byla p'janalll]

that Maga was drunk
(fem nom)

b. [sit INFL [Vpis considered [S,that Masa INFL [was drunk]]]]

We know that the subject is properly governed because of the possiblity of

WH~movement :

v . . v . ) .
(220)a. Masa, [S,kotorujui [Sja INFL [VPSCitaJu [agi [APP janojll]1]
whom I consider drunk
(fem acc sing) (fem instr sing)

4
b, Masa, [s,whoi [T INFL [, consider (e, [ypdrunkllll]
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We know that & must be a non-maximal projection because of the
impossibility of PRO as the subject of a small clause complement of

consider/sgitat' and similar verbs. If & were maximal, PRO in (221)

below would be ungoverned, as required by the Binding Theory, and we could

rule (221) out:

(221)a.*ja [vpsgitaju [ PRO [App‘janoj]]

b.*I IVPconsider [ PRO [APdrunk]]

If a is a non-maximal projection, what is it a projection of?
Stowell suggests that a is a projection of the predicate, arguing that
some verbs that take Small-Clause complements c-select the predicate of
that Small Clause. Let us suppose that this suggestion is correct. The

complement of consider/sgitat' in the Small Clause constructions is thus

an X*, where X is some category, and * represents some non-maximal number
of bars:
(221)a. ja [_scitaju [, MaSu [ _p'janojl]

: VP A¥ ap?

b. I [VPconsider [p*these books [PPLn good condition]]]

Chomsky (198la, 105ff.) makes another point about Small Clauses,
which is relevant here. Suppose a Small Clause were to be a maximal

projection:
(222) I consider [APNP [A,drunk with power]]

We already know that the position of NP could not be Case marked: this
rules out lexical NP and WH-trace as a value for NP, Can NP be PRO? No,

since it is governed by drunk. The only possibility for NP is to be
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NP-trace, but Chomsky suggests a revision of the definition of proper
government which might make NP violate the ECP in any case (cf. also
the penultimate section of Chapter Five). Supposing this revision is
correct, there is no value for NP that can satisfy Case Theory, Govern-
ment Theory (the ECP) and the Binding Theory at the same time. Hence
structures like (222) cannot exist.

There is another possibility. Suppose a Small Clause were to be a

maximal projection, but not a projection of the predicate:

(223) I consider [S,NP [APdrunk with power]]

The NP in (223) is wr overned; hence it can and must be PRO. Nonetheless,
it is striking that neither verbs meaning 'consider', nor any other predicate

in English or in Russian, allows such a configuration:

(224) * . . . [,V

oV [giPRO XP1]

Thus, the following seems so far to be true:
(225) Small Clauses are always non-maximal projections.

Let us now return to the (b) sentences of (211)-~(213). Suppose,
contrary to what we have argued, that c-selection is projected by the
Projection Principle to each level of representation. If follows that a
sentence like (211l)b in English and Russian must have a representation in
which the verb meet is assigning its ©-role to the object gggg.at each

level of representation. This implies a structure like (226):

. . v ‘s .
(226)a. ja IVvatretll [NPMasu] [8' . . p'janojll

b. I [,pmet [ Masa] [g- - - drunk]]

NP
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Notice now that the Projection Principle also tells us what the contents

of ". . ." must be. Not only the verb meet/vstretit', but the secondary

predicate drunk/p'janoj assigns a ©6-role. By the ©-criterion and Projec-

tion Principle, this ©-role must be assigned to a category distinct from

the object of meet/vstretit': a null category which takes as antecedent

the object of meet/vstretit', which bears an independent role. Such a

null category is, of course, PRO:

. . v e .
(227)a. ja [vpvstretll [NPMasu]i [ PROi p'janojll

B

v
b. I [vpmet [NPMasa]i { PRO:.L drunk] ]

B

But if B in (227) takes PRO as its subject, then B8 must be maximal, and

a maximal projection must intervene between the predicate phrase and PRO:

PRO [App'janoj]]]

. . )'4
(228)a. ja [vpvstretll [NPMasu]i [S'

v
b. I [meet [NPMasa]i [..,PRO [Apdrunk]]]

Sl

This structure, however, violates (225).
This contradiction is not terribly worrisome, of course, since (225)
is not a plausible deep principle of grammar. It might be the case,

as Chomsky suggests, that (225) should be revised as:
(229) Subcategorized Small Clauses are always non-maximal projections.

(229) leaves non-subcategorized (c-selected) Small Clauses, like those in
(228), free to be maximal. Other principles, like an adjacency condition
on Case assignment, might requir; them to be maximal. (229), in turn,
might derive from some deeper principle. Nonetheless, let us consider

some facts from Russian that might suggest a different approach to the (b)
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sentences of (211)-(213).

Recall that the analysis we have just presented was based on
the assumption, which we have argued against, that c-selection falls
under the Projection Principle, and applies at every level of represen-
tation. Since the verbs in question c-selected an NP, we had to assume

that their object was not a bare small clause:

. . v '3 s
(230)a. ja [Vvatretll [+Masu [APP janojll]

b. I [ pmet [A*Maga [ ypdrunk]]]

Representations like (230)a-b violate c-selection at any level at which
that theory applies. If c-selection applies at D-structure and at
S-structure, then (230)a-b cannot be well-formed D- and S-structure
representation. If c-selection does not apply at D- and S-structure,
however, nothing prevents the representations in (230) at these levels.
There is, in fact, some evidence that (230)a, at least, is the correct
structure for the Russian secondary predicate construction in question at

D~structure and S~structure.

4.4.2.1 Secondary Predicates and the D-structure [XP, VP] Restriction

Let us introduce some theory-neutral and construction-neutral

terminology. We call the lexical NP MaSa in both consider-type sentences

like (211)a and meet-type sentences like (211)b the understood subject
of the secondary predicate. In (2l11)a, the understood subject is the
subject of a small clause. If (211)b is analyzed as in (228)a, the under-
stood subject is the controller of PRO.

In the preceding exposition, we have looked at secondary predicates

in consider-type and meet-type constructions whose understood subjects
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are accusative NPs. In certain circumstances, the understood subject of a

secondary predicate may also be a nominative subject NP:

(231)a.

Similar
surface
(213).

subject

MaSa kagetsja p'janoj
Maga seems drunk
(fem nom sing) (fem instr sing)
v
Masa prigla p'janoj
Maga came drunk
(fem nom sing) (fem instr sing)
examples can be constructed with other secondary predicates. The

syntax of (231) is parallel to that of the object cases in (211)-
Once again, the secondary predicate agrees with its understood

in number and gender, but bears instrumental Case.

Thematically, (231)a-b differ in the same way (211)a-b differed.

In (231)a, the main verb meaning 'seems' c-selects a clause, as shown by

the possibility of (232):

(232) kazetsja, [S.‘éto Masa byla p'janal

(it) seems that MaSa was drunk

Evidence discussed by Burzio (198l) suggests that seem and its

equivalents are simply ergative verbs that c-select a clause. Note,

for example, that the -sja passive (but cf. footnote 14) of seitat’

'consider' participates in constructions parallel to (231)a:

(233) MaSa sgitaetsja p'janoj
Maga is considered drunk
(fem nom sing) (fem instr sing)

The passive of seitat' differs from the active, like all passives from

actives, in not indirectly ©-marking its subject and in not assigning Case
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to its object. Kazatsja 'seem' in (232) has the same properties. The
D-structure of (232) is seen in (234)a below. The subject position in
(234)a is non-6, allowing movement into this position. The object position
does not receive Case, forcing movement cf the D-structure object, yielding

the S-structure (234)b:

(234)a. [sg'INFL [Vpkagetsja [A*Maga [APp'janoj]]]] D-structure

v v . - . en
b. [sMasai INFL [VPkazetSJa [A*Ei [APP janojll]l] S-structure

In (231)b, howaver, it does not seem that the verb gzigla 'came'

c~-selects a clause:

(235) *priglo, ( &to Masa byla p'janal

Sl
(it) came that MaSa was drunk

Rather, the understood subject of the secondary predicate p'jana
appears to be 8-marked and c-selected by grigla: If MaSa arrived drunk,
then Masa arrived. Following the logic we used with accusative under-

stood subjects, we might motivate the following analysis of (231)b:

v .V ) s .
(236) Masai INFL [Vpprlsla [S,PRO p'janojll

Notice, however, that (236) is not necessarily an accurate represen-

tation, even if we assume the analysis with PRO. The verb Erigla is

ergative; we might therefore expect (236) to look more like (237) at

S=structure:

(237) Mada, INFL [ prisla e; [g,PRO p'janojl]
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Speaking more generally, the uaderstood subject of the secoandary predicate
in (231)b is a D-structure NP governed by VP.
Interestingly, it appears that only D-structure NPs governed by VP
can be the understood subjects of secondary predicates in meet/come construc-
tions. We have already seen the understood subject as the argument of

an ergative verb. It may also be the sukbject of a passive:

(238) mjaso; [ bylo kupleno 2, zamorogennym]

meat was bought frozen
(neut nom sing) (neut instr sing)

On the other hand, the understood subject may not be the subject of an
agentive intransitive verb, a polyadi. transitive verb, or of an adjec-

. . /
tive, in *the sort of construction we are considering here: 0

(239)&.??sobakai kusalas' gnlodnoj

dog bit hungry
(fem nom sing) (fem instr sing)
b.??Ivan ubil  koSku p'janym
Ivan killed cat drunk
(masc nom (fem acc) (masc instr sing)
c. *Maga Sitaet ugrjumoj (from Neidle, forthcoming)
Maga reads gloomy
{fem nom) (fem instr)
v v . .
d.??Masa -=== gcastliva p'janoj
Maga happy drunk
(fem nom) (fem) (fem instr)

On an analysis with PRO, exemplified in (237), we might argue that
(239) shows a property of the theory of Control. Note however, that PRO
as subject of an infinitive may be controlled by a D-structure subject,

so long as there is no nearer object controller (in cases that obey
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Rosenbaum's (1967) Minimal Distance Principle in the first place). Thus,
the verb xotet' 'want' seems to fail the tests for ergative verbs (e.g. does
not allow its subject replaced by the genitive under negation), yet controls
PRO in example (240):
(240) ja xoeu [PRO ditat' o betone ]

I want read about concrete

(inf)

From another point of view, the restriction we find in (239)

strongly resembles condition A. We may call it A':

(241) A': the understood subject of a secondary predicate in the
meet/come construction must be an NP governed by V in
D-structure.

We do not say an (NP, VP], for reasons that will be clear shortly.

4.4.2.2 Sezondary Predicates and the Non-Obliqueness Restriction

Understood subjects show another familiar property:
(242) B': The understood subject of a secondary predicate in the
meet/come construction may not occur in positions where

oblique Case is required.

Recall, for example, that pomogat' requires a dative object:

(243) *Masa pomog Ivanu p'janym
Maga helped Ivan drunk
(nom fem) (masc dat) (masc instr)

Note that the gender of the secondary predicate wonld force it to take

Ivan as its understood subject. Nonetheless, the sentence is bkad.
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Condition B' may be further exemplified with some minimal pairs.

The verbs peredraznivat' 'mimic (in order to provoke mirth)' and Eodragat'

'imitate' are close in meaning. They differ in that peredraznivat' takes

a non-oblique, accusative object, while godragat' takes a dative., Only

peredraznivat', which takes accusative objects, allows its object to be

the understood subject of a secondary predicate:

(244)a. MaSa peredraznivala Ivana p'janym

Maga mimicked Ivan drunk
(fem nom) (masc acc) (masc instr)

b.??Maga podragala Ivanu p'janym

(fem nom) (masc dat) (masc instr)

Similarly, the perfective verbs tronut' and kosnut'sja are also close in

meaning; in the context below they both mean, roughly, 'touch'. (Tronut'
suggests a more deliberate action; kosnut'sja, more accidental.) Tronut'

takes an accusative object, while kosnut'sja requires a genitive:

(245)a. MaSa tronula portret mokrym

MaSa touched portrait damp
(fem nom) (masc acc) (masc instr)

b.??MaSa  kosnulas' portreta mokrym

(fem nom) (masc gen) (masc instr)

These minimal, or near-minimal pairs suggest that the restriction
in question is not semantic, but reflects the syntactic condition B'

given above.72

4.4.2.3 Secondary Predicates and Small Clauses

In the preceding two subsections, we saw that the understood subjects

of secondary predicates in meet/come constructions obey two conditions
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strikingly like those we observed QPs obeying earlier in this chapter.
It would, of course, be interesting to unify our accounts of these construc-
tions. This is what we now proceed to do.

Notice that the predicates of consider/seem small clauses are free

to occur in the complement of ergative and passive verbs that normally
do not assign Case. In (23l)a and (233), for example, the verb that
@-marks the small clause headed kv p'janoj ‘'drunk (fem instr)' is not a

Case assigner, Even when the predicate bears the features for N, the

-
-

higher verb does not need to be a Case assigner:

(246)a Igor'i kazalsja [N*Ei [Npkruglym durakom] svoim druzjam

Igor seemed circular fool his friends
(masc nom) (masc instr) (masc dat pl)

'Igor seemed a perfect fool to his friends'

. v, . . .V
b. szoni scitaetsja [N*Ei [NPveliklm skripacem]]
Gidon is considered great violinist

(masc nom) (masc instr)

We may claim either that the predicates of Small Clauses satisfy the Case
Filter in these constructions by virtue of their "inherent" instrumental
Case marking (about whose source we remain vague), or else that predicates
do not fall under the Case Filter. If we make the latter claim, we may
go on to claim further that predicates of Small Clauses, and hence the
clauses themselves, do not bear any Case Features at all, in the sense
required by Case Theory.74 If we make the foimer claim, we may simply

say that predicates of Small Clauses bear no Case besides instrumental.

Recall now how we accounted for the Non-Obliqueness restriction on

QPs (and infinitival free relatives)., We claimed that oblique Case
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requirements are linked to @-marking, which, by the Projection Principle,
applies at all levels. QPs and S's cannot bear Case features. Hence they
cannot bear oblique Case features. Therefore, they cannot be 6-marked
by a verb that requires oblique Case. Thus a QP or S' in a position where
oblique Case is required violates the 6-criterion.

Suppose now that secondary predicate constructions with consider-type
verbs differ from secondary predicate constructions with meet-type verbs
in the manner suggested above -- the hypothesis we wish to argue against.

Thus:

. V., . v - .
(247)a. ja [vpsc1taju [A*Masu [APP janojl]

. . v
b. ja [Vvatretll [NPMasu]i [S‘

PRO, [APp'janoj]]]
There is no way to explain the Non-Obliqueness restriction with meet-type
verbs on the analysis in (247)b, without bringing in some new assumptions.
Of course, such assumptions are available. For example, we could assume,
as suggested to me by J. Guéron and B. Schein (personal communications),
that oblique Cases are actually PPs, so that an oblique NP will not c-command
PRO in structures like (274)b. That c-command is necessary for control in
these constructions has been argued by Williams (1980).

Now notice that if the predicate head of a Small Clause either cannot
bear Case features or inherently takes instrumental Case, it cannot
occur in a position where oblique Case is required. In other words, we
never expect to find a Small Clause as the object of a verb taking oblique
Case. With respect to consider-type verbs in Russian (of which there are

not many)75, this prediction is correct. There appear to be no verbs that

76
c~select a Small Clause and require oblique Case of any sort.
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At this point, let us ask whether the structural distinction between
consider-type and meet-type secondary predicate constructions is actually
correct. We noted earlier that the structural distinction seen in (247)
is only motivated at D-structure and S-structure if c-selection applies
at those levels. If c-selection does not apply at these levels, we are
free to assume that the two constructions have identical structures there,

as in (230), which we repeat:

(248)a. ja IVPsZitaju [A*Magu [ppP'jano3ll]

. . v o
b. ja [ pvstretil [, Masu [, p'janojl]]

Similarly, in English:

2 i )4
(249)a. I [ consider [psMasa [, drunk]]]

b. I [, met [,,Masa [, drunk]]]

If the structures in (248) are correct, we can explain the Non-Oblique-
ness condition on the "understood subject" of the secondary predicate very
simply. At D-structure and at S-structure, in constructions like (248)b
and (249)b, a meet-type verb assigns its 6-role, not to a c-selected NP,
but to a small clause headed by the secondary predicate, whose subject is
the eventually c-selected NP, This is possible because c-selection does
not apply at these levels, and the 6-criterion is consequently category-
blind, Since Small Clauses cannot bear the oblique Case features required
by certain verbs, these verbs cannot take Small Clause complements at
D-structure and at S-structure, and do not participate in the meet-type

secondary predicate construction. Hence condition B' follows.
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Of course, the position occupied by the Small Clause in structures
like (248)b and (249)b must be occupied by an NP non-predicate at LF, or
else c-selection will be violated at LF. We wish to speculate that Small
Clauses occupying positions in which an NP is c-selected undergo the
movement rule QR, and leave an NP trace -- just like the QPs and S's we
have considered above. In other words, a D-structure and S-structure like
(250)a, where ©-roles are assigned as indicated, yields an LF like (250)b.
(250)a does not satisfy c-selection, but does satisfy the category-blind
Projection Principle. (250)b satisfies both c-selection and the Projection

Principle:

(250)a, [.I INFL [, .met [ Masa [..drunk]]]] S=structure
S VP A* AP e -
l o ’
b, [ [, Mada [ppdrunk]]; [T INFL [yomet [\pel 111 LE

t oo | "y

In other words, meet-type verbs and consider-type verbs may have
the same complementation at D-structure and at S-structure, due to the
category-blindness of the Projection Principle. At LF, however they must
differ, due to their different c-selectional properties. A Small Clause
complement to a meet-type verb must undergo QR, to leave an NP trace that
satisfies c-selection. On the other hand, a Small Clause already satisfies
the c-selectional requirements of consider-type verbs, and no QR is called

for. Thus, (251) is both S-structure and LF:

v
(251) [T INFL [ypeonsider [p4Masa [,pdrunk]]l]

t o] T
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We return shortly to the question of what sense moving a Small
Clause by QR might have. First, let us suggest how condition A' might
be derived under this analysis. Extending our analysis to ergative and
passive verbs, it follows that seem-type verbs do not contrast with
come-type verbs in secondary predicate constructions as in (234)b/(236).

Rather, at S-structure, they should be identical in structure:

(252)a. | MaSa. INFL [..seems [.,e. [..drunk]]]]
S i VP A*=i "AP
t_g__l]
o !
b. [gaSa; INFL [pcame [5,2; [ppdrunklll]

| cr_e__l]

Verbs like come, of course, c-select an NP, and not a clause, but

this does not matter at S-structure, according to our hypothesis. Recall
also that the subject positions of both seem and the ergative verb come
are non~-@-positions. For this reason, both (252)a and (252)b satisfy the
@-criterion and Projection Principle.

Now let us see what might happen to (252)b at LF that will allow it
to satisfy the Projection Principle. We might suppose, as before, that

only QR is involved, This would yield an LF representation like (253):

v
(253) (g5, drunk]j [Masa; INFL [ypcame [Npgjj]]]

In order to make some sense out of this representation, we might suppose

that the index j rewrites as i, yielding (254) :

v
(254) [S[A*gi drunk]i [SMasai INFL [VPcame [Npg]i]]]
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While there might be some problem with the first occurrence of e, in
(254) under the Binding Theory, the Projection Principle and c-selection
are satisfied by the LF representation in (254). Came assigns its 8-role

. v . . . X X .
to the chain (Masa, [ gﬂi), which is an NP chain, while drunk assigns its

NP
6-role to an empty category, which we might assume to be PRO.
Alternatively, we might suppose that QR is preceded by reconstruction

of Masa in (252)b into the position of its trace:
v
(255) [Sg.INFL [vpcame [A*Masai drunk]]]

-- in effect reproducing the D-structure representation of this sentence.
Notice that problems should not arise with the Case Filter, if the Case
Filter applies only at S-structure. Nor should problems arise with the
ECP, if the subject empty category in (255) is expletive. QR will then

yield (256):

v
(256) [S[A*Masai drunk]j [ge INFL [ came [Npg]j]]]

What is impcrtant to us is the following: suppose a non-c-selected
Small Clause were placed, not in the properly governed object position,
as in our previous examples, but in subject position. Following QR, the

Iz

ECP would be violated:

[ ]. INFL VP]]

(257) ([ [,,subject predicate]j (s Txpe 3

S A¥ S

Condition A', like condition A for QPs, thus derives from the ECP at LF,
supporting our analysis of secondary predicate constructions, Notice
that the Projection Principle would rule out any sort of reconstruction

to object position here, since the NP trace is indirectly ©-marked by VP.
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This analysis predicts, of course, that a Small Clause should be
grammatical as a D-structure, S-structure, and LF subject when it is in
a position where a Small Clause is c-selected. On this question, there
is much speaker variation, and it may be that other factors rule sentences

like (258)a-b out for some speakers:

77
(258) a. %[A*men [Apdrunk]] shocks me
vv . . . .
b. %[A*musciny [APp'Janymlll potrjaslo menja
men drunk shocked me

(masc nom pl) (masc instr pl) (neut sing) (acc)

Finally, how are LF representations in which a clause has undergone
OR to be interpreted? J. Higginbotham (personal communication) suggests
that the subject of a clause that has undergone QR be interpreted roughly
in the manner suggested by Chomsky (1976) for a focused NP (cf. discussion
in Chapter Five, section 2), and that the predicate be interpreted as a
restriction on the focus quantification., Thus, an LF representation like

(259)a might be interpreted as in (259)b:

(259)a. [ [,,Masa [ypdrunk]]; [T met [ypel;l]

b. (for x=MaSa: x drunk) (I met x)

Some support for this analysis might be provided by the following
point. Secondary predicates in the meet/come construction obey a peculiar
semantic constraint familiar from the existential construction: they
must denote an "impermanent", "transient" property of the NP they indirectly

@-mark. By contrast, secondary predicates in the cousider/seem construc-

tion do not have this restriction:
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(260)a. I met MaSa drunk

b. Oleg returned an accomplished virtuoso

c.#I met Masa intelligent

d.#0leg returned the son of MaSa and Pasa
(261)a. I consider MaSa drunk

b. Oleg seems an accomplished virtuoso

c. I consider Mafa intelligent

d. Oleg is considered the son of Mafa and Pafa
(262) a. thexre were three men drunk

b.#there were three men intelligent

(260) c-d and (262)b are grammatical, but demand the odd presupposition
that intelligence or parentage is a condition that varies with time. Thus,
(260)c could be said if MaSa's intelligence is known to fluctuate wildly,
and (260)d could be said metaphorically if Oleg has just discovered, or
just begun to pretend that he is the son of MaSa and Pafa. The point is
that no such special interpretation is required in (261).

Following a suggestion of J. Higginbotham, we might relate the
contrast between (260)c-d and (261)c-d to the assumption that the predicates
in (260) are in a restricting clause at LF., Supposing a quasi-Gricean
principle that restricting clauses may not restrict vacuously, it follows
that only predicates denoting distinctive properties of the focused NP
relative to the proposition in question may enter such a restricting
clause. The same might be true in the existential construction of (262),
if, as seems likely (cf. safir 1982), OR is involved in the LF derivation

of existential sentences.78

Thus, there seems to be some evidence in favor of the hypothesis
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that consider/seem secondary predicate constructions have the same D-

and S~structure representations as meet/come secondary predicate construc-
tions, an analysiswhich presupposes crucially that c-selection applies

only at IL.F and that the Projection Principle is category-blind. As a final
piece of evidence, based here on the principle of "guilt by association"

we might mention an odd restriction that both secondary predicate construc-
tions have in common. In this chapter, we will not be able to explain

this restriction. In Chapter Four, however, we will provide an explanation

for the consider/seem cases in terms of Path Theory, which will carry over

to the meet/come cases if the two are analyzed as structurally identical
at S-structure.

Both secondary predicate constructions do not allow the understood
subject to be genitive under negation: the violation is weak, but noted

in the literature on the subject (Ravig 1971):

(263)a,??ja ne sgitaju inostrannyx fil'mov interesnymi/*interesnym

I NEG consider foreign films interesting
(masc gen pl) (masc instr pl/sing)

b.??ja ne vstre€al ni odnoj devudki p'janoj

I NEG met not one girl drunk
(fem gen sing) (fem instr sing)

(264) a.?*ne sgitaetsja ni odnogo inostrannogo fil'ma interesnym

NEG is considered not one foreign film interesting
(masc gen sing) (masc instr sing)

b.?*ne priglo ni odnoj devuski p'janoj

NEG came not one girl drunk
(neut sing) (fem gen sing) (fem instr sing)

In conclusion, we have examined two domains == infinitival free
relatives and secondary predicates -- where some of the restrictions

we found on our QPs reappear, and we have shown how our analysis of
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Russian QPs can be extended to these cases. There are doubtless other
domains in which the assumption that c-selection is not part of the Projec-
tion Principle has consequences. For now, however, we will leave matters

at this point. In the next section we take for granted our conclusions

of the preceding sections and push the argument one step further, presenting
evidence that not only is c-selection not part of the Projection Principle,
but it also is not really a theory of syntactic category selection in the

first place.

5.0 Categorial and Semantic Selection

5.1 In Chapter One, we observed that the Standard Theory subsumes most
of both 6~theory and c-selection under the theory of subcategorization --
the exception being @-marking and c-selection of subject position. We
have argued that combining ©-marking and c-selection in this way is
incorrect, that the two processes are separate and apply at different
levels,

This conclusion is encouraging, because the primitives of 6-theory
and the primitives of c-selection differ in their plausible epistemological
status. The primitives of @-theory -- notions like "agent"”, "patient",
"goal", etc. =-- probably meet the criterion of "epistemological prioriy"
discussed briefly in Chapter One, and by Chomsky (198la, 10). On the
other hand, the primitives of c-selection -- syntactic categories like
NP, S', Small Clause, etc. -- do not meet the condition of epistemological
priority. They are not, in Chomsky's words, "concepts that can be plausibly
agsumed to provide a preliminary, prelinguistic analysis of a reasonabl:
selection of presented data, that is, to provide the primary linguistic

data that are mapped by the language faculty to a grammar". 6©-theory, in
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our cohception, is that part of the theory of subcategorization whose
primitives meet the epistemological priority condition; c-selection is
that part of the theory of subcategorization whose primitives do not.

If this discussion is correct, it follows that we want to derive
the theory of c-selection from some other theory, whose primitives are
epistemologically prior. Such a theory would be a semantic theory =--
specifically a theory of lexical semantics. The outlines of such a theory,
which we may call semantic selection, or s-selection, have been sketched
by Grimshaw (1979, 1981) in recent work. In the discussion below, we
will sketch some elements of Grimshaw's theory.

What interests us is the following: Grimesaaw argues that hoth
c-selection (subsumed by subcategorization) and s-selection are autonomous
subsystems of grammar. We will show that once her theory of s-selection
is embedded in a general framework that includes Case Theory her argument
for an autonomous theory of c~selection disappears. More importantly, a
serious problem for her analysis, which she raises in Grimshaw (1979) and
attempts to resolve in Grimshaw (198l) is immediately solved by Case
Theory, if and only if c-~selection does not exist at all as an indepen-
dent theory. 1In so doing, we find linguistic evidence reflecting the
condition of epistemological priority, which must in any case be correct,
and we strengthen our argument that c-selection is distinct from &-theory.

The cornerstone of Grimshaw's (1979) theory is an argument that
predicates must bear features which select for the "semantic tyre" of
their complements. Following in part observations of Baker (1968, 1970),
she argues that the theory of s-selection allows predicates to select

complements categorized as Q (question), P (proposition), or E (exclamation).
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(We underline semantic categories, to distinguish them from syntactic
categories like Q ‘'quantifier' and P 'preposition'.) Crucially, these
semantic types are not in one-to-one correspondence with syntactic
categories. In particular, while all these types may be associated with
S', they may also be associated with NP (as a "concealed" question, prop-
osition, or exclamation), or with nothing ("null complement anaphora").

For example, in each of the following sentences, the s-selectional require-

weat that ask takes a Q is satisfied:

(265)a. John asked me [S,what the time was]
b. John asked me [Npthe time]

c. Bill wanted to know what the time was, so I asked

In {265)a, Q is associated with a syntactic S'. In (265)b, it
appears as NP, In (265)c, it does not appear at all in the syntactic |
structure, but is "filled in" at some later level, as discussed below,

From these and similar exarples, particularly those involving nu'l
complement anaphora, Grimshaw correctly concludes that the theory ot
s-selection must be independent of theories that analyze syn ictic
categories., A predicate may bear selectional featu.es like <__0Q>, <_ P>,
or <__E>, but thase features are realized independent of any other lexical
featur=s involving strictly syntactic categorization.

AS we have said, Grimsuaw enbeds this theory of s-selection in a
standard ‘heory o’ lexical entries. In particular, she argues that

s-se .ec.ional features a-= necded in addition to subcategorizational

featnres of the sort developed in Chomsky (1965), by which she means

c--selection.79
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Grimshaw argues for the autonomy of s-selection and subcategorizatian,
and thus for the existence of subcategorization, by noting that not all
predicates that s-selcct a Q, P or E allow their complement to range

over both NP and S'. For example, predicates like wonder, care, inguire,

and give a damn s-select a Q, but prevent that Q from being realized as
an NP. They do not allow "concealed questions":
(266) a. John wondered [S,what the time was]

b.*John wondered [Npthe time]

(267) a. Mary cares [S,where we are going)
b.*Mary cares [s,our destination]

(268)Ya. Bill inquired [S.how oid I was]
b.*Bill in.uaired [Npmy age]

(269,a. I don't give a damn [s,what your name is]

b.*I don't give a damn [vaour name ]
Similar observations can be made about predicates which s-select P:

(270)a. I'll assume [S,that he is intelligent]
b. I'll assume [Nphis intelligence]
(271)a. I'll pretend [S,that he is intelligent]

b.*I°11 pretend [Nphis intelligence]

-- or about predicates whicn s-select E:
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(272)a. Bill couldn't believe [S,how incredibly hot it was!
b. Bill couldn't believe [Npthe incredible heat]

(273)a. Bill complained [S.how incredibly hot it was]
b.*Bill complained [Npthe incredible heat]

Grimshaw draws the relevant distinctions by appealing to the

theory of subcategorization. Verbs like care and ask both s-select a Q;

verbs like assume and pretend both s-select a P; verbs like believe and
complain both s-select an E. The members of these pairs differ in their
subcategorization. As far as S' and NP are concerned, four different
subcategorization frames should be available (we return to null complement

enaphora below) :

(%3
(274)a. [__ '3'7 ] b. [__S'] c '__NP) 4. [__#]

—

(274)a, if we restrict our attention to verbs s-selecting Q, is exemplified

by ask; (274)b, by care or wonder. The assumption of two autonomous

theories thus accounts elegantly for the differences and similarities
among predicates.
Nonetheless, Grimshaw (1279, footnote 33) notes a problem with
this theory, to which she returns in a more recent paper (Grimshaw 1981).
This problem is the focus of our remarks here. There are no predicates
(in English at least) which s-select a Q or an E and have the subcategorization
frame in (274)c or (274)d. In other words, no predicates take only
concealed or null questions or exclamations, and do not take clausal
questions or exclamations. (Grimshaw does not discuss propositions; we

return to them shortly.)



185

As Grimshaw notes, this gap might be accidental, but this should
not be taken as the null hypothesis. A priori, we might explain the gap
in one of two ways. One approach is to allow a theory of subcategorization
(c-selection) to "overpredict" that the non-existent p.edicates should
exist, and to find another theory which will rule them out. This is
the approach taken by Grimshaw (1981) and by Woolford (198l) in comments
on Grimshaw's paper. They both suggest that what rules out the non-existent
predicates are certain properties of the Language Acquisition Device (LAD)
of the child. We examine these proposals below.

Another approach is to abandon entirely the theory of subcategorization
-- specifically, c-selection -- and to derive its effects from other
subtheories of grammar, which will not overpredict the non-existent
predicates. This is the approach we will argue for. Note that this
proposal would preserve the essential elegance of Grimshaw's (1979) account
of complement selection. Grimshaw's explanations rely on the interaction
of a semantic theory with a syntactic theory. It is certainly possible

that the syntactic theory in question is not subcategorization.

5.2 Let us now consider both Grimshaw's and Woolford's approaches.
Woolford's approach is based on Grimshaw's, but we present it first, for
reasons of exposition. Woolford takes from Grimshaw the idea that
epistemologically prior categories like "object"80 and "action" have a

canonical Structural Realization (CSR) in syntactic categories. More

precisely, CSR is a function mapping semantic categuries onto syntactic
categories. Thus, CSR(object)=N, and CSR(action)=V. As a general principle,
"a word belongs to its CSP, unless there is evidence to the contrary".

With Grimshaw, we believe that a notion like the function CSR is a sine
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qua non for any theory that wishes to account for the projection of
epistemologically prior categories onto syntactic categories.

As Grimshaw notes, it is plausible to assume that the CSR for P,
Q and E is S'. (We question this assumption below.) Turning first to
Woolford's theory, she proposes a principle that we might phrase as in

(275);

(275) Learnability Principle

For all semantic categories C, LAD assumes that a predicate
s-selects C if and only if LAD has evidence that the predicate

c-selects (subcategorizes) CSR(C).

Given this principle, a child could never learn that a predicate
s-selects P, Q, or E unless that predicate is found with S§', the CSR for
P, Q and E. Hence, no predicate could ever be learned that s-selects a
P, Q or E and has a subcategorization frame that excludes S', a¢ (274)c-d
do. Hence the gap.

This explanation puts the cart before the horse, however. The
Learnability Principle in (275) takes as its fundamental assumption that
LAD cap analyze syntactic categories, an assumption that is impossible if
syntactic categories are not epistemologically prior. What is more, it
makes CSR vacuous, except as a means of predicting the gap discovered by
Grimshaw. If LAD can analyze syntactic (as opposed to semantic) categories,
then there is no need for a theory mapping one set of categories onto the
other.

There is other empirical evidence against the Learnability Principle
proposed by Woolford. In fact, predicates that s-select a P, but never

realize this P as an S', do exist, as Ken Hale (personal communication) has
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noticed. This situation arises in English when a predicate requires a
particular preposition in order to assign a 6-role to its complement.

Compare (276)-(277) with (278)-(279):

(276)a. we assume [S,that unemployment will rise in the 80's]

b. we assume [Nprising unemployment in the 80's]

(277)a. we noted [S,that we were departing on Thursday instead of Friday]

b. we noted [Npour departure on Thursday instead of Friday]

(278) a.*we zpprove (of) [S,that unemp) oyment will rise in the 80's])
b. we approve *(of) [Nprising unemployment in the 80's]

(279) a. *we paid attention (to) [S,that we were departing on Thursday

instead of Friday]

b. we paid attention *(to) [Npour departure on Thursday instead

of Friday]

If approve of and pay attention to both s-select a P, and if CSR(P)=S',

then (278)=-(279) are counterexamples to Woolford's Learnability Principle.
These verbs select P, but never realize this P as a syntactic S'.

Of course, the uncrammaticality of (278)a and (279)a has an
immediate (partial) explanation. Some syntactic principle, possibly
Stowell's (198l1) "Case Resistance Principle" must prevent propositional
S' from functioning as the object of a preposition. Although we are
confident that some deeper principle like Stowell's derives this consequence,

for our purposes we may assume a filter like (280):

S!

(280)  *[ P [ o]

]

In the light of (280), we might try t. revise the value of CSR/P). For
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example, we might say that CSR(P)=NP & S'. This idea fails immediately,
within Woolford's theorv, since LAD would have to hear both NP and S' in
order to conclude that a predicate subcategorizing for these categories
s-selects P. As we noted above, verbs like pretend (or claim, as Woolford
notes) do select P and subcategorize for S' alone.

Alternatively, we may say that there is something special about the
semantic feature P, such that CSR(2)=NP & S'. This has a more subtle
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