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ABSTRACT

This study is concerned with the proper modes of syntac-
tic influence in phonology. It is proposed and proven that

" this influence is direct, not mediated by string boundaries.

A contextually applicable constituency predicate 1is developed
to handle certain phonological rules applicable at gross ’
phrasal levels which clearly have syntactic conditioning. In-
stanced are French liaison, Hebrew accentuation, and Italian

‘raddonpiamento. A special case of the required notion of

constituency is standard level theory. Thus a general ac-
count of domains of application results. ;

There are certain structural configurations which uni-
versally, it is suggested, block rules of a certain indepen-
dently specifiable type. Blockage of rules across trace,
parenthesis, and edge of sentenuce is blamed on a single struc-
tural defect, so that rule failure at any one of the three
will entail failure at the other two. Extensive case studies:

* English phrasal phonology and the Irish initial mutations.

Finally, a single rule of English, final dental palataliza-
tion, is inspected in detail as an example of a rule not sub-
ject to any lexico-syntactic corditioning, and predictably
so: The rule is conditioned by prosodic structure instead.

A recurrent theme is the inadequacy and inappropriateness
of terminal boundary symbols as a segmental means of reflec-
ting non-segmental information.

Thesis Supervisor: Noam Chomsky

Title: Professor of Linguistics
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For the things which are seen are temporai;
But the things which are not seen are eternal.

2 Cor. iv- 18.

'The omission or the addition of one letter
‘might mean the destruction of the whole world.

- Talmud.

The world is nothing but a big gimmick.

Hendrix.
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INTRODUCTION

This thesis began as a‘collectibn of sméllish, mors Or
1ess}disc;ete stgdiss<inqthe general areé suggesfed by tﬁe
rather vague tiple——syntax-phonology inﬁeractions.‘ As'ﬁy ﬁﬁ-‘
derstanding of the several topics grew, or seemed to grow, Sso
did their muﬁual dependence and relevance,'untilvthé coﬁclusion

I was reaching about each one became tied up in a really or- .

~ ganic way with the conclusions I found myself reaching about

the rest. '

. YI think it would be wrong to éay that the four parts of
thié thesis, taken together, go to show any one cﬁherent thing.
However, it develops that there is an overriding theme. In -
each of the individual problems I examined, a fairlj natﬁral
acéount in terms of word bouﬁdaries in the manner of Chomsky
and Halle (1968) (henceforth SPE) immediately offered itself.
Upon closer inspection, it turned oﬁt to be wrong. In funda-

mental, though unobvious respects, it looked like boundariesv

‘were not doing what they were supposed to be doing. I began

to wonder what boundaries did right. It now seems to me that

they and all other boundary symbols are dispensiblé, ahd in

- fact ;éther misleading notational devices at best.

Let us consider briefly what a word boundary is. A word
boundary, in SPE theory, is a way of encoding terminally cer-
tain selected aspects of pre-terminal syntactic structure. We:

should know,vfirst,-exactly what the boundary conventions do.
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SPE is quit@ clear, to a point:
BC I: The boundary # is automatlcally inserted at the
__beglnnlng and end of every string dominated by a
ﬁajbr category, i.e. by on; of the lexical cate-
gories "noun," "verb," "adjective," or by a cate-
gory‘SUCh as "sentence," '"noun phrase," “Qerb'
phfase," which dominatésva lexical category.
(SPE, p. 266.) | |
Operating irn conjunction with BC I is a convention of
#—telescoping, unfortunately never openly enunciated in,SPE.
As interpolated by Selkirk (1972), it gces

"BC II: In a sequence W #1 #1312 or WL #L#Z,
| X Y Y x

where Y#95, delete the "inner" word boundary. |

A(Selkirk, D. 12;)

An examnle.
(1) John has & large trout in his pocket.

Lét's suppose that this sentence comes with the bracketing in

(2).
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BC I provides for boundaries as in (2)'.
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(2)' L#LFALHTohn#] LALAL#has#l##LE L a2 1 L7
S SN - NV VYV V V § DET DET I
LHL#LHL arge#]#}ﬁ; L# trout#]#lﬁ L #C in 1
AAA AAAT NNfiPPP P
C#C € his 2 1 L#Ll#pocket #3 #3743 #3433
NN "NEEPPVS _s‘

N DET PRO = PRO DET

BC II disposes of most of these, resulting in (),
(2)" t,#L#L John#3 C#L C has J#3IL#¥ L a 1 L
NVVYV v V N DET DET N

L#trout T J#Y L #LC in ]
N NNNPPP P

>
e\

(#C ¢ his 3 1 L#L pocket 1
N DET PRO " PRO DET N N N

BC I and BC II, togethsr, allow a three-wé? jﬁnctural
contrast. At any'given spot in a terminal string precedlng or
following all the segments of & word, we will either find ﬁ#,
#, or no word boundaries at all. 4is I prove in Part III, it
transpires that one word boundary separates two adjacent
words a and b dominated by immediately pre—terminallnodes A
and B if and only if either A or B (but not both) belongs to

a non-lexical category and is iﬁmediately dominated by a

- node'dominating the other. If both belohg to non-lexical

categories and every node dominating one dominates the other,

ho.word boundaries show'up between a and b. In all other
situations, a and b are separated by two word boundaries.
: Point one is that the SDPlelC SPE boundarj conventlons"

turn out to be 1napnropr1ate in 1nd1vidual caaes-—they en-
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code in the terminal string the wrong ure;ﬁerminal infor-
mation. We could fix them up if we wanted'to,'once we found
out what ﬁhe right pre-terminal information was. On the as;
sumption that phonological rules aré sénsitive only to ter- -
'Mmlnal symbols, we presumablj Want to.

Point two is that this assumptlon is unnecpssary and inb
fact leads to complicatiouns. _There is a list of what look

to be universal juncture effects--predictable blockages of

high-level phonoiogical rules in certain structural config-

- urations. Assuming that we can recast these structural con-

figurations in boundury-theoratic tnrms and then refer to
the boundaries in rules, it ought to. puzzle us . thut these
'juncture effects do not vary universally, since a boundary
~is supposed to be a phonological unit which can be paren-
‘ thesized or omitted, like any other unit, in a structurai
,descrlptlon. | | | |

Puttlnv the mattpr somewhat differently, there are two
sepérate questlons. |

(i) - Does boundarj tnporj aé presently constitutea ex-
press the aspects of tree geometry which re'really and tru-
1y relevant to the proper functioning of phonrological rules?

(11) To what extent are these~génuinely relevant factors
to be regarded as contextually specifiable,~andfto what‘exf
tent can Wé deposit them in universal grammar? |

The answer to (i) is no, and I demonstrate it below by
example. The answér»to (ii) is that, to a surprisingly '

great extent, boundary effects in phdnology are;predictable
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from the form of each rule, together with a universa’ state-

ment.

An analbgy_might be apropos. SuppqSe someoné‘ihvén;ed
a formslism whereby the A-over-A condition could be writien
into every tranéformational rule subject‘to it. ‘Clearly‘l
this new capability wduld be a step backward, since it wbuld

imply that A-over-A effects are not universal. Do;ntlng

“to rules which appear to counterexpmplify A-over-A is a

fairly Teeble dpfense——on 1ndependent grounds we know that

such cheptionS'(rules of anaphorz and so forth) belonv to

componpnts of rules which we do not expect to be subaect

to structural constralnts on =tr1ng operatlons 1n the first
place.

I'm sugg sting that, 51nc° Juncture effects in phonolo—
gy are largely nredictable, 1t is a bad 1dea to 1nvent a . |
system of contextual symbols tq stipulate them rule by rule,

In a similar wéy, having instélled termiﬂal boundary
symbols looking very much like (and in fact being, in SPE

theory) any other phonological units, we ate tempted to try

- to manipulate them as we must th oth_rs. Such operations,

and the phenomena requiring them, turn out to be (as far as

_anyoné knows) prohibited and non-occurrlng, respectively,

~There are some famous counterexamples, like French liaison.

I?li deal with these in the text,
Now of course it will be possible to-lay substantive
constraints on the use of boundaries such that these abuses

will be ruled out. And there will be a boundary theory
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- which ferries to the terminal string exa:tly the right aﬁd

universally useful pre-terminal information. Such a conj

strained boundary theory Will‘merely~beAan.impérspicudus

way of saying that the pre-terminal information itself

conditions rules. Which is my point.
o In Part i I examiﬁe;_with referencé télEhgliSh;
blockage of phonological rules at (i) trace, (ii) parenthe-
sis, and (iii) the end of a sentence. NTake,.for examplé,
monoéyliaﬁic desfreséing;w- | ; S B
(3) *You're not as sick of your thesis as I'm ¢ of mine.
(4) #I'm, they tell me, cute,
(5)V*I think;vﬁheréfore I}m.

There is a structural generalizaticn uniting these blockages,

~ The loczl phrase marker at each blockage site has a single

geometric property, which I won't spill here. Let us assume

for the time being that it exists. We then expect to find

~implicational clustering of effects analogous to those exem-

plified in (%)-(5) wherever any one is found. This is ac-

tually so, as I demonstrate in case studies of English

(Part I) and Irish (Part II).

An interesting counterexample 1s discussed in Part IV.

Part IV is devoted entirély to a rathner poorly understood

:rule of:English phonology, final dental'palatélization before

word-initial yod:. 90ulL§l you and the like. Amcng other

interesting properties, this rule does not fail where mono-

syllabic destressing does.
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(6) John wanttsl your body more than he doerZ1 your mind.
(7) ThiLs], you see, seems to be qu1te reasonable |

Fnglish,

(8) Try iLgJ, you won't die.

"~ What 1 show is that this fact is, at a certain level of analy-

sis, to be'expected. Palataiization stands to monosyllabic

destressing with respect to juncture effects as, say, pro-

. nominalization stands to TH—movement with respect to A-over-A:

In a sense 1ts exceptional status, since 1ndppen lently pre~
dictable, actually supports the theory it apparently counter—
exemplifies. . -E”>

As for the truly'contextual funéfi&n of bgundaries, note

that boundary theory presupposes a Well-articulated theory of

- linguistically significant units. For every linguisticzlly

significant unit and level of phonological rules indigenous

to.it, boundary theory has a corresponding terminal symbol to

demarcate it, Suitably elaborated, this level theory is,

according to me, just about 2ll we need to talk about in the

‘way of contextual specification in the ordinary cases.

(In Part ITI, it becomes necesqary to say tnau there is

S a unlt which has no correlate in standard theory.. rr‘h:.s is the

| clltlc group. By thls means I wish to express the familiar

but still curious status of CllthS as, in various senses, in-

\

termediate between affixes and independent words.)

There are extrzordinary cases. Many reasonably well-
documented examples of rules of phrase—lével phonology exist

which have the property of Mselective" application. This
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means that they are sensitive, in obséure ways, to genuine-
1y cohtextual noh—phonological informationhwhich level theory
alone is not rich enough to provide. Boundaries, in’éase o
aftér case, turn out to be inappropri;te, I believe that it
is possible to say reasonably strong thlngs about the uni-
verSal possibilitips for non-phonological conditioning of
phonologlcal rules, and have them appear to stick. In Part
III I nropose What seems to me, with my experlence wlth se-
lective sandhi, to be the apprOpriatp theoretical vocabulary
maklng such rulos expressible and the non-occurring ones
inexpressible. The kny notion is one of constltupncy, and it

~develops that normal level theory, which I also sketch, is

actually a special case of it., Case studies: French lizison,

Hebrew accentuation, Italian raddoppismento.

The pioneer in this area is, of course, Lisa Selkirk,
and I would like to publiélj avow my admirafion for and in-
debtedness to her and her work. |

I make very few theoretical assumptions.of especially
controversial status in what foliows. The ones I make are
mainly of convenience, rather than of necessity. In ords
to have reasonably précise syntactic gfcundwork, for instance,
I make use thfoughoht of X theory,ithe.only'existing account
of phrase structure which says much. Bar»theory ls spelled
out most comvrehensively in Jackendoff (1977). In princirple,
empirical consequences of this decision could érise, particu-
larly in connection with the selective processes of Part III.

In fact, they do not. My point is only that the reader's




opinion of this easy aésumption}and similar ones should not

" interfere with my larger case. Pretty broadly and unequivo-

cally,‘though, I accept most of the basic notions of standard

- generative transformational theory. ‘  o i



PART I
 AGAINST BOUNDARIES

- Before I say anything, I note the naked fact that phono-
logical and'morphological rules have idibsyncfatic domains of
application£ The morpheme, the syllable, the word, possibly
the phrase, and the sentence comé to ﬁind. Rules of phonolo-
gy and mbrphdiogy are‘not'very &ifferent from other kinds in
this respect; syntactic and semantlic rules of course show
analcgous boundedness, proving themselves to be limited to
Vtcertain phrasal categories,'sentpnces, utterances, or dis-
courses. In syntax and semantics, this unavoidable observa-
~tion 1is percelved as an incitement to discover properties of
Nthe Vdrious rules, or, better, of the various components to
which they belong, from which theilr limitations will follow.
A fatalistic and slightly empty solution to the préblem,
which no one even thinks to propose, would be to set up ad
hoc boundary symbols flanking each sort of domain, which our
rules can now pay attention to as it appears necessary. By
doing merely this we seem to be condemning oursel?es to a
lack of insight into the several systems of rules.

This same solutioh, however, is precisely>the one gen-
erally accepted amoﬁg phonologists. In order to implement it,
as will become increasingly evident in the following pages,,
~one quickly finds the nepa for a great deal of theoretical

machlnery to rlace boundarias, to delete most of them when
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they pile up, and to ignore the rest of them when they get

in thé way, All of this comes from assuming that boundaries

| existvas”items of vocabulary on a par with the others.

| Hdw, in practice, arelboundaries actually referrea to in
~ rules? They are generally véry handy invdemarcating hargins
of domains of application. It is extresordinarily nice to be

able to write &, +, _ _#, possibly ##, and the mir-

- ror images. Recognition of this fact provoked the first ap-
pearance of real juncture symbols (Sapir and Swadesh.lgss,}
Prager and Bloch 1941). It is not nearly as clear that re-
ference to internal boundaries is necessary, l.e. that there
are structurs?) descriptions of the form
(1) .. [tF1 B [+G1...
', with specified terminal material on either side of a speci-
fied boqndary B. Vhere B=## or greater, (1) is of course ut-
tefly unexemplified. I offer most of the remainder of this
wérk against the possibility of B=#. Examples of (1) where
Bz § are strikingly absent, to my knowledge. As for B=+4, an
apparent problem, most pf.the examples known to ﬁe involve
allomorphy cooccurring ﬁith the presence of specific affixes
‘preceding or following the alleged boundary. Iﬁ'SEENS to me
that an easy and sensible thing to say for such cases 1s that
‘the alternations are conditioned by the affixes themselves,
rather than by the boundaries, whose presence is in turn con-
" ditioned by the affixes. ' |
| ~ Inm ahy case, as Kiparsky (1974) demonstrates, his alter-

pation condition, according to which neutralization processes
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apply only to derived forms-—i.e; only where an alternating

form (but see Mascaro 1978) reveals the un-neutralized seg-

. ment--predicts the presenée in many rules of what*s usually

written +. In other ﬁords,_it lets us get awéy with not

~writing it in, often simplifying matters considerably. Ki-

parsky cites, for instance, trisyllabic laxing, which has
hundreds df excéptions: nightingale, overture, Rotenberg,
ete. Since these don't feel very exceptional, it is not a
nice solutibn to mark them as such. In fact all non-derived
words fail to incur trisyllabic laxing. But writing in a
required morpheme boundary is, by anyone's Standards, a
really ugly alternative, since a complex disjunction of them

is actually necessary,

() (G (+n V() C (N VG

Corndition: a or bor c or d

as examples like (a) antispathy, (b) santity, (c) penalety,

"~ and (d) omin+ous show. The problem, along with the bounda-

ries, disappears given the alternation condition.

Now if it is true that essential internal boﬁndaries
are not found, we might bother to ask ourselves why not. Let
us‘imagine that there are separable components of syllabic

rules, morpheme-level rules, word-level rules, phrase-level

rules, and sentence-level rules, each of ‘which has the ob-

vious domain of application, henceforth often abbreviated s,

“m, f, w, and S. Clearly we need to be able to represent the

notion edge of domain in our rules in one way or another,
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~Let me use the notations #, #___, meaning 'at right edge

Tat lnft sdge', interpreted identically for each component I,

of rules.,

(® | «

&, A, and B are nodes, A and B terminal ones. A and B are

'ultimatély dominated by X . Nothing to the left of A or to

the right of B is dominated by o, Vhether d=¢, m w, f, or

S, to say that a rule is restricted to & is to say that its -

"éffects:and'cOndifibnihg”aré limited to the string consisting

of A, B, and everything in between, written ZB. The left
edge of demain g is at A. The right edge of domain « is at B,

| Thus, in a Word-level rulé, —P is equivalent to the
usual __ #. Etc, |

Note, though, that @ is not a boundary. It is just an

extension of the usual fnull! notation, given sense now that
domains end at the left and right. One can't perform opera-
tions op it. It would be absurd to delete it, for instance,
Just as it would be to try to delete the focus baf.

- Without boundaries as terminzl symbols, it follows more
generally that there w1ll be no "rpadaustment rules" (SPE,
pp. 371 ff.) with the power to insert them, delete them, or
shuffle them around in various ways. Such rules have rarely'
been proposed; see Part III below. These few examples aside,

the fact is that boundaries, if phonologiecal units, behave
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remarkably unlike other phonological units, serving in rules

~only in contextual‘capacities. The same observation is made

in’PYle (1972): 1t is probably not necessary to put a boun-
dary on either side of an arrow in a phonological rule. 1If
there are no bouﬁdaries, it is not even possible.

If we banish boundaries, it also follows that rules with
the effect of (1) will be nonexistent. A morphological rule |
whose environment is ____ ¢ E+FJ is already senseiess, be-
cause the presence of specified material to the right of the

morphological edge contradicts the assumption that the rule

- 1s a morphological one. Similarly for the other types of

rules. '

One thing that. falls out of this theory without coaxing
is a uhiversal implication to the effect that a rule which is
strong enough to breach an edge at level n will also breach
edges at the finer leVels of structure. It is usually very
eaéy to set up boundary-strength hierarchies saying exactly:
this. (See, fof instance, Stanley (1969), McCawley (1965),
Ramanujan (1967), Kenstowicz and Kisseberth (1977).) Why is
it so easy? The idea of boundary "strength" is not quite cir-
cular. To say, e.Z., ﬁhat # 1s "stronger" than + means a lit-
tle more than merely that (genérally speaking) any.rule‘that
applies acrosé'# applies across +, even though, in a theory
which uses boundaries, we cou;d just as well say that + is
stronger than #: Notice that every word uniquely contéins,at
1east one morpheme,

In fact this 1is trup of linguistlcallv signlflcant unit'a
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in general. If unity uniquely contains at least one unity,
a T-bbhndary is "stronger" than a~feboundary. Every mor-
pheme uniquely cOntains at least one segment, every word at
leastAcne morpheme, gvefy phrase at least one word, and every‘
sehtencé at least one phrase. ‘ |

The syllable does not possess such implicational'virtues.

Neither a segment (obviously), a morphemef(-z), nor a word

('d) need uniquely contain a syllable, though a sentence, it

seems to me, must. But it does not follow from this last

that every syllable must uniquely contain at least ‘one word,
or oné‘morpheme, or even (duelto”ambisyllabicity, on which see
Kahn (1976), or else below, and against which Selkirk (to ap-
pear)) one sé%ment. | ' |

My point is that thé_syllable lies outside the contain-

ment hierarchy. Interestingly, it also lies outside the

strength hierarchy. There are structurally—conditioned rules,

like French liaison (below), which apply across junctures of
one sort or another, but fail‘at syllable edge, Jjust as acress
zero. (Why liaison does not apply across zero I'll give an

account of in Part III.) A syllable, it appears, does not

‘count as a structural unit in the same way as the other struc-

tural units.
TnerP is a third respect in which the syllable differs
from other unlts, this one, I believe, at the root of the

other two. A syllable has no status at all in the lexicon--.

‘it”ié'presumably established by rule in the phonology.

There are powerful indicatioms that syllable construction

ERE
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& la Kahn (1976) follows most phonological rules, indeed
preceding‘only fhe syllabic ones. Note that, unlike true
lexical units, the syllable is entirely dissociated from
meaning; Note that there are no syllabiesbwhich have to be

marked as exceptions to otherwise valid generalizations.

) Note thét syliabiéé"ége not borrowed or lost.

I assume, theﬁ; that the Syllable exists only outside

' the lexicon, of which hierarchical organization is a property

in reasonably good standing. Supposing that it gets built
quife léte, after rules at the other levels, the syllable's

. status as. a non-entity with respect to rules at them 1s

explained.

A little mofe generally, it is useful and probably

~pecessary to recognize an independent hierarchy of prosodic

units, including the syllable, the foot, the stress group,
etc. These, one presumes, beaf strict containment relations
to one another, but none to any member of the lexical hierar-
chy. (Morris Halle suggests to me that the segment may have
dual membership, occupying the lowest position in toth lexical
and prosodic hierarchies.) ' |
Restricting}our atﬁention to lexical units, the strength

and containmentvrankings mentioned above are automatically re-

‘lated in this theory, and it follows that the syliable's ex—

clusion from the latter should entail its exclusion frcmrthe'

. former. An S-level rule, for instance, is one applying

~ within CS 1. By definition its operation includes the
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lesser domains f, w, m.

nm-rules
w~-rules
S— ﬁ/—-—"—"_“‘"

f-rules

e, S

S-rules

Note that speaking of "boundaries" #, 4, at the edges of these

‘iinternalydomains makes it possible to refer to them in the

structural descriptions of high-level rules. This pseudo-pos-

'sibility is what gives rise to the notation (B) and to impli-

cational strength hierarchies to eliminate it. But their im-

port is an automatic consequence of the nonexistence of boun-~

' daries.

leewise an f—level rule is one applylng vithln [f J.
Ete.
Generallj, it follows from the fact that R is a y-level

rule that R will apply anywnere 1n51de a ¥. There are many

sorts of extepuating circumstances blunting the force of this

_implication. For instance, in Irish (Part II, below), the

initial mutations, affaecting the leftmost segments of words,

are triggered by what appear to be word-sized abstract fea~

tures. So, of course, the mutations Wlll not be found ap-

plying across edbes smaller than w, since the flanding units
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will never bear the insfigating features.
 Opposed to the notion edge is the notion juncture.
Where the relation is-an-edge-of is unary, the felation'i§7§e

Juncture-between is binary; there will be no domain-final or

domain-initial juncturé.\ This 1s intended to correspond to
the observation that fhere are rules at a given level L which
involve bnly pairs of adjacent terminal symbols, and not the
L-last one alome of the L-first one alone. Prime terminal
elements p and q are adjacent with respect to some level of

represéntation L if and only if p and ¢ are productions of

‘the rules of L and no r also produced by the rules of L falls

between p and q in the terminal string containing them. As
we will see, mere stringwise adjacency

(4)

[eF] L%G].
does not guarantee that a rule operating at‘L whose structur-
al description appears as

(5) e [+FI (4G ...
will apply.

I'd like to say that there is such a thing as a normal
juﬁctﬁfe, in essence a locally well-formed tree, whose

presence the application of rules of a certain independently

‘jdstifiable type requires. These rules respect normality of

juncture by their very nature, unlike edge 6f domain, which

is genuinely contextual. That is, we know right away‘from

. the form of a rule that it will fail acfoss an abnormal

Juncture, an object which we will soon encounter., ' A normal
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juncture is not, I would say, the same thing as any known

- propefty of the terminal string (I'm talking about boundaries);

as will become lessvunobvious-below.
Defining the proper notion of juncture involves taking
trées rather seriously as geometric objects. Lock, for in-

stance, at this one.

«-x, A - Eare vocabulary provided by the rules of some

E

" level of structure L. &, let's say, is the root of the tree.

A - E are prime terminal lexical units U. Let us consider

these nodes as points. Now we will complete (6) by drawing

. AB, containing the terminal string.

(7

A B C D E

Vetll say that a U-Jjuncture is the empty interior of a sim-

L
ple closed curve whose n vertices are from IVT U vy },

n-l1 of whose sides are the linps of the usual L—marker, and
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whose nth side contdins the termlnal string. Since a U=~

.juncture is enmpty, exactly two deaCPnt members of Vg,

U-units, are among the vertices of the curve bounding it.

In fact a U-juncture is Just a minimal area bounded by the

1ines of an L-marker. The four defined by (7) are (left to

right) the interiors of:
(8) (i) «ABp
(11) pEBECY
(1ii) YCD
(iv) ¢ﬁ¥DE
The exterior of the iarge triangle %AE is not a U-juncture,
becaﬁse it is not the interilor of anythiﬁg. The interior of

KAE 1s not'é U-3juncture, because it is not empty. Notice

that every consecutive pair (i, i¥l) of terminal elements

1, 2,..., n determines a segment 1 i+l which is one side of

the curve bounding a different U-juncture: In (8), &B, BC,
C5, TF (the only roman letters in each example) are sides of
(i), (ii), (iii), and (iv), respectively, and only them, Te€-
spectively. Notice also that there is no U-juncture to the
left of A or to the right of B. (sinee U is‘a (prime) termi-
pal element, there are 1o f-junctures--phrasal nodes are not
tefminal. Prosodic units, too, do not come with U-junctures.)
we might ask if there can exist a pair of consecutive

mmits (Ui’ Ui+l) such that no curve coptaining them bounds a

- U-juncture. It is very convenient to say that- there can, and

that rules at level L will pot involve both Ui and Ui+1 in

such circumstances. Uy and Uy g will then meet at the

s
£
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Mabnormal" junoture which I alluded to.

I wil) often have occasion below to gpeak looselj of the
’U—Juncture “betveen" Ui and Uikl; or of application "acrosv"
U—juncture. '

Let me restrict my attention to high-level phonological
and morphological rules. (By "high-level morphology" I under-
stand local morphological alternations conditioned by factors
‘in the sigﬁal at 1argef Examples will come up.) Here L is S,
syntactic strucﬁure atvthe iéﬁel of the sentence; our ﬁrees
>are standard phrase markers, Thus we'fe talking about
, W»lggpuures, 51nce words are the prime termlnal elements here.

Let us assume that the rules in question require tno |
présence of normal w-junctures. If any constant terms of

the stzuctural d@scrjption of such a rule are satlsfled by
material belonging to two consecutlve membera of VT not on
the curve bounding any one w-juncture, the rule will block.
VAn_"abnormal" juncture, then, cannot be breached by rule.

‘The first case I want to consider is the English a/an
alterhation. First, though, I'm going to digress at length,

- delivering a number of slightly desultory remarks on sonme
problems connected with the rule responsible, revolving main-
1y around its proper form and direction. These will vlti-
mately turn out to be important to the larger discussion.

The first remark concerns the various forms, f{rom fhe tweifth
century to the oresent, of the synchronic rule évidently‘
behind this alternation.

Even in its modern form, the a/an rule is usually Sup—
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poSed to be taking-gg;to g,'and is also usually supposed to

1whave steadily genera]ized in applicablllty over the years. It

is true that an is found in progressively dlminiching numbers

of environments, but this is an entirely different thlng-from

~ saying thatisqmélrule isxappljing more. Actually writing a‘

rule representing in itself each of the séveral intermediate
Stages is not a pleasant business, as we shall see. I'd like
to suggest that these rules are in fact a good deal simpler
than they appear. Various independent processes, it turns
out, conspire to feed each a/an rule (or bleed it, depending
on its directionality--more on this below), éccounting in

large part for its apparent complexity, while the rule's his-

. torlical evolution consists mainly in coming to be couched in

terms of the feature (+syll1] instead of the feature Lfcbns] .
OE had no indefinite article until around 1150, when
the numeral &n 'one! began to discharge that office. In its
capacity as article, ég became “"proclitic and toneless" (OED)
while the numeral retained its length and wound up going
through the vowel shift. Preconsonantal a is found in mid-
lands dialects from the ﬁeginning, as soon as the non-numeri-
cal sense developed. Still, an occurs preconsonantally

through‘lBOO or so. An before [w] disapveared early, though

‘before Ly] (an yere, etc.) it remained until the fifteenth

century, sometimes even later.
(Q) 1611 Bible Acts vii 27 An eunuch of great au-

thority.

(Sﬁch an one is an isolated archaism, found very late.) Even
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after the fifteenth century, ggroccurs before unstressed

o
#ef

(10) 1e23 Llngard History of Eng 1and VI 219 An 0u—}

logiuvm on his talents.

(11) 1847 Tennyson The Princess i 149 4ll wild to
fouhd an University For ﬁaidens. ., |
Evidently there are still speakers who have an beforevLyﬁw};
OED records an before h (and possibly Lhl ), even begin-
ning a stressed syllable, as late as the eighteenth century:
gQ Qgg§g, an heifer. _
- (12) 1611 Bible Aggé vii 47 But Solomon bullt him an
‘ | house. | |
(lu) 1722 Pope Essay on lan iv 78 Nor in an hermitage
"set.
An before unstressed [h%] is rather hardy. An historic mo-

ment, én heretical proposal still have their utterers, al-

though most speakers, and nearly all American speakers (11a
say), have no an before [hl]. |

Thus we can bet on at least the following stages in the
history of the alternation. (To the left of each slash is
the pastfé envifonmént; to the right, the complementary one.

V = vowel, C = consonant, G =non-glottal glide.)

(1) ) ¢ /V,G D
(i1) ¢, w. /V,y,h
(i11) ¢, G / V, yaw, h

, ’ / . \
(iv) C, G, hv / V, yuw, hV
(v) C, G h /V
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We might, in a straightforward manner, attempt to write & rule

for each stage. In that case we would be committed to rules

(15) (i-v) below. (In order to avoid question-begging, 1 have

written first the environment of an zn —» a rule, then the en-

vironment of an a — an rule. Having them both to look at

"~ will come in handy later.)

(1) (i) .__ [+cons ]

- ¢ -syll
(ii) -cons
' (+back

. EN (LEET) A\
(i11) ( ~Soms)

. —back a(bUrstressJ 7 /
-syll fnlvh
: |<{gtlow 2 / 4—bac;c])
(iv) < —back)
: p-cons ' \\( [¢+stress]?”
bd,c

(v) __ [-synl

(i)t ___  {(-cons ]

-cons
: (ii)' -syll
— Y
<-back
-cons

- - -syll +high
: . (-back> tback
(1i1) ___ (thigh) L~ -stress

o -cons : +high‘ -
(iV) ¥ -syll « ( ¢#back ] ?
o ' : ( baCk)/ Y {-stress)

(v)' . [+syll]
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These are merely literal representations of the environments
~_more perspicuously~stated in (14), as the reader may verify'if

'She really wants to. What I have just done nicely obsbures,

I think, the real nature of these rules. Let us first consi-
der the variable operation of (15)(iv) before h. In most di-

alects [h] is somewhat lenited, at least, in exactly the en-

‘vironment V. It is very easy to suppose that initial h-de-

letion accompanies and feeds the a/an rule. Thus an will ap-
pear only to the extent that [h] disappears. It is an im-

portant fact, to my mind, that zn before (written, anyway) h

1s found especilally in'British c¢ialects, among exactly which

gfdeletion'has real documentation. In the dialects where

initial [h] is entirely gone, whether by deletion or relexi-

~calization, an is always present before orthographlc h; see

Sivertsen (1960), Orton and Dieth (1962). It is tempting to
make similar conjectures even about some of the writers con-

tributing to stage (iii): Initial [h] was always gone, so

an was always present. This last obviously requires re-

search.

To give an analogous exemple, speakers of some dialects

of Australian Ehglish regulariy and unilaterally palatalize

dentals before yod, intervening "boundaries"‘notwithétanding.

_ (More on this in Part IV.) Thus we hear:

(16) thi[3] yo-vo

a7 tho[g] vellow balloons
(18) fluen[¢] Yiddish

(19) my thirij‘urologist
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The unpaiataliZed versions are ungrammatical in connected
,spepch. However, the word and behaves strangely- '32[5]

- results only—optionally. It develops, of course, that [&znad]

alternates on a sporadic bavis withtan]. In the same way,

jus[c] X is found onlj as often as 1u[s] zpuy 51mp1y be-

cause [5Ast] altﬁrnates freply w1th Lfbs] I'm sugg@stlng

that sporadic h-deletion’ correlates with sporadic an in a

similar fashion. | B
It is a diéturbing thought that, in this otherwise

reasonable account, the morphoiqgical rule relating an and a

l mgspiipllpw the surely crudely phonetic rule of h-deletion.

This problem I'1ll remedy below.
" Hext, let us look at the problem of gn before [yawi.

_Why is an united appeal so different, even to the ear of

' : ¢
someone who does not speak this way, from *an unified

theory, still more from *an Yéstrzemskivfan,Vand<especially

from *an wén‘ton recipe? Before I znswer this guestion, I
would like to point out the curious fact that while many
spéakers of English have words whose initial segments are

(nyu-] (neurotic, Newtonian), end some have initial sequences

, ’
in (nyu-j] (new, neuron, Newton), there are no English words

in [nyv-], where V is not [u], or in [nw-].
My idea is that an ¢ 1s grammatical, where ¢ is a per-
missible initial sequence, to the extent that ;1%115 also a

permissible initial sequence. That this  should be so fol-

- lows from the theory.of Kahn (1976), together with the as-

Jqumptlon that a is the underlying form of the article, in
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the following way.

Lpt us start with the string a urologist [3yuwralaJist]

Kahn‘s system provides for this the syllabification shown in

'(20) avyx\:wrg.lajlist
- NN/ N[/ NI NNy
o (i e o 0

This happens by his rule II, a rathef general syllabification

convention.
II (a) CieveCy V== ClutiCiCyyyens c v
{ : <
where C, ....C_ is a member of the set of
1¢1 n
permissible initial clusters but Clci+l°"c
~1s not. o
(B) V€.l =V CrllCiCy e o€

N AN
0 x X 0
vhere Cl...Ci is a member of the set of per-
missible finzl clusters but Cl"°CiC 1 is not.

(An % at the end of a line signifies the absence of a syl-
labic association, in Kahn's notation.)

Now suppose wefd blindly inserted an n, by an agency So
far unelucidated: Lanyﬁwrélafistj. The domain of application
of Kahn's II is "the word" (Kahn,'p; 55); conceivably a pro-
clitic (see Part III) item begins a "word." Better still,

the status of the epenthetic n with respect to word edge is

not so clear. L&t us just assume that II can apply to it.
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To the extent, small or nil for most peopLe, that initial v

[ny ] is "pprmissible" (presumably at the surfdce), IIa gives

(21) 2Ny W Weeo
t \\r/
i o

‘If [ny-7 is not good, IIa does not allow urologist to appro—

priate an 1n1t1al n. By IIb we end up with

(22) @ ny Y Weoo
\/ \l/

B

“Kahn also has a rule III, applying only in "hormél—réﬁé ahd

faster speech":

111 In  -cons1C Gy [V ]

. -str
( \I -
LA
associate C and 61.

" This rule is designed to account for the ambisyllabicity of,

for instance, the g in money in reasonably un-deliberate

speech.
(R3) mAani e mADi
N/ \/ \!/\/
g ¢ _0’ o

From (21), then, III gives (24),
(24) e ny U Weeo
\/\\1y/
c 0

since the u is unstressed. (22) stays as it is. Now 1if we

2merely install a surface filter (25)

(25) *
[ /\
U’ X
to the effect that the n of an must be ambisyllabic, we auto-

matically reject (22), due ultimately to the fact that [ nyuw-]
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',is impermissible, and II will not apply; we reject *an ﬁhi-

fied, since 111 will not apply, and we reaect ¥an wén ton,
since IIa will not apply. Therpfore, it seems to me that we
can disﬁpnse with the tyﬁw] condition altogether, as it fol-
lows from the p0351bility of [nyuw-]. I am assuming, of
course, that Kahn's rules are applicable as ‘is from stage
(iii) on. |

I do seem to b@ pr@ulctlng that those who say &n urolo-

e

glgg in connpcted speech will bp qultp able to saj a urolorlcb
when speaking more deliberately—~say, across pause; this be-
cause ITI will fail. I do not know if this is so. Also, even
for those who have consistent initial [ny-], an urolo ist, |
etcg, will be thrown out for independent reasons, having to do
with the palatalization’of dentals before word-initial yod.‘ |
I discuss this in Part IV. | -

The new versions of (15) (i-v) are these.

(26) (1) ___ [ +cons] (i) [ -cons ]
N : -syll ‘—cons
(1) _ [/-—cons\ (1) [ -syll
\¢+back s <—back
-COons

(111) __ [-SYAT O (qi) [ —syll 1
. [—IOW : - ‘!’lOV« >

v -1 ot [ eyl ]

(v) [-syll ] (v)t [ +syil ]
It is easy to see, in this rendering, the progreséioh from an
alternation based on the feature fecons) to one based on the

feature [+sy11].. Fotlce, incidentally, that there are no
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grounds of simplicity on which to base a choice of under-
lying form, nor are there in (15). On thp other-hand, re-
call that my idea above,‘at 1east in the modern dialects (1v)
and (v), works only if a -ean.

Itd like to céll attention to the fact that (25) appears

tb bé‘éﬁﬁoi&ﬁiééii&wfégééfﬁﬁéwéii ég'd;wﬁiﬁﬁbdﬁvany help from

(26). This is because, according to II, n is never ambisyl-

1ablc In such 01rcumstanceo, vhile it alw ys'is before V. Un-

fortun¢ta1y, the g/an alternation still happpns ‘when there is

no possibility of syllabic association, as we will see below.
Nﬁvprthel@ss, we might -be ablp to get along with a rule of
optional n—inSQrtion stating merp]y

o |
(27) ¢ -—e=n/ al o — [+segl

dispensing with (26)(iv, v) completely, if we but on (25)
‘the cohstruction that syllabic n0n~a$sociation of n is out
only for reasons of syllable composition, i.e. only if the x
legislated against by (25) arises by Kahn's rules. As we

' shall see, the only kinds of extenugting circumstances al-
lowed involve extralinguistic interruptions of the signal,
which undoubtedly take place after (25) an?way. S0 now
nothing remzins of (26). .(25) is quite general and accounts
for the modern alternation a1l by itselfl, given 7). (©e7)
is the unmarked rule of external sandhi--"an may.occur before
something." Vhy even this much is necessary will soon be
clearer.

As we have seen and will see further, the problem of the
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underlying form of the article, not in itself an especially

‘ fasc1natinv question, interacts With weightler and mnore in«

teresting matters. I should mention that a small debatev

 (Hurford 1971, 1972 1974; Vennemann 1972, 1974) raged some

~ years ago on thls vnry topic, nurford chdmnioning undprlying

an and a synchronic recapitulatlon of dlachrony, Vennpmann

pushing for underlying g_and an inversion of the hlstorlcal

process. As noarly as I can make out, nothlng more thdn a

little bit suggestive is sald in these papers. Fach man
admirably points out the defects in the other's case. Ven-

‘nemann, for example, cites the generally earlier aéqﬁisition

of a as evidence for its lexicalization in that form, Hur-

ford sensibl& guestions the assumption that underlying forms

~are learned early and subsequently left alone. Vemmemann men-

tions the modern English construction a whole nother story as

indicating the underlying absence of the n. Hurford observes

“that this particular "false" division is completely idiosyn-

cratic and nonpreductive. Hurford and Vennemann force each
other to admit the incenclusivpness of the evidence from ME
false analysis, of which exasmples golng both ﬁays (an ewt .

a newt, a nadder , an adder, an otchpa notch, a napron » an

apron) exist. Hurford suggests that an p-deletion rule is

"g more economical and natural rule than a rule specifically
.1n%erting an fn}, which must, of course, be fully 'spelled
out! in features bj the rule." Vennemanh professes ignorance
of Hurford's conception of "naturalness," but observes that,

given Hurford's assumptions, a full spell-out of the n must
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be done somewnere, presumably in the 1exicon,‘r@nddring any

Jﬂeconomy“ illusory. Finally, Vepnemdnn notlces that th°'

a cnv1ronmpnt is larber, in number of vords, than the

an ___ environment, and thinks that this would force lexicall-

zation of a. Against this I might mention the example of 11-

aison in French (see Part III), where final consonants are

audible under very restricted phonological and syntactic cir—

~ cumstances; but the choice of the liaison consonant must

clearly be made on a word-by-word lexical basis. There is no
reason why underlying forms should not be set up on the -
strength of everyday but numerically comparatively scarce al-
tarnations.

I want to go on now and mention a few ;nterestins facts
which appear to lead again to the conclusion that n is inser-
ted. The notion w-juncture is essential here.

It is important to realize, first, that the a/an rule is
not.phénological., Obviously it applies only to the one word.
Further, it is not blocked by pause.

(28) (&) an...Eskimo Pie

(b) *a...Eskiwo Pie

(29)(a) *an...snorkel

(b) a...snorkel

" In fact, any kind of non-linguistic material, including

coughs, sneezes, hesitation noises, throat-clearings, etc.,

is permissible in place of the three dots in (28) and (29).

-~ Notice, in -the cases of the cough and the hesitation,
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(30) an-- L?g?g]-—Eskimo Pie

_”(31) a-- [3:]--snorkel

that if the rule were really strictly local, we would get a

before the [-syll] glottal stop and an before the'[+sy11]

schwa, Presumably all this is so because the rule is morpho-

logical, hence comparatively early, and immune to such last-

minute additions to the signal as pauses and other extralin-

guistic signs of physical and mental distress of various

sorts. With this in mind, consider the parenthetical.

(32) (3) #an--though I hate to
. (b) *an--though I hate to
(33)(a)r a--though I hate to
(v) ?a-~though I bate to

- .. (34)(a) *an--although I hate

(b) ?an--although I hate
(35) (2) a~--although T hate
(b) a--although I hate

Judgments are certainly delicate, but it is curious that

admit it--silly ideé

admit it-—-absurd idea

admit it--silly idea

admit it--absurd idea

to
to
to
to

- so good so often. Generally speaking,

admit it--silly idea
admit it--absurd idea
admit it--silly idea

admit it--absurd idea

fails. Yhether a

goes through, while an (parenthetical)

vowel or a consonant begins the parenthetical or’ the string

=

that resumes to the right of it doesn't seem to matter.

after an article, slightly precious to begin with will prob-

;ably agree that including avkind of resumptive article

"~ (38)" a--unless I'm mistaken--a really distinct im-

provement

L [l

(parenthetical) §

(The reader who finds all such examples, with a parenthetical
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‘improves their naturalness markedly. The point I'1l be making

_about the constituency of the parenthetieal is unchanged.)

Parentheticals like those in (32)-(35) definitely be-

long in the representations of the larger strings. What we

‘would like to see is a way of predicting this peculiar failure

of fhe a/an rule from some property of theirs. The pré—paren-

thetical pause“is irrelevant, as (28) and (28) show.
,(My'feeling about (55)(5) and (34) (b) is that sheer

pedantry is responsible for the temptation to make the long-

distance alternation, much like, say, the "proper" consistency

- of tenses throughout a discourse.)

I should first distinguish three or four classes of in-
terpolated ﬁaterialh only one of which I.will consistently re-
fer to as parentheticals, First are the well—kﬁown subja-
cency-transparent clauses, X say and the like (Erteschik -
1873):

(37 Vho did you say you were?

(38) *ho did you repeat you vere?

‘Note the inversion, the lack of pauses, and the smooth into-
nation, all of which assure us that this type of "parenthetl-

~cal" is firmly engaged in the surrounding syntactiq struc-

ture, though puzzling in familiar WéYS.
Second is the class of interpolated exclamations and
various other expressions of spontaneous emotion.

(38) --hey!--—

" (40) --what was that?--
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(41) --now cut that out ! ——

MThese have all the propertlos of interruptions. They nlche

(Ross 1972) absolutely anywhere, and have no semdntlc relation
at all to the host sentence,

(42) Four--quiet in backl--score and seven years ago..,

In place of guiet in back! we can again have things like

throat-clearings, coughs, and so forth, making it a virtual

~ certainty that interpolationsvlike these are last-minute per-

formance effects, having no structural relation at all to the

sentences they interrupt. In addition to their syntactic and -

~ semantic isolation, they also fail to block sentence phonolo-

gy involving things on either side,

! . .
(43) an--good lord, did you see that?--casy recipe

_unlike, and here I come to_the class of parentheticals I will

be considering, ’

(44) ®an, shall we say, easy recipe
Also compare (42) with (45):

(45) *Four, I think, score and seven years ago...
Again unlike insertions of the good lord type, these are se-
mantically related, in.obscure ways, to their surroundings.
Also, théy both come with a speciai intonational -contcur and

induce one on the'outside sentence,

. (46) This is, s you can see, oM example s ence.,

o

‘-—ﬂ
(47) This is--good lordl--an exsmple sentence.
(48) WW .
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'Goed lord!, on the other hand, Lerely interrupts the outer

contour.
Finally, the Mtpyen bparentheticals 28 you £an see, ete.,
often do not stang alone,
(49) *1 conjecture,
*Youll aprreciate,
#ie can say.
*Though.
It certainly looks like the syntax must register theip pre-
sence in some way, unlike the fairly trivial £00d lord cases,
The apprepriate derived structure is ap interesting prob-
lem.  As nearly as I can make out, there are no reasons what-
ever fop Supposing that the bparenthetical is‘dominated by any-

thing in particular in the surrounding phrase-marker. Rathep

than make scme arbitrary decision, I propose to Eive up en-

dependent of the rest of the sentence, sharing only its ter-

winal string with it.

(50) /////'ﬁ\\\\\\
DET S N

This has the advantage of predictipg root phenomepna in the
parenthetical, which are in fact observable (see Emonds
1974) ;¢
a-- [ don't you agree \ o very $mm Nt me
(51) don't forget noy f ~~VeTY important message

In addition, comma intonation (46) can now be given a struc-
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tural basis.
We might also think of calllng non~restrlct1v“ rela-

tive clauses parentheticals in this sense, thus accountlnv

for their familiar intonational prroperties, which are paral-

lel 1n every respect to thosn‘of the 1nterpolated clausns

we've been considering. Obvious qu still puzzlino con-
trasts like (52) versus (53)
(52) (=) The chutney which John gobbled
(b) The chutney thaﬁ thn gobﬁied
(54)(a) Th
(b) *The chutney, that John gobbled

D

chutney, which John gobbled

turn out to be explained as well. The parenthetical is a

i .
root S and cannot begin in a complementizer any more than

~any other root S.

(54) #That John gobbled the chutneyc
But WH-movement can apply in both the (a) examples.

Emonds (1974) has suggested that internal parentheticals
come by rule from sentence-final position. He wants to saﬁ
that (55) and (56) below are related by rule

(55) John blames fluoridation, 1 think.
| (56) John blames, I think, fluoridation.
because only then can he say that the parenthetical 1is at
some point a robt S (Emonds 1970). |

- (57) s

7N

ad .m
!

D
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This in turn he wants to say because root fransformatipns

actually do apply independently in the two clauses, as in (51)

and (58). | - |
(58) Does John blame fluoridatién, do yéu think?

This idea seems really guestionable, first because there are

all sorts of non-sentential parentheticals, like however, in

sum, without doubt, etec., which there 1s no special reason

for getting from somewhere else. Notice too the following
exanples. |

(59) John, however, blames fluoridation, I gather,

(60) *John blames fluoridation, however, I gather.

It ié also,intéresting that a varenthetical in an isolated
NP is cuite sensible, though there is no sentence for it to
have bean a right daughter of.

(61) & noun phrase, to take just one example, like this

B one

Generally, of course, moved constituents-show up in
sentences that also contain gaps vacated by them.

(62) *Where John.

(63) John.

Probably the biggest advantage of a no-movenment analy_
sis is the movemeﬁt rule 1t doesn't require. This rule seems
to be excluded by any reasonably confining theory of trans-
formations. Notice that deriving examples like (64)

(64) TEverybody's gloating over the fact that Alonzo

. blindly accepts Alix's facetious claim that John,

‘T think it is, arnd his sister blame fluoridation.

from a source like (57) involves violating nearly every con-
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,straint in the literature, whether one extraposes, in the

manner of :monds, and his sister blame fluoxlddtlon (d non-

constltuent), or intraposeb I Qﬁ;gg 1t is.

Finally, the problem of the constituency of the paren;
thpthdl with rpsnpct to its surroundings, concerning which,
as de as I Know, thPre are not even p1¢u51b111ty urguments,

is totally obviated. This issue, I should mention, is en-

tirply distinct from thp one about what sorts of constltu-

ents a parpnthptiCdl maj app@ar beuucpn') mhls is the
tniching" problem (Ross 1972) and it is unrelated.

Now if we assume that a 15 the underlying form of the
articln and that thprp is a rule of high-level morphology
on the order of (27), (27) will predictably fail if the seg-

- ment after the focus begins a parenthetical.

(65)

A B C D E
XABft does not bound a w-juncture, because it is not closed.
KABCﬂ Goes not bound a w-juncture, because it is not closed
either. Evpn if it Nere, its interilor would not be empty.
ﬁAPCDK’doas not bound a w—1uncture, because, even though it
is closed, its interior is not empty. In fact there is no
w~junctufe bounded by any curve cootaining A and B. 'Thus a

rule crueially involving terms analyzatle as A and B, e.g.
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(27), will not apply.

A second type of case is what is usually thought of as

to-cllticization.

(66)(a) ﬁho does John want t to speak?
(b) *Who does John wanna speak?
(67)(a) Who does John want to speak to t?

(b) “¥Who does John wanna speak to?

“As is well-known, to-cliticization (and hence the reduction

it feeds, for a smzll rnumber of verbs) is blocked across an

extraction site t. The rule looks maybe scmething like (68)

__(sée Bresnan 1871, Selkirk 1972):

(sa)-v Lyp to;&l: V to I va

ﬂctucllv, (68) is probablv a little muscular. We might
reasonably ask why it 1is necessary to ad1oin——"clit101za"—-to
on the left at all., The usual thought (Selkirk 1972) is that
a word ﬁelonging to a non-lexical category, e.g. to, may lose
its stress and eventually reduce‘only if it is a “syﬁtactic
dependent," rougnly equivalent to not being a phrase unto it-
self. (1 return to this belov.) Note, for instance, the be-
havior of the preposition to:

(69)(a) I'm talking ta you.

(b) *Who are you talking ta?
But alongside of sentences like (67)(b), there are also sen-
tences like (70), where to 1s presumably a1l that remains of
a verb phrase. 4 ‘
| (70) I don't wanna.

Hence it appears necessary to reattach to on the left, making
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it once again dependent. Following this operation, to may

lose its stress'and feducé, and want may suffer its familiar
phonological vagaries inte the bargain.

Notice, though, that to fails to be a '"syntactic de-

~pendent" precisely when something has been removed to the

right of it. I believe that this is actuaily the salient
feature of the phenomendn, and it falls easil& out of the
theory I'll elucidate directly. In any case, this exception
to one side for the moment, therets very little in the way of
saying simply that to can reduce anywhere.

vButlagain, (70) iéApuzzling-fitMismapkexception'to the
exception. After all, one can't say |

(71) *I don't intend ta.

“which is parallel in every respect. We are forced to admit

that want is exceptional. (68), incidentally, falsely denies
this--it does not distinguish (70) from (71).

Suppose we sald merely

(72) want to -+ wanna
as do Chomsky and Lasnik (to appear) (but see Postal and Pullum

1977). This minimal theory aprears to give &ll the right re-

sults without awkward readjunctions. It embodles the obser-

vation that the 1ist of contracting verbs is very short. Even

when to reduces, it is only want that undergoes segmental al-~

terations.

(7%) (a) I meant ta finish.
(b) *I menna finish.

There are hafta, gonna, but it 1s not so-clear to me that
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these are not lexicalized modals, as much as pust, will,

though there are some distributional differences. Still,

 supposing they aren't, I see nothing wrong with a pair of

rules like (72) producing them,

In my copinion, then, there is no to-cliticization. Thus

it is (72) that fails mysteriously in (66). (It's not so

clear, in fact, in what form cliticization rules are needed

at all. See Part IIIL.)

Given the now standard assumption that a trace is simply
pre-terminal vocabulary dominating no terminal material, this

blockage is not really mysterious.

(74) v
N

l -
v N

~want : to... A B c
¢pAE£5 does not bound a w-juncture, because its interior con-

talns J . dpﬂéx does not bound a w-juncture, because it is

not clcsed. There is no w-juncture bounded by any curve con-

teining both A and B. Therefore (72), whose two constant
terms are want and to, will fail precisely here,

~To instance a third rule,

(?55 Jonn jis} more fed up with his thesis than his

L's

committee {%%:} enthusiastic.

auxiliary contraction is of course possible in the first
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.clause, but not in the second. The literature on this phe-

,lnomﬂnon is large See Kivg (1¢70) , Bresnan (1971), Baker and

Brame (1972), Selklrk (1972), Lightfoot (1975) I assume,
following pretty much Selklrh (1974), that contraction of 1is
1s fea by the more gen@rél monosyllable ueutrpssing rule
(pp. 42 ff. ), whlch incidentally, is also respon51ble for
destressing to above.
(76) V-ev E—qtress] / [# \“[C ][( )Xﬁ(#)] z #1
i Condltlon x&#T U o e

What (768) is supposed to say is simple: A monosyllabic de—

~ pendent gets destxpssed. A "d*emncmnt;'L is a member of a non-

lexical category ([C Ke ] in (76)) which is immediately domi-

nated by a node also domlnating a menber of a lexical cate-

gory. A lexical category is, of ccurse, one participatiﬁg'iﬁ

the bar system and coming, in SPE theory (see introduction),
with flénking #'s. This lexical category, ln (78), is in

[(#)XﬁY(#)], providing the conditien, which ensures that no
phrase boundary intervenes, is satigfied,. Non-lexical cate-

gories are Just those which commonly destress and reduce in

ordinary speech: auxiliaries (will [1]), determiners (the

[321), prepositions (to [ta]), conjunections (er £r1), and
complementizers (that [dat]). These are quite:capable of
bearing stress;'but since stress regulres unreduced vowels,
the idea; doubtless correct; ié—to eondition reduction on
stresslessness by a rule like‘(76).. The kinds of things

accounted for by (76) are represented in (77) below. I in-

stance once again to.



- (77)(a) Hary spoke roughly ta 7énn.

~ (b) Hary spoke roughly ta thg three of them.

d(c) Mafy spoke rougHiyAta thg4Pgss§mgqﬁéddieé.

‘(d) #John was spoken roughly ta. |

(e) *John was spoken roughly ta bg Mé}y.
4 Note that the ndn-iexical categories, which we might,

foliowing Chomsky (1970), classify as ['§1 already have
tn9 pronerty tna,, by v1rtue of the very phrase «tructure of
English, they are dependents, occurr1n5 to thp left oi their

heads. (With respect to conjunctions, the one slightly adb#n

_ous case, I accept Ross' (1967) account, accoraing to which

X-CONJ-%, X an arbitrary category, has thp structuro (78). )

W N
- -/ \
CONJ
When, then, do they fail to be dependents? When ‘the head
has been removed, as in (77)(d,e), (71). But this we have
a way of dsaling with.
It seems to me that (76) says no more or less than (79).

(79) V-e [-stress] / [[ N] _C ][+segj

'According to (79), a monosyllabic non~lexical category de-

stressés before something. ‘The stress condition in (76), in-
c1dpntallj, seems to be unnecessary:

(80) Mary spoke roughly ta ne.

Now (79), a rule of high-level phonology, ought to pat-




tern with the a/an rule (27) and the wanna rule (72) with re-

spect to failure across abnormal junctures. AA '
" Recall (75). I assume that the pre-terminal debris of

the extracted (I use a neutral term; see Bresnan (1975), Chom-

sky (1977)) quantifier in (75) is present in the phrase mar-

" ker. The result is something like (81).

(81) 7 .
AUX/ >i\
e
A

|

is enthusiastic

Then is and enthusiastic abut no one w-juncture, and (79)

fails as desired. Similarly prepositlon-stranding facts like

- (171)(3,e).

Unlike the other hon-lexical categories,vgg does not
seem to show up only &as a left branch. There are examples
like (82), in which be occurs at séntehce edge.

(82) I think, therefore I am.

Here, of course, I'm is impossible, even if more phonologi-
cal material follows.

(83) *I think, therefore I'm. Descartes said that.

‘We might at first think that this 1s as predicted. There are,

' to my knowledge, exactly three ways that a juncture can es-

cape normality. They involve trace, perenthesis, and sen-

tencé edge, respectively.
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(84) ® o
/\
A B A B o A B

In all three cases, A and B abut no one w-juncture. The first

two have already been encountered. The third is herd to find

examples of in English, because the relevant rules afféct
non-lexical categories, always left branches. And unfortu-
nately, I don't believe that be is an exception. Be texist?
simply never reduces, any more than will tdesiret!, These
are surely verbs.

7

The desired examples do occur in French, however. See

. Part III.

Interesting support for this analysis of auxiliary con-
tractioh comes from sentences like the following.
~(85) *Johu's; I'm told, shattered by the news.
A theory stating si¢p1y that‘trace blocks auxiliary contrac-
tion has nothing to say abouf (85), where (one hores) no ex-
traction has happened. But if the moneosyllable destressing
rule (79), and hence auxiliary contraction, respects w-junc-

ture in the same way as the a/an rule (27), failure of (79)

across parenthesis will parallel that of (27).

(In both cases, I reiterate, the pre-parenthetical
pause 1is irrelevant: |
 (86) en...absurd idea

(67) John's...completely shattered
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These are perfectly decent, with no special limit on the

number of dots. Once again, all manner of sound effects,

" hemming, hawing, throat-clearing, and so forth--anything

without linguistic significance--are permissible during

the pauses of (86), (87). These presumably join the signal

" at the last minute and have no structural reflexes at all.)

It should also be true that, in general, destressing
by (79) fails before a parenthetical--not just when de-

stressing conditions contraction. This is also the case.

- . 0
(88) (a) *You {Eiﬁ%x}, I hope, explain that away.

(b) You [k#nl , I hope, explain that away.

-~

/

o ,
(c)‘ You (Eiin_j]}explain that away, I hope.

(88) () *I!mh[f?J . uncuestionably, wombat leash laws.
(b) I'm [férl,.unquestionably; wombat leash laws.
(e¢) I'm_[f?] wombat leash laws, unguestionably.
(90)(&) #]1 ran into Matthew, Mark, Luke, John, [nl,
surprisingly, Ralph, at the store.
(b) I ran into Matthew, Mark, Luke, John,l&ndl,
 surprisingly, Ralph, at the store. |
(¢) I ren into Matthew, Mark, Luke, John, [n]
'Ralph; surprisingly, at the stdre.
Thé'(a) Senteﬁées‘(df abtype noticed first by Bresnan (1971))
seem quite operable upon by (79) .

. Again, the wanna rule does not apply either, though ap-

“ plicable, when the verb ends a parenthetical or when to be-
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gins one:
(Ql)(a) ®*I'11 try, 1f you wanna give you the results
| | tomorrow. '
(b) #I wanna tell the truth one Scoop of vanilla

These are, of course, really terrible, even when a reason-

ably rapid delivery squeszes out all pauses.

The logically possible sixth case, blockage of the a/an

rule by extractlon, is contlngentlv impossitle by thp rules

of English: Fxtractlon of a nominal obv1ously cannot get
away with leaving an article behlnd ' |

7 I want to point out that the idea of normality of junc-
tur@ is qu1tp 1ndpnendent of ~anyone'! é idna of word boundarje

Suppose’we accept the theory of Selkirk (1e72), accor-

dlng to wnich a tracp consists of word boundaries. In this

sort of treatmant, the structural description of each rule

of trans—word~level phonology or morphology 1s wrltten so

~ as to permlt the prespnce of at most a 51ng19 # betmeen its

terms. Then it ﬁlll fail across trrce.

In connection with failure across parenthesis, we might
have the reascnable suspiclen that any 8, even 2 parentheti-
cal one, will be flanked by ##. This in fact already follows
from SPE conventions. o o

(92) a-—##although I hate to admit it##--

Thus the a/an rule, written

(93) a == an / __ (#) V

_obligingly fails where it ought to. The immediate objec-

tien is the existence of examples like the following.



(94) (a) a--idiot that I am-- \
~ (b) a--in my opinion, anyway-- ) totally unex-
(¢) a--amazingly--

- pected result

_We would have to say that all parenthesized‘strings, domina-~

ted by S or not, are flanked by ##.  Needless to say, this

‘has a certain alr of the ad hoe, although it could be true.

If we found another enmviromment where the rule failed, there

would be nothing in particular to stop us from putting ##

there too. The symbol ## has at this point descended to the

_level of diacritic, more or less without independeht function

or significance apart from saying, Tidis is a spot across which

rules are observed not to apply. A theory as weak as this

(which has no adherents, to my knowledge) is not easy to

prove wrong.

I think that the right question to ask here is whether a
language learner could be coﬁnted on)tg‘hayehgqns;stentkgxpo-
sure to sentences in which the three rules discussed in tnis
Part have not applied across trace or parenﬁhesis*—i.é.
whether one learns that each structural description contains

(#), an ordinary contextual term. The answer is evidently no.

Therefore it seems preferable to look for more general proper-

‘ties of these rules or the structures they apply to'from_

which their behavior in such uttérly marginal cases is pre-

~dictaeble. I'm saying that (#) is'not a contextual terp--

'.it simply has to be there. Yet a "boundary"'is an ltem of
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vocabulary which one can presumably refer to or not, as one
chobses, like any‘other'itém of vocabulary.
It is telling that there are no rules applyihg across

full stop. Yhy is it thaf there are no rules of discourse

~ phonology, affecting the last segment of a sentence under

' the influence of the the first segment of the next, or vice

versa? It follows from the théory I'm defending, since
there are no domination relations amgnglseqtenpes‘in a dis-
course. But even supposing we set up outermost sentence
boundaries ###, the absence of rules in whose structural
descriptions we referred to (###) would bdbe unexplained.

'Returnigg to the parenthetical issue, it is worth
pointing out examples like (95),

(95)(a) an I can't tell you

(b) an I don't know how silly idea .. =
. (¢) an it's incredible { |

in which the pre-nominal % contains a sentence, albeit of a

distinctly limited type.
(96) (a) *an I'm completely ignorant of
(b) #a John doesn't know J how silly idea

(c) #an I know

' The analysis we ought to give things like (95) presumabdbly
~looks like (97). | A

(97) an fi [§ I can't tell you how Ez-silly]:l] idea
The constituency relations of the embedded sentence are
slightly at issue. Several considerations go to show that

a structure like (97) is appropriate. The most obvious is
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‘that I can't tell you (how) 1s not a parenthetical.

" (98)(a) *a(n), I can't tell you, how silly idea
(b) *a(n), I can't tell you how, silly idea

(¢) a, youtll agree with me, silly idea

~_ Further, l can't tell you and how‘behave like a constituent,

moving (29)(b) and even appearing in the first place‘(c,d)
together. ’
(99) (a) I can't tell you how silly an idea
(b) #I can't tell you a how silly idea
(c¢) *an I canft tell you very silly idea
. (d) #an I can't tell you silly idea

We'd surely like to connect these possibilities with those

- for the normal matrix I can't tell you:

- (100)(a) I can't tell you how silly a pérson he is.
(v) #I can't tell you a how silly person he ié.
(¢) #I can't tell you really silly person he is.
(@) *I can't tell you silly ﬁerson he is.

The natural idea 1s to put how in the complemént of I can't

tell you in (99), just as in (100).

I can see very little reason for & boundary theorist to

say that ## does not sepafate an from the next word in (95).

However, (93) now gives (101):
(101)(a) *a I can't tell you _
(b) *a I don't know J'how silly idea

(e¢) *a it’s incredible

‘f;(27), by contrast, gives the good results, since an and the

next word abut a single w-juncture.



Even more telling are examples like (102).

(102) a what they call adult game

Agdin, what thev Cdll is no parpnthetlcal

(103) (a) *a, what they call, adult ganme
(b) a, what'!s the expression, adult game
The embédded sentence is‘surely inside the édjectivevphrase;
standing to adult more or less as do really, especially, etc,

In fact, the syntactic possibilities for what they call X

parallel those for the workaday matrix They call that X.
(104)(2) a what they call adult game |
(b) what they call an adult game
(¢) #a what they call game
(d) *a what they call varj adult game
v (e) what they call ‘a very adult game
(105) (a) They call that adult.
(b) They call that an adult game.
(¢) #They call that game.
(d) *They call that very adult gane.
(e) They éall that a very adult game.
We could account for this by embedding (e.g.) precisely (105)
(a) in the source for (104) (a) .
(108) a [ﬁ L§ they call what EE-adultll:lgame
the necessary derivation by WH-movement shows that the em-
bedded sentence 1is S, not just S, 2s is at least possible in
(97) . No WH-words are vowel-initial, But there are alwost
identical examples like (107)
(107) an as I guéss they call those things adult game
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where the vowel-initial complementizer shows up. We do not
have a.
The conclusion which this is helping us to draw is that

word boundaries are not only dispensible, but actually in-

correct.

With respect to auxiliary contraction through monosyl-

labic destressing, analogous examples suggest themselves,

v{ I can't tell you
(108) John's | I don't knaow o l how
\ it's absolutely incredible [
totally devastated. N
(109) John's what I%d éall peculiar.

Recall the behavior of true parentheticals. It aprears that

" no quantity of word boundaries blocKs these rules.

The parallel wanna examples unfortuﬁately elude construc-
tion. Of course, if every to clause is a sentence, the wanna
rule ihvolves terms on either side pf‘## every‘timé it ap~
plies. On the other hand, if every to clause is & sentence,
the deleted (or unfilled) subject should block the rule.
Probably it 1s better (in general, ndt just for my purposes)

to assume that to clauses are verb phrases, with interpreted-

jin subjects. Such an idea is not novel, occurring in various

connections to Emonds (1970), Schachter (1976), Lasnik and

Fiengo (1974), Brame (1978), Akmajian, Steele, and Wasow

(1e77), and Bresnan (1976) . In Bresnan (to appear) is a real-

‘1y thorough working-out of the various justifications and

consequences of this decision.
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_ Another type,of interesting phenomenon is represented in
(110) . |
(110) John shouted out an "I kndw}“r'
I know!™ is surely a noun here. But is it also a sentence?
That is, does the quotation have internal structure?

(111) .[N' [+ [ 05 Copo T e Ly [, know3 113131
I believe that the answer is no, even though the opposite
conclusion appears at first sightvto be useful against boun-
daries; in the same way as (107). ﬂevertheless, saying that
quotations have syntactic analyses on the same ordsr as the
ones we'td give normal sentences amounts to saying that a gram-
- mar is respohsiblevfor generating them, ﬁhereas; obviously,
any4kind of noise,_grammatical or not, English or not; human
or not, is possible in place of "I kuow!", which happens to be
human, Fnglish, and grammatical. If a grammar generated quo-
tations, it would be impossible to say

(112) X" is ungremmatical.
whére X'is in fact ungrammatical.'

Partee (1973), against this conclusion, points out that
the contents of guotations are accessitle to snaphora. An
‘example: | o | _ N |

(113) John said, "Italktoofaét," thereby convincing me

that‘hé_did. | .
Ifm‘not sﬁre Whaﬁ thisksﬁbws. 4Notér<llé)§

(114) John said, "Je parlons francaié," thereby_cohvin~

| cing me that he didn't.

‘Interpretation of the absent V'in,(llé) evidently reqﬁires
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| knowledge of matters outside the language, as it does in~ﬁore

famous (Hankamer and Sag 1976) examples like (115).

(115) Don't!

The interpretive processés'which give'senée to these kinds of

snntpnces certalnlj do not requlre somethino labelod v else-

where in the sentence or even in the dlSCOUrS in particulur’
not inside the quotes in (110). |
N The fact'is Fhat all trué grammatical rulés behave as if
guotations had no internél Sﬁfﬁctﬁre; - - ~
(116) (2) John can say "who!" in Gaa.
) (b) ="Who'" can John say in Gaa?
(ll?)(d) It seems "who! is the oﬁl&ﬂéhingbihﬁ”éaﬁwééf
in Gaa. |
,(b) "Who" seems to be the only thing John can, say
'in Gaa. |
In (116); "who" is not a WH-word, merely a noun phrase, and
hence isroff—limits to WH-movement. But rules which move noun
phrases around, regardless of their contents; are quite‘capa-
ble (117) of moving quotations.
4Note too examples like

: (118) John shouted out an "I know! I know!®

~ Here we still want to say that the quotation is a noun. It

begins in a vowel, so an appears for unaprlylng a. HNow
"I kpow!" and "I know!", if sentences, must be syntdctlcallj

independent, as much as any pair of sentences in a discourse.

: This.appears to conflict with thelr both being dominated by N.

Evidently we are forced to conclude that "1 knowl',L Knowi™n
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does not contain two adjacent sentences. Further, if

"I know!" were a syntactically independent sentence, like a

| pérénﬁhétical;‘théh’g should regularly appear, as before a

parenthetical, But in fact there is no distinction between
(118) and (110). There is'no'vowel—initial:quotation that
Wiil.ndt‘getygg. Jehn could shout out the entire péntafeuch
without 1ts blocking the a/an rule.

(119) John,'highly agitated, leaped to his feet and

' ’blurtéd‘out4aﬁ "In\thekbeginning..e“ h
leonise, in (120),

(120) "A" occurs before congonants.
if "dﬁ wéfe analyzed as a determjnpx, we'ld be forced to say

(121) “an" occurs before consonants.

which is undes1rable, dnd alSO untrue. Note that, because of

examples like (110), the theory that there is a Tquotation

boundary!" blocking high-level rules fails, Rather, the con-
tents of the quote.are extralinguistic., T%'11l return to this
matter in Part IV. | |

In the rest of éhis work I will consistently eschew the

use of bOUﬁdaTlFS. (The same d@c1 sion has recently been

- made, though for dlff@ront sorts of ‘ressons, bj uPlKirﬁ (to

appear).) Still, I will time and time &gain compare, with
PefPPPnCP to spocich problems, boundary solutlons and no-
bounaarj solut;ons. The running polnt of tnfso comnariqonu

will be ﬁhat boundaries are incapable, by their very nature,

~of dealing properly with the real generalizations. But the

theory that 1s capeble of dealing with the real generaliza-
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tions can also reproduce the past results of boundary the-

ory, with, it turns out, a more accurate fit to the facts.

It has not escaped my notice that evéry single one of
the rules discussed in this Part 1nvolves‘non—lexica1 cate—

gories. This has a natural explanation. I refer the reader

" to Part III below.
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APPENDIX TO PART I

Boundary Theory: History

- I'a like to makp a couple of remarks on the historical
: origins of boundary thpory, as it io not 1mmed1atply clpar
how linguists got into the habit of thinking of boundaries as
palpable, manipulable juncture elements.

ﬁBoundaries," in a sense that will become slightly clear-
er, were (first, to my knowledge, in Western traditions) re-
-_cognized by Prague Circle linguists. The best disquisition on
the subject iz found in Trubetzkoy (1939). The observations
in this book sre not really oriented towards theory; they con-
sist largely of a fairly harmless, though extenéive, cata-
logue of boundary phenomena 1in phonclogy, classified in the
i usual inéenious fashion. "...jede"Sprache...spezielle phono-
logische Mittel besitzt, die das Vorhundensein oder das
Nichtvorhandensein e@ner Satz-, Wort-, oder Morphemgrenze an
einem bestimmten Punkt des kontinuierlichen Schallstromes

signalisiert..." These Grenzsignale include all phenomena ac—

counted for by rules which, as rendered by post-SPE phonolo-
gists, have sentence, word, or morpheme boundaries in their
structural conditions--all phenomena which, to Trubetzkoy's
way of thlnﬂlng, perceptua;ly revezl the limits of these u- .
nits. "Sie diirfen wohl mit den Verkphrssignalpn in den
Stfqﬁen verglichen werden." The functional explanation is

every bit as bald as one begins to suspect: The reascn
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for the existence (e.g.) of the Greek spiritus asver or

English §, occurring only in word-initial and -final position

respectively, is the demarcztion of words.  And "die kowmbi-
" natorischen Varianten Fallophones] sind nicht biqﬂ kasuell

bedingt Naturphinomene, sondern teleologisch- bedingte Er-

scheinungen, die einen bestimmten Zweck haben uﬁd eine be-
stimmte Funktion susiiben. Diese Funktion besteht lmmer in
der Signalisierung der unmittelbaren Hachbarschaft eines

anderen Sprachelementes..." This we“n,ed not accept, and I

will have more to say about it'shortly.

(Trubetzkoy classifies Grenzsignale first as phonemische

or aphonemische. The former are digtinctive oppositions with

restricted privilege of occurrence (i.e. initial or final on-

1y); these would now be handled by conditions on word or mor-

pheme structure. With his customary unbelievable erudition,
Trubetzkoy notes that '"dies ist der Fall z. B. beil den aépir-
ierten Verschluplauten dés schottischen (gaelischen) Dialektes
der Insel Rarra, bei den aspirierten und bei den rekursiven
Konsonanten des Ostbengalischen, beil deh rekursiven Ver-
schluglauten und emphatiéchen—mouillierten Konsonanten des
Tschetschenischém.f.". The latter is edge-conditioned allo-
phony. "Im Obersorbischen wird der stimmlose gutturale Reibe-
laut x im Morphemanlaut als gutturale Affrikata kx...ge-
sprochen..."” Trubetzkoy includes stress in this classifica-

tion.

. (Grenzsignale also fall into Einzelsignale, like all the

examples above, or Gruppensignale--specizl combinations of
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elements occurring only at boundaries. The English clusters

' ' v < v , )
Bs, §z, s0, zf, cty, ¢cs, ss, etc, are examples of what Tru-

betzkoy has in mind. Finally, Grenzsignale may be positive,

"like all the examples already cited,; or negative, meaning that

they signal thé absence of a boundary. .“Im Efik kommen h und
r nur im Inlaut vor..." Vowel harmony phenomena go here as |
well. | | | |

(These three distinctions cross-classify, and Trubetz-
koy provides many examples. I go through this only to trans-
mit a feel for the vast range of phenomena Trubetzkoy consi-
ders.)

Trubetzkoy's picture of bouhdaries is rather healthy, in
my opinion. Since he has no notation, he’is noﬁ tempted to
use boundaries notationally, and it certainly does not occur
to him to make phonemes out of them. A boundary, in his
usage, is no more th&n the left or right edge of any meéning—
ful element, not any sort of formal object of whose proper-
ties one may legitimately speak. I imagine it is similar to,
say, the modern idea of discourse, which certainly exists as
a kind of coufluence of true formal objects, but which does
not, at least not so obviouslf, have non-trivial charactefis~

tics of its own that do not follow from those of the smaller

‘linguistic elements to which it owes its existence. This

point of view I find myself in agreement with. Trubetzkoy

- is merely observing that linguistic phenomena (if_noﬁ rules

vet) are in some sense limited to explicit domains of influ-
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ence, which he enumerates. (As we know, however, once
this unexcentionable “boundary"vgets itself symbolized by
rule-writers, the temptation to regard it.as a manipulable,
operable-upon element like the others becomes irfesistibie,)

However, the idea that these phenomena are so limited
merely in ordpr to demarcate the speech si gnal is a little
offensive, bpcausn it does not allew us to hope for interes-

ting and (teleolcogically speaking) arbitrary properties of

the rules behind them. On the subject of stress rules, for

instance, Trubetzkoy remargs that they "dienen nur zur Sig-
nalisierung der Néhe der Wortsrenze...“ He goes.on: "So-
weit der ‘gebundene Akzent? [erQlCtable stresq] eine VWort-
grenze angitt, hat er eigentlich nur im catzinnern einen

Simn. In einer Sprache, wo in jedem worte die letzte Silbe

betont und somit die Schlupsgrenze des Wortes angegeben ist,

"sollte elgentlich diese Endbetonung veim letzten Torte eines

satzes unterlassen werden, da in diesem Falle die Schlupg-
grenZe des VWortes ohnehin duféh die Sch]qﬁpauSe‘des Satzes
geniigend signalisiert ist. Dies 1st auch tatsichlich in
vielen Sprachen der Pall., HNach E. D. Polivanov soll inm
Koreanischen jedes Wort die Schlugsilbe betonen,.und‘nur das
letzte Wort im Satze betont die Anfangssilbé..." Following
thls reasoning; stress rules should also fail 1in words spo-
ken in isolatlon, in par@ntheols, or with list intonatlon.
Surely the facts he mentions &re themselves higher-order
‘boundary phenomena, to be accounted for by sentence-level

rules.
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I might also cite the obvious existence of example af-

‘ter example of bread-and-butter rules of external sandhi

which conspire to destroy Grenzsigmnale. French lizison, for

instance, which effectively inserts a word-final consonant
intervocalically, obliterates VV sequences which, left un-
molested, would beautifully mark word boundary. Quite rou-'

tinely, in fact, deletion and insertion rules at word edge

(there are examples in almost every Indo-European language)

make at least & half-nearted attempt to generalize word-

level phonotactics and syllable structure over the sentence.

 Still more striking is the fact that such effects, when rela-

ted to speed of utterance, occur during rapid delivery, when
decodability ;nd segmentability are presumably at a premium.,
I really doubt thatrany broad functional explahation for the
existence of boundary phenomena (let alcone their brOperties)‘
is going'to get off the ground. I do not offer any kind of
explanation myself, because in my opinion theré isn't one,

any more than there is an explanation for the existence of

transformations. I can at least conceive of a phylogenetic

“explanation for the integration of

both of-these into the linguistic faculties, but it would
surprise me to»find anything to explain why they enter dinto
contemporafy, already-evolved linguistic systems. (I do
haveleiplanations for the curious facts about boundary ef-
fects,which I mentioned; see Part IV.) |

Trubetzkoy himself mentions that "in Bezug auf die Ver-

wendung ‘der Grenzsignale sind die einzelnen Sprachen sehr

Lo
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verschieden. In den einen Sprache werden hauptséchlich

(odér sogar ausschligplich) die.MorphémgrenZen signalisiert,< o
ih.deﬁwandéren die Wortgrenzen.“ This corréSpbndé to'thé.
mundane observatioﬁ that some languagés have bﬁsier word-
level phonologies, while others have busier morphologies.

"Es gibt Sprachen, die nicht nur sehr wenig Grenzsignale

‘besitzen, sondern sie auch sehr selten verwenden, so dap

nur ein ganz unbedeutender Prozensatz aller Viort- (bezw.

Morphem-) grenzen in eimem zusammenhangenden Texte 'signal-
i;iert"sind. Zu solchen Sprachen gehdrt z. B. das Fran-

ngische,.das auf das Abgrenzen der VWorter (bezw. Korpheme)
im Satze sehr wenig Wert legt." 1In these passages Trubetz-
koy seems to be doing himself in. This kind of variability

in elaboration of Grenzsignale evidently conflicts with his

explanatioh for their existence, assuming (to adopt his idiom)
that one language needs to delimit its units as much as a-
nother. In my opinion Trubetzkoy ungerestimates (actually,
fails to consider) the contribution of the lexicon to segmen-
tation.

Juncture symbeols appeared in American structuralist work
zt about the same time as the Grundziige (Sapir and Swadesh

1939, Trager end Bloch 1941). The functionalist slant is of

‘course absent, but essentially similar phenomena are at issue:

Asymmetric distritution and allophony respecting unit edge.

The boundary symbol 1s just a way of notating the edge, which

‘Trubetzkoy did not find it necessary to do. But by the time

of Harris (1947) and Trager and Smith (1951) junctures had

v ety e o e s e v
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‘taken on a reallyﬁ@?ngerous theoretical status. 1 will eluci-
)date;}’ : P N o R , -
Harris sefsﬁup junCtures whenever he waﬁts to reduce pho-
neme inventories or to eipress parallel distritutions of sets
of phonemes. So, for instance, he observes (drawing frém
Trager and Bloch (1941)) the [ay] of minus and the [Ayl of
slyness, "distinguished chiefly by length and type of off-
glide,® dislikes the idea of both /ay/ and /Ay/,Aénd accor-
dingly sets up a juncture /-/ which can then be said tc con-
dition the @istinetion: n/ay/nus, g;/ay-/gggg. .Inﬁestiga—i.
,ting'further,“he noticé§ plfeyliful, gngylggl;J'eté., whose
paralléi distinction the same subterfuge will account for.
‘Likewise wholly different alternations,,é.g. the respective

1

~aspiration and nonrelease of the x in market and ¥hat a lari!

So far, so good: /-/ is just a way of writing the morpho-
‘logical edge, although we are not allowed to admit that yet:
"Qur arvangement 1s useful because it will later appear that
whenever the segment [k'] occurs thnere is a morphological
boundary following it (a boundary which also occurs at utfef—
~ance end), so that /-/ becomes a mark of that boundary."

| In fact "the great importance of jhnctures lies in the
fact that they can be so placed as to indicate various mor-
phblogical boundariesgﬂ (Harris is using the word junétggg'
to refer to his formwal conStructs, boundary to correspbnd
roughly to Trubetzkoyfs Grenze.) "For example, replacing

o, |
Swahili VCV by VCV#»is rarticularly useful because the V
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following 6 is regularly'the end of an independent morpho-
“logical element...” But "tnings do not always work out so
niéely. Ih German, we find [t 3 but not‘[d] before 74 (tbunt]
"group', [vort J 'word), whilé {td and [d] occur in identical
environments within utterances ([bundel 'in group!, Lbunté]
tcoloredt, [vorte] 'in word'). If we inseft #-after every
[t]land then group [t] and [d] into one phoneme, we would
find that we are writing # in_the middle of morphemes (e.g.
/d#ayl/ Teil 'part')} We could still phonemicize tt] as
/d#/, i.e. vse the /#/ to indicate that a preceding /d/ rep-
,resents.the segment [t], but many of the occurrences of this
/#/ would not correlate with morphological boundaries."

In this passage, amazing to modern ears, we realize
what lies within Harris! power. A Jjuncture, according to him,
is just a formal device to allow for simplification of pho-
neme inventories. It may or may not correspond to the po-
éition of any boundary, which at this stage of the énalysis
has not been discovered anyway. We might, in a whimsical
frame of mind, start by eliminating English /t/ and replacing
it with /d@/. "By the setting up of junctures, segments which
had'previously contrasted may now be associated togéther into
one phoneme, since they are complementary in resvect to the
juncture." Ve can now wriﬁe a rulertaking /d/ to [t] before
- /e/. The entire voiceless obstruent series can be eliminatedr
with the same juncture, which we might take as a point in its
bfavor. Given enough juncture symbols, in fact, we could easi-

ly make every English phoneme a positional variant of [9/.
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"The fact-that one phonemic juncture has been recognized;does
not preclude the recognition of additional independent phone-
" mpic junctures." | |

The reason that there is noﬁﬂing in particular to stop

such a laughable proliferation of ad hoc junctures is that

‘they are not identified with boundaries (in Harris' and Tru-
betzkoy's sense), i.e. edges, which are reassuringly exigu-
ous. Harris! method (or the more widespread practice 1t

mekes explicit) further discourages any such identification

because junctures have to be phonemes, while boundaries are

surely npt: -The environment of.a phoneme 1s defined as the

phdnemic elements on its left>and right. Junctures are also
phohemes in Trager end Smith (1951).

Putting the matter a little more strongly, it is not
entirely unreasonable to blame the introduction of this type
of string juncture symbol on the American structuralist method
- itself. Such symhols are necessary vyrecisely because of the
iﬁfléxibility of the bottom—ﬁp analyticél prdcedure. At the
level that they fifst appear, they are merely place-hclders
for the real "boundaries," which the linguist is betting will
show up at the ﬁigher levels; But given the ﬁosgibilities‘for
overzealous reduction which I mentioned, the linguist will
-sometimes be disavnpointed.

N H\(in a theofy’like miné,’however, which has ho juncture
elements, only an all-purpose symbol meaning 'edge of domain,!
these problems do not arise, because the edges are where they

are, not where we feel like putting them. All "boundary phe-



nomena" are direct reflections of constituency &t the vari-
ous levels of structure. Only as many sets of boundarj phe-
noména—~domain§_0f application--may exist as thére are f
levels.)

In SPEbtheory, the next major develcpment, junctuneé
and beundaries (btoth in Harris'! sense) are one and the same.
A juncture is no longer merely & symbol but a terminal‘element
of which one expects as much epistemoclegical significancevas
one does of any other element. The rationalist underpimnings
of the book force this identificatlion. But now that boun-
daries have formal existence in mental representation, it
seems reasonzble to want to manivulate them like the others;
hence the abuses 1 mentioned earlier. Boundariés are once
vagain diacritics, but now diacritics with psycﬁological,
reality.

The reason, incidentally, that houndary symbols are now
~used only in phonology is that they were imherited directly
from American structuralism, which of course had not recog-

nized the exactly parallel "boundary effects" in syntax.
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PART II
THE IRISH INITIAL MUTATIONS

As an extended second example of high-level morphology
and what I ?elievé_is generally true of it,’I want to discuss
the initial mutations of Modern Irish. What's meant 5y this
term is a series of rather spectacular alternations undergone
by the initial consonants 6f words, under certéin interesting
conditions. The rules responsible for the mutations have
properties and limitations which are remarkably similar, at a
certain depth of analysis, to those of tﬁe English rules of i
Pari 1. - "
| Sﬁecial thanks go to Ken Hale for suggestions and com-
ments on the Irish. | | |

The dialect I cite 1s "standard"™ Munster Irish through-
out, with the Qccasional Galwayism, though all dialects are
substantislly the same with respect to the mutations. General

information on the mutations is easily had; see, for instance,

de Rhaldraithe (195%), Dillon and b créinin (1961), Ostedal

(1962), Mhac an Fhailigh (1968). Initial mutations in some
form are in fact pan--Celtic phenomena, showing wvp in &ll of
the several languages of the Celtic group.

There are two major mutations, known among Celticists as

lenition (sometimes Maspiration") and nasalization (sometimes
~teclipsis"). By lenition, extremely roughly speaking; stops

- spirantize and spirants either turn to [hl or else delete.
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By pasalization, unvoiced consonants voice and voiced ones
nasalize. In the table below I've represented in detail the

effects of the two rules°

lenited gggaliéed

(1) »p p', P ph £, f bp bty b
b, t th h', h dt ar, 4
c kt, k ch ?,' x ge g, g
b bi, b bh v, w~ _ mb mt, ﬁ
d dt, d dh i ¢  nd n', n
g g's & gh ¥ me o op', 0
£ £, f fn  zero  bthf v, wA
s &, s sh ht, h
m nty, m mh v, W™

Irish consonants, written in Irish as in the first column,
come in (contrastive) palatalized and velarized varieties;
these are represented phonetically in the second column. I
use the aposirephe to indicaﬁe ralatalizaticn vhenever the re-
quired distinctions are not made by normal IPA symbols, which
is most of the time. In the third column are the written le-
nited consonants: Ch, C any written unlenited consonant.

Next are the pronunciations of the lenited palatalized and le-~
nited velarized consoﬁants, respectively. In the fifth colunn

are the written nasalized consonants; NC, where C is any

written unnasalized consonant and N is the spelling of the re-

sult of nasalizing the consonant C represents. Last are the

pronunciations of the nasalized paletalized and nasalized ve~

ke e T B R R R R T T R ———

e
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1arized'consbnants. [i*1is a voiced palaﬁal fricative; ([w"]
is a voiced bilabial frlcative with llp roundln

To a reagonable first approximdtlon, the rules behlnd
these alternations are (2) and (3). Though their phonologi-
cal detalls are not my prlmdrf concern here, it w111 be nice

to have concrete rules to refer to.

+cons +cont
~-vee -s0on

(2) (ekcor > ™ | -&cons / +L1 ___
+cont (eunit)

@ [ e vee 1/ N1

Notice that both rules have a dlstinctly morphologi-
cal smack to them: Their applicability turns on the prpsencev
in the precedihg'word of an abstract morphological feature

[f-L] or [+N], whose sole function is to exact the prorer mu-

‘tation from the following initial. No word is both [+L ] and

t+h!], although many are neither. I assume, then, that [+N]
implies {-L1, and L+L1 [-N1, and also that all words which do
not cause mutations are (ulL, ull 1. That is:

(4) &L 1 = [-aN]

| w1 = Cunl

A reasonable idea at this point is to reduce these to a single

‘binary-valued feature, [+IMI, such that [+IM] is equivalent to
[+ Lland [-IM] is equivalent to [+N]. The implications cor-

responding to'thoserin (4) now come automatically. Ve rewrite
(2) and (3) as n |

(2)' .../ CHIM] ___

(3 o/ L-IMT
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These features, as we will see,; are lexical properties of
words, mostly escaping generalization other than historical.
As further support for the morphological character of (&) -
and (3)', I observe that there is a éollection of more clear-
-1y morphological rules which rust follow. (I am assuming, of
course, some version of the autonomous morphology thesis: See
Aronoff (1876), but Carrier (1978), Aronoff (1978).)
An example. The homophonous possessive pronouns a 'hist?,
a ‘'theirt', and a 'hert! differ only in the mutations they
cauvse. | |
(5)(a) a thd this cow!
(b) a mbo  'their cow!
(¢) ; b§  ther cow!

(@) ©d fa cow!

=

A *hist is marked [+IMI], taking the following [b] to [w"].
ftheir!? is [-I}M1, taking the same [bl to [m]l. A therf has no
marking, and irduceés no mutation.

Now the preposition ag fat, by, of' together with a fol-
lowing a (eny of the three) surface as a lexically suprletive
form é. (The phonology which might produce this would have no
genera]ify whatsoever.) The rule is probably a "stupid" one,
' Similar, say, to the rules taking é le to ayu, in dem to im,
and want fo to wanna--saying no more than (6):

(6) ag a —= S
But é still behaves like three words with respvect to the mu-

tatiéns:
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(7)(a) 4 bhdé ‘this cow's!

(b) & mbd ‘'their cow'sft

(e)

The point is that, to avoid multiplying i's, the mutations

j XN

Vs
bo A'her cow'ist

must precede the disappearance of the three ats via (8).

Similarly, the posséssive pronoun mo [mal 'my' induces

lenition.

- (8) mo bhé fmy cow!
It also loses its carat before a noun beginning in a vowel.

(9) mtainm fmy name!

‘This elision, like similar rules in a great many languages
5 £E€35,

is limited to a small set of specifiers, and is not phonologi-
cal in nature. What happens, we might ask, tefore f?
- (10) (a) #mo fhear (ma g:rl
(b) m'fhear [mg:r J 'my husband!

(¢) fear [fz:r] 'a man!

The f lenites--deletes~-~by (2)', then elision.

It is reasonably easy to conclude from things like this

that the mutations are not phonological rules in the same spi-

rit as, for instance, French liaison or Italian raddovplamento,

for which see Part III.

Both lenition and nasalization had real vhonolegical con-

vdifioning in Common Celtic, the ancestor of the modern Celtic:

langvages. Lenition originally occurred zfter word-final vow-

els, nasalization after word-finzl nasals. But the idea of

" reconstructing these segments in the lexical representations

of the modern Irish words is a bad one. First, the attrition
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of Common Celtic endings was rather brutal, often wiping out
syllables or more. Tﬁerefore, for example, proposing a phono-
tactically reasonable underlying final =N/ for a word in -CJ
which causes'nasalization ﬁill entail, in most cases, supply-~
ing an entire underlying final syllatbtle -VI/ . It would have
to delete unconditionally: There are, to my knowledge, no

phonological reflexes of the lost endings apart from the muta-

- tions. A further misfortune for this line of thought is the

fact’that modern Irish words which actually do end in vowels
and nasals do ncot reliably cause anything in particular. lSup—
posing we wanted to make the mutatlons phonologicai rules; ve
would be forcgd to protect these with underlying finals which
also wound up deleting by special rules. This seems moderate-

ly artificial. Even on a pricri grounds, we can be sure-it's

- wrong. (These remarks are by way of defense of my abstract

treatment of the mutations, which, although tolerably natural
ahd ecasily the least involved, seems on principle to make cer-
tain phonolégists Rervous.)

The collection of phenomena generally referred to as the
mutations falls‘into two cl&sses, only one of which I am reai—

1y concerned with here. The distinction between the two, not

‘even recognized, to my knowledge, by any writer on the sub-

ject, 1is one I want to clearly draw. In the first, interes-
ting class, a mutation is clearly induced in sone %ay by the
word to fhe left of the affected one. (I will often speak of
Egggg as causing and unﬁergoing the mutations.)‘ Yo induces

lenition: This is indisputable, though so far without much

- amna pmas =a 3 b e—— Nt aa a - — | m e s e = -
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theoretical content; Words after gg always lenite, and
the same words unpréceded by mo (or any other knovn leni-
tion-inducer) do noﬁ. |
In the other class, it is not in my opinion profitabie A
to think of the mutatidn as having anything at 211 to do with
| the preceding word. Rather, it is part and parcel of the |
number-, gender-, case-, definiteness-, and tense-marking sys—v
tems., Nouns, for instance, when genitive, masculine, singu-
lar, and definite, show up with lenited initials.
- (11)(a) capall Shéamais
horse Sbamas-GEN-N-SG-DEF
tSeamas?! horset
(b) mac Sheiin
~ son Seén-GEN-M-SG-DEF
tSean's son! |
(¢) péca chéta ~ na mné
pocket coat-GEN-M-SG-DEF the woman-GEN

“tthe pocket of the woman'ts coat!

It would be a mistdke to imagine that the nouns capall, mag,
Eégg are in any sense induclng lenition, becéuse the same ef-
fect occurs when an article precedes the genitive noun.
| (12)(a) capall an fhir
horse the man-GEN-}-SG-DEF
(b) mac en bhiicéara
son the baker-GEN-Y-SG-DEF
(c¢) pdeca  an chdta

pocket the coat-GEN-M-SG-DEF
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Further, if we merely substitute an adjective for the pos-

- sessor noun, it remains intact:

(13)(a) capall mar
~ horse big
(b) mae dfomhaoin
son unemployed
(c) pgca beag
pocket small
Yet a following possessor still lenites:
(14) (a) capall'mér Shéamais
(b) mzc dfomhaoin Shefin
(é) pbca beag chdta na mnd

Notice tao that if the head noun is itself genitive, mascu-

~line, singular, and definite, the adjective lenites,

(15)(a) ceann an chapaiil mhéir
head the horse-GEN-M-SG-DEF big-GER-M-SG~-DEF
(b) dearthiir an mhic o dhfomhaoin
brother  the son-GEN-M-SG-DEF unemployed-GEN-
‘1-SG-DEF
(¢) téin an phéca bhig
béttom the pocket-~-GEN-M-SG-DEF Small—GEH—M—SG—
. prF | |
The proper conclusion is sufely that the allomorphy trig-
gered by the grammatical marking of the noun ((11), (12), (14),
(15)) or the adjective ((15)) includes mutation of its ini-

~tial, Just as it (often) does vowel ablaut and bhange in qua-

lity of final consonant.
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(18) (a) an mac (makl
| N _the son N
(p) an mnhic L[vik']
the son-GEN

The preceding word is irrelevant. To suggest,rasAinvestiga-
tors usually do, that lenition occurs "after” a'possessee
noun, or "after" a genitive article, and so on, is in my opin-
ion missing the point of the thing. This point is that the
bundle of features [+GEN, #+M, +5G, ¢+DEF] is morphologically

'signaled~by a lenited initial,.

This kind of treatment explains facts like the follow-
ing. édjectiges‘alsq_lenite when qualifying a noun which is

feminine, nominative, and singular, i.e. when marked that way

'themselves. This marking must have occurred, because adjec-

tive and noun agree morphologically in respects other than le- B

nition.
(17)(a) an bhean mhbr -
the woman-NON-F-SG big-NOK-F-SG
(b) na mna- ~ ndire
the woman-GEN-F-SG big-GEN-F-SG
(¢) na mné | 'méra
the women-NOM-F-PL big-NOM-F-PL
(&) bpa mban mér
- the women-GEN-F-PL big-GEN-F-PL

Multiple adjectives also lenite,>providing a few difficul-

' tles for a theory trying to make the immediately preceding

noun reéponsible, i.e. [+IMT1.
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(18) an bhean mhér shaibhir
| - rich
But a demonstrative, presumably not marked for_gender; num-
ber or case since not visibly inflected for them, does not le-—
nite.

; sin
(19) gnvbhean L#shin |

that
~ 'that woman!
Similarly, a prediéate adjective is eviéently inaécessible to

grammatical marking, taking the unmarked HNOM-M-SG form re-

"gardless of the préCeding noun phrase.

‘an bhean
an fear ]

na fir

the man

(20) Té lna 4 cliste.

the woman )

l the women smgrt
the men ’ ‘

The prediction is that lenition will also fail. It does. Com-

pare: )
‘ (21) Ta& an bhean ciiste.
'rbis thé woman Smart
'The woman ié smart.!
(22) T4 an bhean chliste saibhir.
| | rich o

 'The smart woman is rich.t
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(23) T4 an bheah chliste shaibhir brénach.
| | unhappy
'The smart rich woman is unhappy.!
(24) T4 an bhean chliste shaibhir bhrénach anseo.
here
'The_smaft rich unhappy woman is here.!
| ‘Similarly, instead of saying (Dillon and 0 Créinin 1961,
de Bhaldraithe 1953) that lenition occurs "after" a noun in
the duvual number,
(25) dahé mhuié mhéithe
“two pigs fat _ |
it is less misleadling to say that the bundle of features [-5G,
-PL], dual, gets inflectionally realized as a 1enited initial.
Notice, incidentally, that the dual noun itself, mhuic, suf-
 fers precisely the same mutation. This, of course, is what we
expect. Usually, however, it-is accounted for separateiy, by
saying that lenition occurs Mafter ggé," without which article
the dual is not found.

(26) #mhuic mhéithe

- ¥muic mhéithe
tfat pigs-DUAL!?

As a final objection‘to the iﬁea, I think probably based
on,historical‘considerations, that a mutation must be induced
by some other word, I observe that verbs, unprecéded by any-
thing in the normal VSO0 sentence; lenite spontaneously, with-
. out ﬁenefit of any possitle trigger to the 1ef£, as part of

the morﬁhological marking of the preterite, the past habitual,
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and the conditionzl. The bare verb stem, for instanée, visi-
~ble in the imperative, lenites to form the ﬁpersonal" preter-
ite. . _ | |
(27) B ag dul abhaile.
be at going home
'Go home. !
(28) Bn{  s{ ag dul abhaile.
~ be-PST she
tShe was golng home,!
(22) Cuir an leabhar anseo.
put the book here
-?Put the book here;f
(30) Chuir s{ an leabhar anseo.
put-PST |
tShe put the book here,!
Optionally present in some dialects is the verbal prefix do-,
also marking the preterite: do-chuir, etc. Qg} is entirely
absent in meny areas. It 1s important to show that; even
though historically responsible for the now morphologized le-
nition, do- 1s not [¢IM]. Note first that lenition in the pre-
terite is arealiy inyariant and obligatory, thpugh do- actual-T
ly occurs with great incoﬁsistency. Second, Xen Hale points
out to me that the (opti§na1) do~ now also occurs with the
"impersonal" (essentially passive) preterite, where lenition
does not. So, for instance,
- (31) (a) #*(Do-)cuir gf an leabhar anseo.

(v) (Do-)chuir s{ zan leabhar anseo.
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(32) (&) (Do-)cuireadh an leabhar anseo.
(b) %(Do—)chuirpadh an leabhar anseo.
1MThey" put the book here,! i.e. 'The book got
put here.!

In the future, we find the stem zdornmed with the future

~end ing °

(23) Cuirficéh s{ an leabhar anseo.
put-FUT '
tShe'll put the book here,!
Compare the habitual and conditional, which, in-addition to

taking special endings, also lenite,

(34) Chuireadh s{ an leabhar anseo,
putnPSTuﬂAB
~ tShe used to put the book here.!
(35) Chuirfeadh s{ an leabhar anseo.
put-COND
tShetd put the book here.!
This kind of example appears to present terminal difrfi-

culties for the theory that something must "cause" mutation a-

- ecross w-juncture. Rather, somewhat like strdng verb ablaut in

English or umlaut in German (marking tense and number respec-

tively), the once contextually-conditioned alternations, de-

‘tached from all segmental provocation by reason of its histor-

ical loss, have been reanalyzed as productive inflectional

- processes,

There are a good many examples of the preceding type in

Irish, involving clusters of grammatical features triggering
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one hutation or the other. I will not enumerate them here
(they are slightly beside the point), but content myself ﬁifh
noting their existencé. Nevertheless, we surely want (2)"and
(3) ¢ td be responsible at some level, because the alternations
are in every respect»identical to those induced by words of
the mo sort. I now turn to this probleﬁ.

Remaining is a very large residue of mutaﬁions not tracé;
able to the inflectional makeup of the word containing the mu-
téting segment. Mo, for instance, cooccﬁrs with lenition of
the following word absolutely regardléss of any markings it,
the follbwing word, may have received{ D

(36) fear M 'a man'

£
bo F 'a cow!

M . F
SG  m'fhear mo bhé
NOM |
~ PL mtfhir mo bha
SG mtfhir ro bhé
GEN ,
PL.  m'fhear mo bho

It strikes me as a really remarkable fact that evéry
single one of the words which we must concluvde are inducing
mutations across w-juncture is non-lexical. The possessive

_ pronouns, for instance, almost all induce one mutation or the

other. ,
(57) G . PL

1 mo [+IM] - &r [-IM ]

2 do [¢IM] bhur [-IM]

5 F a | a [-IN ]

M a ‘[+IM3..
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mo chapall &r geapall
do chapall - bhur gcapall
a capall a gecapall
a chapall

'my horse' tour horse!

tyour-SG horse! t!your-PL horse!
ther horse! 'their horse!
'his horse!
Clearly a small subgeneralization isAavéilable.in this in-
stance.
R : Apr] _
 (28) [UF ]—» (-1 ]
mIM
Among non-lexical 1ltems capable of bearing these features,
i.e. inflected nominal Specifiers, rlurality entails nasali-
zation and singularity lenition. A ‘her?, along-marked for
femininity, causes no nutation. We codld, of course, simpli-
Ty (38) a bit’by méking a LﬁIM]; the other possessives, in
any case, are simply [mIM].
The quantifier gon 'one' and the associated ordinal gégg
-ffirst' bath lenite:
(39) 2on chapali
(40) an chéad chapall

Seacht, acht, naoi, and deich, 'seven', teight', *ninet, t'tent

all nasalize the next word:
(41) seacht gcapaill
(48) acht geapaill

(43) naoi geapaill

L
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(44) deich gcapaill

Notice the plural gcapaill. Now tri, éhe;thfe, cliig, sb,
ithree', ffourt, 'fivé‘, tsix! ali lenite,

(45) tr{ chapall |

(46) cheithre chapall

(47) cfilg chapall

(48) sé chapall

Notice the singular chapall. The inescapable conclusion 1s

/ ‘ / / .
that aon, tri, cheithre, cuig, and s& are [mI¥, -PLJ], hence,

by (38), redundantly [+IMJ; seacht, acht, naoi, and deich are
[mI¥, +PL] and thus (-INMI. '

Other rnumerals, e.g. fiche, triocha, daichead, 'tﬁenty',
'thirty', 'forty', cause no mutation;
The nominative singular definite article, an, lenites
feminine nouns, but doeé nothing to maéculine ones. |
(492) an bho
(50) an fear
It appears we must 1list both an [+HOM, +F, ¢SG, +IM] and
an [+NOM, +¢M, ¢SG, uIM]. Similarly, the dative singular ar-
ticle, yet again an, is L[+DAT, 3G, -IM7:
(51) (a) capall ‘'a horse!
(b) bean ta woman'!
:(52)(a) an capall 'the horse-NO!
(v) ‘an bhean ‘'the woman-NOX?
(53) (a) ag an gcapali tat the horse-DAT!
(b) 1leis an mbean ‘'with the wéman—DAT'

Finally, the genitive plural article, prresumably [mIN ] and
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subject to (38), also nasalizes:
(54) (a) cosa na geapall 'the legs of the horsesmaﬁm-po
' "(b)l deirfidracha na mban 'the sisters of the wo-
| .men—GEN;PL' |
Note that, unlike the situation in examples such as (18) and

(24), in which mutation-by-grammatical-marking affects a noun

band all.like—infleéted hangers-on, here we do‘not‘get nasall-

’zation of anything more than the noun directly to the right of

pa.
#mhin\
(58) (a) cosa na geapall {”gggn,
white

"the legs of the white horsest

(b) deirfidracha na mban {*8$0iry
U cbir /

Just
3the sisters of the just woment
The degree modifiers an 'very! and £§ 'too', occurring
prewédjectivally, are [+IM].

(56) (2) maith 1g00d!

(b) beag 'small!?
(57) (a) an-mhaith 'very good!

(b) an-bheag fverj smallf
(58) (a) ré—mhaith }ﬁoo good?

" (b) rd-bheag 'too small!

Quite a few prepositions also induce lenition (assﬁming

. . [4
no covert cases in Irish), e.g. ar 'on', do 'to', & "from',

. ) ,
Lgiv‘through', gan 'without!, fa ‘under!'.
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>(59) ar bhé fon a cow'

(60) do Shedn 1'to Sean!

:~(61) 6 Cheimbridge 'from Cambriﬁge‘

(62) ir{ chorrach 'through a marsh?

(63) . gan bhé t'without a cow! |

(64) £4 chloich "under é stone!

The one preposition ﬁhich nasalizes is i fint,

(65) 1 mBoston 'in Boston!

Kany miscelléneous verbal particles induce a mutation to
their right. Pre-verbal nf 'NEG', mi 'if', and the °
caomplementizer a lenite:
| (68) Creideann sé €.

believe he it
fHe believes it.t
(67) N{ chreideann sé é:
NEG
 tHe doesn't believe it.!
(68) 14 chreideann sé &, t4 s& ar buile.
if _ , | is he on madness
’ 'If he believes it, he's crazy.' |
(69) 1Is bréag mheabhlach an scéal a chreideann sé.
- 1s lie mélicious the story that |
,'The,stor& that he believes is a malicious fabri-
cation.!
Hasalizing are {(e.g.) pre-verbal an 'Q', gé ¥if'y, mara ‘un-
“less', and the complementizer go: |

(70) An gcreideann sé &2
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'Does he believe 1t?!
(71) D4 gereideadn  sé &1
if believe-PST-SUBJUNC
tIf only he believed it!!
(72) Maré 'gcreideaﬁn sé é,Até sé_clisée.
unless i . is hé smart
tHe's smart i1f he doesn't believe it.,!
(73) Is iéd na _daoine gb gcréiﬁeanh sé a‘ scéai.
is they the people that - their story

| 1They're the ones whose story he believes.!
fhe copula induces lenition to its right ih fhe past and
conditional, which are homophonous in this cése. |
~ (74) Ba dhochtiir Miire.
is-PST/COND doctor
f¥aire was/would be a dector.?
Because just about anything can occur to the right of the cop-
ula, as opposed to most of the specifieps in the foregoing ex-
amples, the leniting copula is a particularly good illustra-
tion of the difference.between 1enition—by-sentence«morpholoa
gy and lenition-by~grammatical-marking. We can assume, for ’

inStance, that case-marking affects only [+N] items, i.e. the

‘pouns and adjectives. There is no case paradigm for, says

the possessive pronoums (37). (Recall (Z6).) This explains

‘ whvae'don't get things like

(75) *capall mhifhir

horse my wan-GEN
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'my husband!s horse!
(where mo would have to be marked [+ GEN, {M, +3G, ¢DEF], like
£ir), but rather | R o s
(76) capall m'fhir
‘Non-inflected items never mutate, when the mutation is aséoci-
ated with grammatical marking. But when it isn't,
(77) Ba shin é. | '
that it
tThat was/would be it! |

mutation regularly occurs. (Compare (77) with (18) above.)

 Drawing all this together, lenition and nasalization are
triggeréd by abstract features [+IN], [-IN], originating
either (a) in the preceding word or (b) in the ﬁutating word
itself. ' '

Vhen and only when the feature comes from the préceding

word, that wordvis ﬁon-lexical. |

'>We must fix up (2)' and (3)' & little, siﬁce they account
only for case (a); yet precisely the same alternatiomns (1), 1
repeat, are characteristic of case (b). A reasonable emenda-

tion, it seems to me, is as in (2)r, (8)n,

@ ./ [:I;]

OLIVE)
supplemented by (78): .’ | } o | } 
(78) [KIk] [uIM] — [uIM] (¢ 1M ' '

(2)" and (&)" mutate only a word bearing thp proper feature.}
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(I assume for now a normal feature percolation convention, -
whereby every segment of'a word markea L%F] is also marked
L+FJ ) This fea*ure may arise as a byoroauct of number, gen-
der, case, definiteness, and tense marking. A series of rTe-

dundancy rules marks words carrying certain bundles of fea~-

~ tures as either [+IM] or {-IM]. For instance, as we saw

above ((25)),
(79) [:f;i e [+1M]
dual marking entalils lenition.

(78) transfers a mutation feature from the preceding

word, provided it has one. It, the word on the left, must

lose its featn”e in the process- g_ creideunn, for example,

becomes go gc“vidﬁann, not %*ngo gereideann. I am assuming, of

course, that (78) precedes (2)" and (3)". As for the ordering

~of (78) with respect to redundancy rules like (79), we have

two choiées. The fact is that (78) applies only to markings

[4IK] which do not &arise by grammatical rules like (79), i.e.

only to thosé features which are associated from the start
with particular non-lexical items. Otherwise, we would get
(80) (a) #an bean shin
--(b) an bhean sin
the woman that
'that women!
(81)(&) *Cuir sh{ an leabhaf anseo.
(b) Chuir s{ an leabhar anseo.
put' she the book here
'She put the book here,!
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(82) (a) *¥T4 an capall séamais mhér
(b) T& an éhapall Shfamais mdr
is the horse SéamaseGEN big
'Seamas! horse is big.!?

and the like. We could order (78) before (79) (etc.). How-

~ever, this seems slightly suspicious to me, since I'3d like to

see grammatical marking preceding morphological rules like
(78). The alternative is to restrict (78) to non-lexical i-
tems, which are exactly the ones which have [£IM] not from

(79).

' K IM ' : -
(78 [’Zg 1 [uIl] -  [uIM]l [«IM]
I'11 accept this for the time being, thoﬁgh it turns out be-
lJow that we can simplify things a 1little. Right now, though,
I‘d like fo point out that a boundary—strength account of the
same facts is going to be inadeéuate. Suppose we recast (78)!
as (83): |
(83) [RIN] # [uiM] —&= [uIN] # [«I}é]

This rule requires ‘that [4IM] travel across a single word

boundary. Put this is not strong enough, as %*an bean # shin

and *cuir # shi point up.

Now (78)t is a high-level morphological rule. It ap-

plies across w-juncture. By its very nature, it applies only

across w-juncture: We have no reason yet to imagine that the

structural description of (78)' could ever be met word-inter-
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nally, i.e. that the featuré_LfIM] is less'than word-sized.
. Sée, however, below.}' ‘ _

By hypotheéis, (78) ' ought to behéve like other rules of
"high-level morphology, for instance the ones dlscussed in
- Part I, 1n the'characteristic réspécts. In fact it is trﬁe
that the mutations apply across pause. |
~ (84) Ea...dhochtfir {.
was doctor her

'She was...a déctor.'
Parentheticals, unfortunately; are lmpossible aftef ﬁon—;
lexical items, including all mutation-inducers.

(85) (a) *Ba, deir sé, dochtuir {.
(b) *Ba, dheir sé, dochtuir {.
(c) *Ba, deir s&, dhochtuir {.
'says he
'She was, he says, a doctor.! ,

On the other hand, a parenthetical is (slightly marginally)
possible after the heud of a genitive construction. Since,
according to the theory, the mutation of the possessor noun
is due to a word-internal feature,‘not one wnich travels a-
cross w-juncture by (78)', the preceding parenthetical shoﬁld
not affect it. This is true. To the extent that the paren-
thetical 1s syntactically natural, the genitive morpholpgy
is absolutely obligatory. | A |
| (86) snflim . gurbh € col ceathar, 5o

I-thought that-be-PST him first cousin or
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b'fheidir gaol elgin eile, shedin

- maybe relative some other Sean-GEN

u{ riogéin.
0 Réagan-GEH
'T thought he was a first cousin, or maybe some
other relative, of Sean 0 Reagan.!
| As for trace, examples in the reievant places are a 1lit-
tle hard to come by. I do have a couple of good omes, how-
ever, Recall that the pre-verbal ﬁarticlg gi YNEG' lenites:
(87) Déanann s{ _é sin.
does she it that
'She does that.!
(8g) n{ dnéanamn s{ € sin.
1She doesn't do that.'
Vhen ni precedes the copula, hovwever, the copula deletes.
(89) 1Is dochtiir {. |
tShe'!s a doctor.!
(90) (a) *n{ is dochtuir {.
(v) *N{ dhochtuir {.
(¢) WN{ dochtuir {.
tShe's not a doctor.!
Lenition is now impossible} Presumably, then, is left its

pre-terminal structure behind when it went:
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_ ,
ni dochtuir

et ' %
Now gi and dochtuir abut no one w-juncture, (78)!' fails, and

dochtﬁir is saved from lenition, as desired.

Note that a trace-as-word-boundary theory gives the

wrong results here. The prediciion of such a theory is that

only removal of words belonging to lexical categories will end

up producing extraction-site effects, since only they will

have

itenm

wild

sons

# on either side to leave behind. But here the deleted

is the copula, which is not lexical.

‘Non-lexicalness could, in principle, be something of a

card. In this case, however, we have independent rea-

not to think of the copula as a [+V] verb: Unlike a

verb, it is impossible alone, stressless ("proclitic"), and

in ﬁany circumstances'déletable altogether. The very'fact
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that ba induces & mutatlon makKes us want to-class it with the
unquestionably non-lexical items, which often do, rather than
| with the verbs, which never do. | |
The behavior of gi i1s no fluke. Tho interrogative an,
which nasalizes, affords pérallel examples,
(91) 2n bhfeiceann tu €& sin?
Q see You it that
'Do you see that?!
The copula also deletes after an, as after all other pIP—
verbal particles-
' (92) (a) *an is feirmeoir {2
(b) *An bhfeirmeoir {2
(c) An feirmeoir {9
'Is she a farmer?!
But now an no longer nasalizea.

There is a small list of such particles, The negative
interrogative hach,; to take a finzl ezample, also belongs on
it. MNach DanliZES.

(93) Nach mbeanndigh sé thu?

NEG-Q salute he you
'Doesn't he salute you?1?
(94) (a) *Nach is biicéir {2
(b) *Nach mbéicdir {0
(¢) Wach bdicdir {»
| 'Isn't she a baker?!
'We must make sure, incidentally, that when (78)'% fails

in cases like (94), the LfIMJ*wo:d loses its feature anyway.
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The reasoning is slightly involved. Note that npithpr n{ an,
nor nach could possibly be affectea by eithev of the mutatlons
I've mpntioned. However, therp ig one I haven't mpntioned |

also set off by the feature g-1M73: Before vowels, n appears.

.(95) ¢'—» n/ ___ [-IM]
E.g.? |
(96) Nach n-8lann td portar?
KEG-Q drink you porter
'Don't you drink porter?!
- Nete also: )
(97) (a) *Nach (n-)is Albanach é?-
(b) *Hach n-Albanach &?
(¢) Nach Albanach é?
'Isn't he a Scotsman?!
But now,recéll (92). YVhen (78)' falls across trace, we o
not end up with | , |
(98) #*N-an feirmeoir {2
which is what (95) would give unless we do something. We

could prop up (78)5 with a fairly trivial parenthesization:
o “INT
(78)n -N ([ul¥l) —= [uIN] [KIM ]
. L -V )

However, I prefer to think of facts like (98) as evidence that
the feature [+IM1 is not in fact word-sized, but rather seg-

‘ ment—sized, occurring at word edgé. An, for insténce, isAlis—
ted as (99), not (100). |
 (29) [en(-IN1]
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(100) [Ef?ME
()" and ()" beéome (2)7'1 and (3)''t, and (95) becomes
(95)1: o

SRy L./ [#INT

)y ../ [-I¥]

(95) 7 eee /[ [-INY _ _V

Notice now that (78)!' is completely superfluous, on the
assumption that the rules spelling out grammatical marking
place [+IM] at left word edge. By giving [+IM] stringwise
position, we avoid (98) into the bargain. The behavior of
(2)*5', (3)1¢1, and (95)' across w-juncture (i.e..when CeIM]
is not placeg by grammatical spell-out) still follows from
the same theory which prediéted the behavior of (78)'. The
fact that these rules do not breach w-juncture-if the word
on the left is 1exicél we can now account for by eqgulpping
only thé non-lexlical items as in (92). Lexical items never
have mutation features at their rigint edges; thus we do not
get (80), (81), (82).

The situation; then, is as follows. There are two pos;
sible positions of mutation-inducing featureé wlth respect
to the'iﬁitials they mutate: They end the preceding word, or
else they begin the same word. |

(101)(a)  [+IMIIL

) poema__ , |
Both of these cases are covered by (2)"5, (8)r1t) and (95)5,
which‘do npt even recognize the distinetion. However, just

in case (a), where the terms of the structural description
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turn out to correspéﬁd to factdrs on either éide of'a wajunc_
ture, the predictable juncture-effeets‘shOW»up.f 7
Now I'm suggesting that it's inappropriate to &rite these
rules with parenthesized boundaries. As it dévaloped; writing
S (102) oo/ [EIN] (B __
is actually wrong. But suppose it were right. Even then-it
would be undesirable, because the notation implies that paren-

thesizing some other configuration (say the strongest occur-

‘ring series) of boundaries would yield a possible output--one

in which the juncture effects are not in evidence. It also

implies that (2)t7', (3)''', and (95)' could differ from one

another with respect to their assoclated juncture effects.
These, I believe, are not the right implications.

It'm going to conclude, then, that the mutations are re-~

.spectful of w-juncture in the same way as the English rules of

the first Part. Also in the same way, they are triggered only
by non-lexical items. In the next Part Ifll have a little

more to say about this last matter.

e




103,

PART I1I |
SYNTACTIC CONDITIONING OF PHONOLOGICAL RULES

The English and Irish rules just discussedjbelong toc a
- much 1afgér class of'phonologiéal rules.thét'alldwra‘Eundle of
features on one side of & w-juncture to influence another on
the other. We may consider, assuming that thére are no boun-
daries, that these feéture bundles are adjacent in a quite
literal sense, and that tnerefore we're talking about a
zspecial class of local processes. bNow a given rule of this
class is either set off by some parﬁicular non-lexical item
or set of iteﬁs, as in the examples of Parts I and II, or
else it isn't, and the rule is lexically productive--also
a quite widespread phenomenon. |

Most often a rule of this last sort will not produce
sandni between just any two words, supposing the phonologi—
cal conditions on its apvplication to be right. This selec-
tive Tailure is the problem te which I'm going to'devote.this
Part. By way of explaining it, I cannot make the reasonable
~and somewhat.standard.assumﬁtion that some aspect of the in-
tervening juncture, expressed in the quality or cuantity of
" the terminal symbols separating‘tﬁe features involved, must
have something to do with the further conditions that we'll
evidently have to lay on the rule. - Even so,»I will constant-
| 1y be pointing out in what follows that sucn an assumption

is by its very nature incapable of dealing properly with the
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facts.

Let me make parenthetically a quick and somewhat trite‘
remark on the idea of terminélity. Any feature of pre—térmia-
nal syntactic structure can in principle be persuaded to in-
duce a special symbol @ in the terminal string, given appfo—
priate procedures for the positioning and interpretation of
@, We might contemplate doing this if, for example, we méde
up our minds that this aspect of pre—términal'structural in-
formation actually had to be made available to phonological
rules, and if we held that phonological rules referred only
"to terminal symbols. Still, this kind of expedient would not
be especially believable unless it could be demonstrated that
@ had indepen&ent business in the terminal string, as does,
for instance, #, in standard phonological theofy.} Selkirk
(1972, 1974) wants to do precisely this for French, where,
in her account (below), sandni fails only across double word
bbundary.

In spite of what we might think of @, the reality of
the information it carries, however graphiecally renresented,
is not really in question. We find such a symbol vaguely of-
fensive.dnly.because it is redundant and because ‘it blurs the
distinction between phonological and structural information,
otherwise nicely portrayed as terminal and pre-terminal in-
formétion. This distinction is the one actually at issue.

Is ittin.fact the truth that phonOlogical'fules have‘no pure-
1y syntactic conditioning?

I want to say here, to begin with, that some rules of
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fiselective" external sandhi ignore all independently ap-
parent terminal properties of the junctures they breachofi.e.
the propérties traditionally represented by phonological Boun—
‘daries—-in favor of certain pre-terminal onss. I exclude the
trivial sense in which @ is terminal; what I am really saying
is that sandhi is noﬁ always conditioned simply by phonologi-
cal features, and I want to present a theory of how I find it
is conditioned. The noticn w—juncture once more turns out
to be cruciélly apropos.

In a recent series of studies (Rogenberg 1975, 1976,
Kaisse 1977, Napoli and Nespor 1977, Clements, tb‘appear),
\‘the poinf has been repeatedly made that SPE-style word
boundaries can be as immaterial to phonolcgical rules oper-
étingvat gross phrasal levels as morphological boundaries
can be to rules operating at the level of the word, or as
both can be to rules operéting at thé level of the syllable
(see Kahn 1976). There is a Very real sense in which, for
eiample, a pair of segments feiated by'a phohological rule
are adjacent even though a morpheme edge may happen to in-
tprvpne. This in itself makes us bpgin to wonder in what /
sense a + boundary rppresentlng it actually ex1sts. (The |
‘accepted convention for this sort of case is, of course to
Aforgo writlng f inside a palr of parenthPSPS.) In a theory
vw1thout #, the same gops for spgmnnts at word pdgp Never-
theIESS, we must at some point correctly delineate the con-
' dltlons that hold of rules rplatlng them. Thn guestion of

'courso arisps, what do these cond1t10n° 1ook llle, anyway?
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"~ Surely we would like té say éomething interestingrand.falsi—
fiable about exabtly what sorts of information phbnological
rules are privy to.

In a very broad way, the key jdea involved in such ;on—
ditions is constituency. I'11l show below that precisely the
same idea is useful in a lot of other places in the grémmar.
Let us say, quite generally, that

(1) in a labeled bracketing 4 , & sequence A of elements

alaz...an such that |

(1) every ay is a (prime member of the same natural
class a of units (these units specified by uni-
versal grammar and presumably including the lexi-
‘cal and prosodic ones of Part I), and
(11) d,(A) = A, where |
(a) @a(x) d (Y) (?) ifyz ¥fs ¥ and ¥ non-null,

(b) 4,() = ay if §ea for any k, and
(o) 4,

is a ceonstituent & 1T and only if there is a well-

|

W

e (the null string) otherwise

formed labeled bracxeting @ = Le( Al.
We'll say that A is a & , and write %A).
The idea of (1) is not difficult, more or less the stan-

dard is a. It allows us to say that a sequence A of elements

alaz...a is a constituent purely by virtue of its being ulti«.
mately and pxhaus*1ve1y dominated by a node &. We find every
ay under K, ignore everything else, and can now sppak of each
ay and aj,) 8S being both adjacent and co-constltuent.

Say, for instance, we had a structure as in ().
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K\\\\\
ﬁ/ 1
a4 .-
i .
etoal az.-.
\‘-"‘-\/m"——/
A
Then A = 9$...al...] [g...az...]
d,(A)= A= a2 oy
o) :[&A]‘-‘-[d 8.1 ag ]

and we write g{alag),

(1) is probably quite a handy notion. The important
guestion being begged by it is the questicn, wnhat sorts of
labeled bracketings are there? Eqguivalently, what sorts of
nodes X are there? I imagine that the constituency predi-
cate given in (1) will have to be employed in some form by
phpnologiéél rules operating over any domain of linguistic
structure where £ is defined, where there are in fact nodes,

Note that the theory of levels (Part 1) becomes a special
case of (1), where € is from the set of levels L. That is,
(1) effectively aliows us to say that a rule R is an ¢g-level
rule, where  is any node, not just one at the root of a tree
at someilevel of representation. At most levels of rerresen-
tation, however, there is no distinction, since the trees are
fairly flat. The node at the root of the tree is labeled with
the same label as any other nodes that there might be. Phrase
structure, of course; is the notable exception, and it is in

the case of phrase structure that (1) is especially useful.
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A first example. In the work .of Kshn (1978), we can see
that this generalized notion of constituency is precisely the

relevant primitive. Kahn offers a powerful demonstration that

- syllable structure directly conditions rules of phonology.

In his account of the allophones of American English /t/, for
instance, Kahn shows that voiceless stops (including /t/) are
aspirated when syllable-inifial and noﬁ—syllable-final; that
/t/ is glottalized when non-syllable-initial and directly
following a non-consonant; and that /t/ is flapped when ambi-
syllabie, i.e. dominated by two adjacent nodes g-. In Kahn's

notation; the structural conditions of the rules distributing

this allophonic variation are (3), (4), and (5).

. -cont
(3) $stife v.c:l

RO

o

_ ' -cont
(4) [-cons] [+stiff v.C.

\\\/jﬁgf

o X

-cont

rstiff v.c. :
(5) [-cons] | orread glottis | [#5711]

gcor

N | 7

~ (An x at the end of a line excludes syllabic association. So,

for instance, the segment in (3) neither follows anytning in

_its syllable nor belongs to a preceding'syllable.) These are

equivalent to (3)', (4)', and (5)*.
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@G [IE??R voed ¥

' ' _ -cont :
(4)! QTX f-cons] [&qtl if v. c.] Y )

tcor
. - -cont
. _ +stiff v.c. Y )
(5) (G‘X [-cons] (0" ¢spread glottis ) ¥)
¢cor

In these examples, 818gec 8y of which constituency in the
sense of (1) is being predicated, are segments. X and Y are
variables, standing for any number of adjacent ai's,-and al-

lowing in this case for exhaustive analysis of syllables.

Thus we stipulate that stops must be syllable-initial in (5)'

by omitting a variable after the left parenthesis. & has

the value 6, the only label allowed nodes at this level of
representation. (See, however, Duncan (to abpgaf).)(?or

another example of € =6, see licCarthy (to appear).)

I draw the reader's attention to the fact that aj and
a4y DAY logically be separated by more than brackets. OSup-
pose a and b were mutually exclusive natural ‘classes. Then
d, would operate on, say, [alj Lbl] [b2] Lazl [b3], 1eaving

ala?, Tnere are, in fact, theories of discontinuous "non-

‘linear" phonology (Clements 1976, Vergnaud. 1377) in which

it 1s convenient to build word-internal trees over segments

belonging to the same natural class and 1in which segments aj
and a, above might end up being a constituent, as in (8):

(8) at
/\a

&” by B

b
1 2 2 3
bl
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For example,-Vernaud (1977 and to appear) makeé the fbl-'
lowing ingenious proposal (here'grossly simplified) for elimi-
' nating variazbles in Word—levei phionology. Let'evéry member/A
of 2 natural class g in a terminal string I= w -(i._e.v thé word)
be dominated by a nodegﬁ). Let the maximal sequence
(ﬁ)l(fiig,..(}()n in turn be dominated by 2 node (w,par.  Now
Vergnaud is in & position to define an apparently discontinu-

ous harmony process, for instance, over the node (w,M}.

(7). | (s fAY
| I N

Y ORI ) AP LTS

o
D
<
2

-
|

Py, e

Iuld) = Gy (pare )z

w7 Latn (Pre s 1
and we write ({v:,f«)(ﬂ}l (fwz (/4)5). In thiAs instance a has the
value M, since we want da(ak) to give the sequence
A R A S LY 2

In Nez Perce, to give a more concrete illustration (see
Aoki (1988), SPE (p. 377)), the diacritic featurse [+F1, origi-
nating from any Vi that happens to possess it, infects every
other Vj under (w,V?, whrere it consummates the complex alter-
pation characteristic of harmony in this language.

Cw, VY
| N
(V)] eoe dV)y ooe (Vg

c vV ...V ... Vv cC
° [+F] ©

R
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¢f has the value (w,V) and a has the value V. We can vwrite
the domain of the rule as below,.

(8) ( vV _Y)

X
(.W,V) [+F1

"This says merely that the $equence inside the parentheses

must be a (w,V7.

My point is that tree gebmetry conditibns phonolbgical
rules at»this level of structure precisely as it does at the
level of the syllable. 7

It now seems a fair bét that the nodés prbvidéd‘bﬁ phrase
structure could define the domains of higher-level rules in
analogous ways. One would be surprised and disappbinted if
they alone aw?ng nodes, broadly considered, could nbt.

I believe that they can., I do not wish to say, however,

~that any kind of syntacticAconditioning should necessarily be

written into the rules subject to it. Even if the junctures
involved could be characterized in terms of independently
necessary boundaries, it would be & mistake to put such a
characterization into the rules affecting the flanking seg-
ments. This is because guite often there is a list of rules
a1l subject to the same condition. (Selkirk, to appear.) In
Anlo—Ewe; for instance (Clements, to appear), there are (at
least) three tone sandhi rules, all of whose domains of arp-
plication are defined in terms of the same structural configu-
ratioﬁ. Pretty clearly, writing the same condition n times in

n rules amounts to admitting that its repeated occurrence is

an accident, whereas coming up with a way to factor it out

and predicate it of all n says that its repeated pcburrence is
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part of a lerger generaiization.

This pdint is in fact already a point against supposing
"that terminal juncture symbols, like word boundary, could be
the real factors conditioning selective sandhi; in any way at
all. Word boundaries obviéuslyvshow up in normal phcnological
| rules, because, in the standard theory, they're phonologicai
units. Fut then, if we let them condition high-level sandhi,
what stons us from referring to their presence re,eatédly and
identically in a list of rules? (See the French case, below.)
On the other hand, if the real conditioniug factors have ﬁo
do solely with pre-terminal.structural information, not much
heédsvexplaining,isince this Wé have no independent reason to
want to termi&ally encode. If phonological énd svntactic
conditions caunot be wixed, the syntactic conditions cannot
be specific to each phonological rule.

The' form of thiese conditions is simply that of the rules
we have already seen, taken to one remove of abstraction.

Let us imaginé & f-jundture J, f fromw the set of lexiczl unit
U (see Part I), whicﬁ a rule or list of rules at a level high-
er thaﬁ ¥ is going to relate features on either side of,

(To breééh4é morphological juncture,kforlinstance, we need at
‘least a word-level rule.) I'11 symbolize ¢ the two immediate
f—units, f frem the set of levels I, on elther sidé of J and
contéining at their far right and far left segments bearing

these features. Y is not necessarily the same as ¥: It
turns ocut (below) that we'd like, for instance, to be atle

"to set ¥ eqgual to T, though there is presumably no f-juncture
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as distinet from thé w-juncture,

| Now what we want to do is predicate constituency, in the
sense of (1), of strings containing g};by'&ay‘of constraint on
‘the rule or rules affecting them, Fof instancé:

@ xeex o
X and Y are variables, standing for any number of ¢-units. By
using the variables, T intend (9) to be an exhaustive analysis
of a k-sized string (k€L and higher than¥), i.e. it's a
~kélevei condition. “

“According to (9), £ & must be a €. Suppose K:=f (the

' s@t of 'pqhvr'asal An'c}dés [fgg]b, b2 0) and £ 2w. Then we'll in-
terpret (9) as saying that a pair of adjacent words must be a
syntactic constituent in order for some rule(s) to apply. As
It11 show below, (9) is now precisely what is needed for the
Hebrew case. | ‘

(Note that there is presumably no node ultimately domi-
nating segments separated by full stop. The theory is rpre-
dicting, then, correctly to my knowledge, that selective san-

dhl betvieen successive sentences in an utterance will not

exist.) C -
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THE FRENCH EXAMPLE

My first exémple is French liaison. The term liaisoﬁ re-
fers to the ﬁronunciation, under certaln syntactic cconditions,
of word-final consonants before word-initial vowels. The u-
sual assumpticn is that.underlying»final consonants délete
elsewhere--when a vowel does not follow or when the éyntactic
conditions are not met. It is these conditions which get
most of my attention below, and not the phonological rule they
govern. Surprisingly, though, the theory I'1l1 develop to
handle the former has a few interesting things to say‘about
the-formal nature of the latter.

The example of lieison is unfortunately not entirely
happy, because the proper'boundaries cf the phenoﬁenon are
riot so easy to discern through the sociological fluff which

surrounds it. Generally, the less casual the converszticn,

the more final consonants are audible. Usuually people who

think about it respond to this fact by speaking 'of "styles™ of
liaisoﬁ, all cof which a given French person is in command of
and chobses among depending on social context. Fouchéd (1959),
for example, precipitates a vast range of lisison phénonena

jntoe three discrete styles--la conversation courante (3tyle I),

1a conversaticn sérieuse et soipnée (Style II), and le

style soutenu (Style III), named in order of increasing number

of syntactic liaison contexts. (This classification is ac-

cepted by Selkirk (1972).) The set of liaison contexts char-
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aéteristic of style n is a proper subset of the set of liai-
son contexts characteristic 6f style n¢#¢l, which is to say that
. no increment in formality results in the loss of any liaisonn
context. On the contrary, a core of pan-Gallic, general-pur-
poée liaison is successivél& added to, ylelding the more rare-
fied styles. (Remember, though, that this effect is achieved,
in mostbaccounts, by allowing a rule of final consonant de-
letion to apply less frequently.)

Now speakers of each style have a certzin amount of lati-
tude in rendering it. TFor a given stylé k, liaiscon in a syn-
tactic context C is either obligatory, optional to various de-
'grees,bor-totally out of the question. Liaison in C may be
required or prohibited because it is required or prohibited
by all styles, i.e. by French; or it may be required or pro-
hitited because of the stipulated characﬁeristics of style k;
Now if 1iaison in C is merely allowed, with more or less en-
thusiasm, there always exists a higher style in vhich it is
~ obligatory and/or a lower style in which it is forbidden.

It would be entirely appropriate, once we'lve decided to i-
dealize discrete sﬁyles in which liaison is not optional, to
eliminate the remaining optionality in C by feplacing k with
k', like k save that liaison in C is prohibited, and by set-
_ting up & higher style k", like k' save that liaison in C is
obligaﬁory. However, in view of the fact that infinitely
many styles would be reguired to eliminate optionality in all
. contexts, it would also be absurd. But now we begin to won-

der about the idealization to the first three styles.
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I am not pushing for a squish, at least not a linguistic

one. Iy point is that any discrete StV]lSth trpatnent of 1i-

aison is unfair. There is a set of 11alson contpxt% whlch lt

s

would be un-French not to observe. Tnis set ("Style I") is
it s

the real 11nguistic nhenompnon, th@ common dennmlnator of

which is unconsc1ously known in thp form of a rule (to b@

T T

breought to consciousness below)'by every speaker. In addition

to this plece of knowledge, every speaker is also aware of a

Neriesmaa’

ertain gsocial pressure to make more liaison in stuffier so-

cial contexts. To what extent and how consistently it is ac-
tually performed depends mainly on the speaker. There is some
absorption through rnormative institutions (e.g. the schools)

of ideas about "correct" liaison in the formal styles. 8o,

for 1nqtance, Gducated speaxers may have. bpen PXDllCltly

taught that for poptrf redalng and such events, 1ia1son 1s;

Wgarerre- wmm

suppoerd to bp made bofore a post nomlnal chQCthP’ _des

w——.

idée[z] absurdes. This "rnle" is very much llk a rulo of -

spelling. Both are explicitly taught to some fraction of the
populstion; both may or may not be learned, or if learned

remembered or if remembered observed; and both have zero

rp——— A

1in5u18blc significance.

Llalson, however, 1s not fortunate to han a well- estdb-

~lished, consultable norm,Adoing for it what the dicti@nary

does for svelling. Conseqguently it is the case that there is
almost no agreement about the facts of liaison in non~conver-
sational styles. Beyond such simple cases as tne post--nomi-

al adjective, very few people have much idea about where to




117

put their liaison, siﬁpiy because‘there'are no real, produc-
tive rules. They know, "I'm supposed to be making more liai-
son," and they know this with more certaiﬁty as the situation
gains in fofmality. Some socially consciocus spezkers develop
thelr own elaborate routines for non-conversational liaison;
which they may stick to quite consistently; but seldom do they

have genuine intuitions extending to unusuval syntactic con-

texts, and their routines are strictly their own. I mention
as an analogue the amazingly involved and varied private rou-
tines that many literate speakers of English have developed
for avoiding, or flaunting; sexist qhoic@s'of unmarked ans-
phoric pronouns. It is not cleaf in what sense this kind of
linguistic behavior, existing soiely for soclal reasons, rep-
resents something that is part of the 1anguagé. The fules re-
sponsible are far from trivial, but,’i would say, not interes-
‘ting to a linguist qua linguist. | | |
In sum, then, I think that the non-conversationzl styles,
to the extent that they exist, are‘artificia1 ahd hormative.
To ideélize to discrete styles is misleading, just as it is
misleading to say that there is a discrete style in Fnglish in
‘which'people don't use contractions, don't strand preposi-
tions, or don't palatalize final dentals (see Part IV).
Rather, the rule-governed compulsion to drop the final conso-
knaﬁt, cohtréct, stfénd;'and:palatalize isanriébly offsét by
the variably effective social senctions against it. Not
sharing this view are Fouché (1959), Selxirk (1972, 1974),

Rotenberg (1975, 1976), and Postal and Pullum (1977).
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I'm going to go on now and review what has been said a-
boﬁt the syhtactic conditioning of conversational liaison.

There is only one clear idea in the literature on this

subject. It enjoys wide cﬁr:ency and is, to my knowledge, un-

‘challenged in print. Due originally to Kilmer (1967), it is

accepted by-Schane (1968), Dell (1870), and Selkirk (1972):
(10) "...the phonological phencmena characteristic of
liaison'operate_when just one word boundary, #,
separates one vord from the next." (Selkirk,
p. 208.) .
These two words are spoken of as "being in a liaison context,"
This is an interesting, prowerful, and elegant theory,
worth examining closely. Let us ip factvexamine it closely.
The idea is that there is a rule oﬁ the order of (11): I.
temporarily simplify.
(M) c—=4¢/__#C
Suspending for the time being our opiricn of rules like this,
we should ask exactly where a singlé # is allowed to aprpear.
Recall, first of all, the SPE conventions on boundary place-
ment which I outlined in the introduction. Given these, we
ére in a position to find out in what syntactic circumstances
a sole #'m&y stand. Let us imagine a pair of adjacent words-
A and B. | |
1. Suppose A and B both belong to lexiecal categories;‘
Then A will be [# A #1and B will be-L# B #1. We have
(12) [# 4 #1...L04 B #1

where the dots stand for possible intervening brac<ets.
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There is no chance of redemption by the boundary-telescoping

convention BC II; two word boundaries permanently sepsrate A

~“from B.

. 2. ©Suppose A is non—iexical and B is lexical. Then A
is [Aland B is [# B #1. |
i. Now suppose A is dominated by some nod° d.that
does not also dominate B. Then we have:
(13) [#... [A1 #10# B #1
Once more r# separates A from B.
ii. If B 1s dominated by some node & not also domi-
ﬁating Ay, BC I gives '
(24) (Al ... LAL#B#]... 4]
- which BC II improves to
(15) [4) ... L#C B 1...4#1
'But'A must be dominated by sométhing,/a; as the pre-
ceding shows, any fi dominating A must also dominate
B if p's # is not going to avpear to the right of A}
(16) [p# o CATL# CBY... #1... #1
Put another way, a single # separates A and B if and
only if the first node dominating A dominates B.
This réiation between A and B is similar to the idea
of C-command (Reinhart 1978): A C-commands B 1f and
only if the flrbt branching node domlnﬁting A domi~
nates B. For convenience in the follow1ng, I will
invent a relation IC-commands (immediately C-com-
mands) . |

%, Suppose A 1s lexical and B is non-lexical. Then, by
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identicai reasoning, if and only if B IC-commands A, a
single # intervenes.

4. Suppose A and B are both non-lexical. Then A 1is
[Al and B is [B1.

| i. If A is dominated by a node &« nop dominating'B,

we have | |
(17) L # ... [A3#1... [B]

[
If any f8 dominates B without dominating A, another

- # appears before B. Therefore a single # separates
A and B if and only if B IC-commands A.
‘ii; Similarly, if B is dominated by a node f not
:'dominating A, one # intrudes between A and»B if and
only if A IC-commands B.
1ii. If some y immediately dominates both A and B,
(18) [ #LAILBI# ]
no #'s appear between them. Note that A and B IC-
éommand each othef.
what (10) says, thén, i5 that two adjacent words ars in a
1iaison context when and only when one, a non-lexical item,
IC-commands--is imﬁediately dominated by a node déminating-«
the other. Ve may now look and see if this is true.
I briefly survey tne basic liaison contexts. Final con-
»Sonants are neard between: |
(19)(a) a pre-nominal adjective and its noun
(b) a pre-adjecﬁival adverb and its adjective
(é) an auxiliary and its verb

(d) a copula and its object
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(e) a determiner and what follows
(f) a pronoun ("clitie") and what follows

(g) a preposition and what follows

(19)(a)' un grandﬁofang-oﬁtang‘
(b) v vraiment” idiot
(c)' ont” éte
(d)* est"absurde
(e)*‘ un” homme
(£) en"esf
(g)t en"été
I use without comment from now on the ligature """ to indi-

cate liaison, and the solidus "/" to indicate no liaison.

- 0ften, when it is irrelevant, I will indicate neither.

The first thing to notice is that the contexts in (19)

fall into two classes. (i) Thnere are words——prepbsitions,

‘determiners, and pronouns--which always maxke liaison. Tais

is to say that for a given preposition, article, or pronoun
of the form /XVC/, one always finds [XVC1 V, never [XV] V.
(There are highly significant exceptions, to which I return.)
(ii) In all the other cases, [XVC1 V alternates with pre-
vocalic [XVI V. (I assume that words which always éppear as
[XV]) in fact possess a final consonant at no level of repre-
sentation.)
(20)(&) un boh/et gros oigﬁon

(b) vraiment/idiot et ridicule
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e ? N
-~ (e) ont /astucieusement avoué
: ?
(d) est /absolument absurde
I put off discussion of the first class for a while. Pro-

visionally observe, however, before leaving the subject, that

- no syntactic generalization covering these cases is going to

be possible, or, for that matter, necessary: Ve could very

easily conclude that these words themselves are inducing the

thie liaison, much as Irish a 'his'!, as opposed to a t'her?',

induces lenition; and that (ii) the categories to whose right

1iaison unstoppably occurs are all non-lexical. (1) and (ii)

.are not unrelated.

~As for the second class, it seems obvious that the wofd
on the left Qggg nét ﬁélong to a non-lexical category. 1
wight approach an even stronger statement by noting that it is
not in the least clear that what I informally refer to as the
auxiliary and the copula must in fact be represehted in French
as belonging to formal categories distinct from V. See, on
this, Fmonds (to appear). The word on the right, aue to the
right-nuclear phrase structure of French, is (at least in the
simple examples in (19)) never non-lexical. Therefore it
seems to be a mistake to require, as the boundary theory does,

thét at least one of the words in a liaison coutext be non-

‘lexical.

(selkirk (1972) 1s quite alive to the problems posed by

(19) (a) and (b), on the assumption that adjectives and adverbs,

but not auxiliaries and copulas, belong to lexical cuategories,

"To deal with (b), it is assumed that adverbs are really non-
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lexical. To deal with (a), a thornier proﬁlem, a special
rule deletes a word boundary.

(It is 1ntorost1ng to observe the gPDPrdl pmllosophy
of stYlisticvliaison in this work. The idea is that (10) is

alwavs true, holds good for all styles (of which I am only

considering one). But the styles are obviously different,

Therefore the boundaries must be different. And in fact, to

give the good results, style-specific readjustment rules
work to insert and delete the respective wanted and unwanted

boundaries, starting with the basic installation given by

SPE conventions.

(One begins to fear for the content of (10).)

Now it is undeniable that one word IC-commands the other

1n dll cases.

won w3
N N
2 N £ A
N A
S |
A , A
(C)" | /‘7\“ (d)" /{'r\;
AUX Y -~ COP é
4 A
|
A

' But note that, in these simplest of examples, the two words

also C-command each other, and each C-commands only the other,

~which is mérelj an involved way of saying that the two of

them exhaust some constituent. We might easily entertaln sus-



124

picicns that these facts are #rying‘to tell us that somethingb
1ikem(21) is actually governing liaison. |

(él) X (f W ﬁ ) Y
(21), a condition on_senteﬁce—level rules, says simply that
the two phonological domains flanking the w-juncture across

bwhich a rule might apply must be a constituent unto them-
selves,

To say, as we are now doing, that a“iiaison consonant
is heard}at the end of a word if and only if (phonologiéal
conditions being favorable) it and the next are a constitu-

'ent.is, however, too strong. What if, in (19)(a)";(d)",‘we
try expandingfthe one expandable sister?

(22) (a) 7 () =
: ~ .\N : Z/ \A

=
A

<M

| (e) | . ///)’ﬁ‘\\\\ (@)

AUX v COP

=

(a)! un beau et gros“oignoen
\ e . s
- (b))t compleg?ent,'vralmentﬁaosurde
‘ 2 . ’
© (c)' ont /astucieusement avoue
5 ,
(d)' est /absolument absurde

What happens is that lialson feils only when the com-
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plexity is introduced on the right--i.e. when the word to the
rignt of the liaisoﬁ consonant does not end the-COnstituent.
Notlce, too, examples llke the following. ‘

(23) (a) un gros/et bel\"—é_f?"non __..5?@;;40.& ‘fuxm \ AN 30-“"“\
(b) Il est influent/avocat et leblslcateur a la fois.

(I assume Ross'! (1967) account of coordinate strumures, gCu-

[

i



-cdrding to which the conjunction and ﬁhe seqond éonjunct are
themselves a constituent. (See Part I.)) But:
“ (24)(a), un gros oignon
(b) un tred gr05~01gnon
(¢) un absolﬁment’incroyablement gros oignon
And | . |
(25) (a) trop/qu pas assez intelligent
(v) 4 la fgis trop/influent et vieux
" But:
(26) (a) trop absurde
(b)  vraiment trop“aﬁéurde o
(c) sans doute indéniablement trop absurde
In an exampld like (27), ‘
(27) Jean est tres intelligent et modeste.
“211aison appears before intalligpnt only if the bracgpt1nc is

f as in (27)1(a), mot (27)1 (D).

RV (27) (2) [tres 1nt@111gpn+] et modeste
. |
/ (v) 2 tres [intelligent et modestel

D

In the verd phrase, parallel effects obtain, though for
‘some reason they are never nearly as cleér-cut. Liaison be-
com=s & good dPal less ratural beforP a comolpx verbal comple-
ment. v
(28) (a) lous allons”atterrir.
(b)” ﬁous ailoné?/ééterrir 3 Paris dans un instant.
Thé‘theéry I'm going to stick with is formalized in (29).
- (29) X (f Yww) Z 7

(29) says only that the unit te the right of the w-juncturs
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breached by lizison must finish a constituent that also con-

talns the unlt to the 1eft of it. This handles evprythln»

I've mentioned. HOthF, ‘incident ally, that a boundary theory

predicts exactly the wrong results in (22) (a)'-(d)', and is

inCdDable of dlstinguishlpg (? ) from (24), (20) frcm (?6),

(27)t(a) from (27)'(d), or (¢8)(d) from (88)(b)

The rule of liazison subject to (29) must evidently be

something 1like (30).

(30) C —& [+unitl / v

e

In (30) I make use of two formal gimmicks to get the right

results. The first, the feature [y unitl, which oﬁposes all

units ([+unitl) to zero (L-unitl), is due to Morris Halle.
The second i; conventional elsewhere-case alpha-switching
(Kiparsky 1973): Every rule | '

(31) A - IXF]/ in some environment

actually abbreviates

(31)' A — }'[K}‘] / in some environment
[ﬂu 1/ elsewhere

Yhat I intend by (30), then, is that consonzuts become [-unit]

—-delete~—1in environments other than the specified one, 1.2,

before C or Zero, or before V if (29) is not met- too. The

-result, observe, is that the rule (30) saving 1iaison conso-

nants from deletion applies vacuously wnere the liaison conso-
nant actually surfaces. Spearxer intuition pv1dantly agrees

that som@thiﬂg seems to be "happening® in liaison environ-

" ments (i.e. not elsewnere), even though the audible consonant

presunably ascended straight from the deepest representations.
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(30), final consonant saving, is consistent with the freling

that deletion, not no deletion, is the unmarked case.
I think we would do well at this point to take quite

seriously the formal awkwardness of (30). Why is it that we

~are forced into such an oddly contorted solution? The reason

is twofold. (i) It turns out to be formally easy, given the

theory I'm working with, to describe the environment where
>

~.1iaison is heard. The environment where liaison is not heard

is best described simply as the complement of (29). (ii) Itve
assumed that iiaison'consonants start in the:deepest represen-
tations and are deléted wvherever they are not present on the
surface. From (i) and (ii) it follows that we must arrange

for deletion not to apply in the easy-to-describe liziscn con-

(1) I will not question. It is simply a fact, though a-

bout a theory I wish to maintain. (ii), however, is a ques-

~ticnable assumption. True, it has the weight of tradition be-

hind it. Nevertheless, there is a cuite competitive account

i

according to which liesison consonants are inserted: See

¢t

o set aside

m

Klauserburger (1974, 1978). I urge the reader
any accumulated theoretical brejudice and consider it. At
first glance it is difficult to imagine what sorts of empiri-

cal evidence there might be to distinguish the insertion the-

ory from the deletion theory. It does exist. Unfortunately,

the considerations adduced by Klausenburger, a natural genera-
tivist, are icdentical in spirit and anearly polnt-by-point to

those cited by Vennemann in favor of underlying a plus ap
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a —& 2an rule (recall Part I): 'devélopmental priority, fre-

qupncy oP occurrence of altprnatlng forms, ond so on. These

geem weak to me .
Note first that on the insertion theory we can simply
1nsnrt thp llalson consonant in thp 1laiSOD context (29)

The mechanics oP this 1nsortlon are fdirly tr1v1a1-—b351cally

an a —e an rule on a grander scale. Ve might imagine that

@aﬂh vord P whlch makes lialson has dssocidtpd With 1t a

lizison consonant I (nenceforth L-cons onant), just as a has

associated with it wnat amounts to a liaison consonant n.

So we might write:

(32) g L/¢ __V
This rule is subject to (298) in a straightforward way.

s a second end probebly less cquivocal exanple of the
mechanism I have in mind, consider the familiar problem,of
strong verb ablaut in English.

I'm simply going to assume that SPE’is wrong in trying
to push the strong verbs through various parts of the vowel
shift. I assume further that no inderendently necessary rule

or rules derives or derive sanz, wove, toox, etc. from sing,

weave, take, etc., and that no phonological generalization

Uniting the considerable range of alternations is even pos-
sible. (See, however, Halle 1977.) On the other hand, we
widently don't want to say that sang is merely suppletive

for singD; and so on, because we miss thereby the fairly good

- generalization that the verb stem, apart from the varying

vowel, is constant in the present, past, and also participial
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forms. In some fashion, then, vwe clearly want to make‘just
the vowel suppletive.
A nétural idea is to list, in the lexical entry‘for eaéh

verb, the alternating vowels, and to invent labels for them:

(38) [/sin/
vpst: Lal
' «: LA
ppl

“Baving done this for all the strong verbs, we can of course

write general morphological rules using the labels Vpst and

Vo .
ppl |
- (34) V - vpst / c.D

(35) VvV -& vppl / C_EN

Something along these lines seems necessary in this case; as
far as I can see. ©S&imilar examples of partial suppletion
wil] occur to the reader in the languages that she knows.
Here 1t is obviousiy absurd to say that the underlying form
/sig/ in any sense contains the alternating vowels L&, Al

Vhat Iftm suggésting is that the same kind of lexical

structure is appropriate for French. Fach word T which par-

ticipates in liaison has listed with it an associated liaiscn
conscnant, labeled L, which we can then insert by rule.,
- (28) /gro/
| L: Cz1 |
It is undesirable to list both /gro/ and /groz/ as free vari-

" ants, and then rule out /groz/ before a consonant, for the
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'same sort of reason that it is undesirable to list /sig/,‘
/sxy/, and /SAg/: VWe'd be losing the generalization that in

' every case the prevocalic form differs from the preconsonantal
one only in being one éonsonant 1oﬁger. Note that here, un-
like the English case just cited, it is not absurd to say that
the underlyiné f6rﬁ'/gfo/ also includes the finel /z/; but

it is not equivalent, since the good consequences (aﬁove and
below) of the insertion rule do not follow. In this respect
thé‘situation’is‘preéisély anélogousﬂté‘thé é/gg case of

Part I.

As a case intermeclate in lexical saturation between the
VEnglish _/an eypwole dnd thp Frpnch example 1 mlght mention B
the Classical Greek moveble consonants. I take no stand here
on whether these are inscrtod or deleted; my point is Just

hat thesp altprnutlons, Whllp not mprely sunnletive, are no@
phon@logical in nature either and must be lexically governed,
in spite of the fair number of morphemes involved.

There exists a small list, whose contenté vary slightly
depending on dialect, of morphemes of which pre#ocalic vari-
ants having Tinal nu.or 1gma (tvo of tnp three Lindl conso-
nants genefaliy'poééible in Greex) occcur. Thpg, mUbt qlmnly‘
'be learned: No phonological generalization picks out the
morphemes to which the ruie CaPTYln? out the alternntlon ap-
plies, nor is one to e expected. A true phorological gen-
eralization specifies the environment of the movable conso-

. nant»—némely, everywhere but}before another consonant, in-

ciuding sentence-finally. In this it differs from liaison.
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Also, there is no evidence that movability of sigma'or nu

is at all affected by censtituency.

Movable nu appears (1) after estf tist (Pqtin £13os

tthere is another!, £sti theds 'there is a god! Y3 (i1) after

the third person 51pgular in -e (élpgpn ekéinon 'h@ said

Sy, s

that', elege ;ggo the said a word'), and (i11) aftar most

ey

words in -si. -si genera]ly is or ends an inflectional mor-

phenp of one sort or another, marking (e.c.) the datlvp

plural (ﬁu.51n Plegpn 'he spokn to evprybody' pd si lego"

t] speak to everybody'), the locative (athe:ne:sin & san

_'they were at Athens', athé:ne:si_poleméﬁsin 'they fight at

. Athens?') or the third person plural (1égdﬁsin émof ffhey

speak to met, ;égousi;sof ‘they speak to you'); thus the

1ist of word fJ dl morphpmos in -si is actually smal].

Movable sigma occurs (1) after ex 'out of' (eks ago /

tout of the marxetplace', ek poleo:s tout of the city'), and

(11) after hofito: 'thus' (hofito:s epoiei 'he acted thus?,

. . A
houto: poiei 'ne acts thus').

For thie Greek case & series of lexical variants must

surely be listed in some way. This conclusion in itself

does not allow us to choose between an insertion account and

a deletion account of the relation between the variants.

- Formally speaxlng, the two are mprply rp tdtéments of cne

another; s complexity issue does not arise. In the same way,

note that the arrangement in (¥2) is neither simpler nor more

" complex than a deleticon rule operating on ad hoc underlying
consonants. Fairly patently, the necessary machirery is even

~ between deleticn and insertion.

SR
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However, the number of exceptions to the deletion rule
is absolutely enormous, and there is nothing un-French about

©.. . them: avec, tous, ceuf, six, gaz, baleine, mec, homme, auto-

bus, etc., etc. These‘words are neither'borrowed, odd-sound-

ing, mor eépecially recent additions to the language; They
possess no other exceptional features which might be cén—
strued as concomitant. They are never mistakenly subjected
to the laoss of their final consonants.

| If there is no deletion rule, of course, they are not
exceptions, any more than banana is an exception to the

g/gg ruie, We need not dezl with them by giving them nega-

: tive rule features or undeflying protective final schwas, as
ﬁave been dor:. On the contrary, it is the words which have
genuinﬁly movable finals that are excpptidnal.‘ I noted that

the proposed delptlon rule shows nc sign of losing its excep-
tlons. By contrast, the exceptional 1nsprtions are definitely
losing in both strength and numbers. Klausenburger notes
that "optional liaison" (on which more below)bis now heard
less than fifty npr ‘cent of the tlmp from many speakers, and
the L-consonants of many words are increasingly finding
younger speakers who do not recognize them at all: devant,
trop, ont, etc. '

Ancther important fact connpcted with L-consonants is
fheir syllabic membership. Lote first the related fact that
pause does nbt block liaisonﬁ

| - (87) (a) *Imel yeux
(b) (mez] yeux
(¢) *[mel...yeux
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If it were true merely that pause blocked liaison; (37) (c)

ought to be acceptable. The real generalization is that the

' L-consonant must begin a syllable. This is the well-known

enchalnement.

(38)(&) *[mez]...yeux
| (b) °[mpl...[7]y9ux |
(38) (b) is, surprisingly, not so bad. This too would be dif-
ficult to understand if liaison vaid no attention to pause.
It is Wronb, howovpr, to tnlnk that aJl final consonants must

begin syllables. The "exceptions™ to liaison survive quite

‘ well before pause.

(59) Avpc...(un) quoi?

Therefore the fact that L-consonznts must begin syllables is

not part of a largpr truth about French Sjllable Jtructure.

(I don't belleve that these pxcoptlons are to be blamed on

underlying final schwas, as in Dell (1970); but even if they
were, syllabification would undoubtedly t*né pldCP after
their disappearance.) Likewise, we could not do a general
resyllabification,.é la Kabn, of finals, whereby they would
end up tautosyllabic with the next vowel, and then condition
11ai$on on it:

(40) =Ave...[k]Jun quoi?
(1 ém assuming, of coufse, that one thing which‘does not admit
of lexical exceptions is 8y 11ab1f1cat10n. Howevar,'ovpn if we
could 1ist avec as an pxcpptlon to it, we mould be wrong. ‘A
normil pronunc1at30n of avec un cu01 has syllable-initial. [k].

On the other hand, once the theory has distinguished
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L-consonants, which are inserted, from run-of-the-mill finals,

whlcn are not, we are in,a p051t10n to do what we like with

the insprtnd consonants w1th rpspect to their syllablfloatlon,

Two possibllitlns occur to me. (i) We insert L actuwally at

- left word edge.

(41) d—-> L /@ v
(ii) We install a filter, much like the one we needed for an
in Part I. _
42 g
(42) 7
-:i-L X

For no vnrf good reason, I will choosp (42) and k ep

(22). I w11’ cortlnue to accept an insertion taesory of llalm

son in what 1ollowsL though it is not absolutely crucisl to my

own. It does, however, make things extremely simple. Note

that thne deletion theory, together with the assﬁmption that an.
L-consonant heard in one of the higher ¥styles" must be pre-
sent in &l] underlyihg representations, makbs for a good deal
of labor in getting ordinarj conversational French rid of it

entirely. Consider, for instance, the problem of post-neminal

liaisonk(des idées absgpdes). This{prqblem vanishes, on the
insevtioh a600unt: There simply is no L~consonant [z3 as~
sociated with the zero plural morpheme attached to nouns. - I
continue to assume that 1ts anllabll]tj in nighpr stylps 1s
strlctly artificial., A %peqlal insertion rule to cover it
seems entirely appropriate. |

This last fact raises an interesting qQuestion. Given

an insertion analysis, making liaison essentially morphopho-

e
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nemic, we might expect to find L-consonants associated with
morphemes, as in the Greek case, rather than with words.

= This nay actually be the right conclusion. SelKirk (1972)

AT,

catches 1ialson in thp act of ev1dently dpnlying word- intnrg

———— e bR

nally, across (in bounddry—thpo etic terms) What mubt b@ #,
w

‘as illustrated by the alternations [del~([dezl, (mwed~ [mez],

{sul«~ [suz] in the (derivational) prefixos dés-, més-, sous-:

(43) débloguer Qésasse mbler
dacroisor desinfecter
d@favorisor desorienter
mgfait , mésaventure }
m@comptp mésestimer
11 é intellngpnce
~souligner sousestimer
soeulever sous-alimente
soutenir sous-officier
(Selkirk's exeamples, p. 304.) Also across word-internal #,
o e e o
though the evidence seems remarkablv vea vit~ vivons,

dort ~ dormons, etc. (See Schane 1¢88.) Facts like these

N

call for an emendation of the deletion rule in (11): | -

(44) c-a¢/_m{

+ S
——
Q

But we need notldo-anything like this. The conclusion is
simply that the?units‘f which have zssocisted L-conscnants
are morphemes

Another kKind of éxample bearing on the same issue is
the adverd in —Eggg. ‘Some'speakers pfonéunce the [t] in
liaisoﬁ contexts; others have [m3] everywhere. But there
are no speakers wWho say, €.8., Qgphable[mﬁt ] V, but

7 .
specis

lefmay V. If L-consonants were ass Oﬂlatpa Nlth words,
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we might expect variation like this.
To press the same point 2 little, note that liaison
does not apply across zero, i.e. no "boundary.® Suppose we

accept a deletion account. The relevant examples are then

piqton, actuﬁl, anostique, exiger, hebdomada*re.‘ Suppose we

accept an 1ngert10n accourt. The releVant CdepleS are nua;p

[ AR E RS,

~ -3 -
Saonn, naif, douane, crpance. Even though, in all ten cases,

a ayllablp br@ak prp umablf 1nt°rvpnps, we do not find CC

S ek R e L R e e s SRR

b@coming ﬁC by aplptlon or VV becomlng VCV bj insertlon. Oh'
the first theory, this state of affairs 1s slightly puz-

zling Since it follows frbm nothing in particulér, we must

dﬁploy specified bounaarles- (44). But on the secoﬁd’theofy, - E

it follows right away from the fact that a syllable 1s not a
unlt which can bp listed in the lexicon.
At this point I should remind the reader of th@ advan-

tages gained by freeing the abstracq structural conditioning

(29) from the nuts and bolts of the actual rule of liaison

(22). First, remember that the conditioning is purely syn-
tactic. (32) applies word-internally unconstrained by it.
Thus, writing éomething like
(45) ¢ -+ L/X( Yil__g,g)z £,2% £5° VX
crucially misrenresents the nature of the process, It is
simply not true that liaison zpplies only across w-juncture.
Second, there is no other way to subject a list of

rules to the same condition, at least without making its

) appearance in rule after rule look like some sort of amezing

accident. It is in fact repeatedly true (Selkirk, to appear)

e E T
i

T
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“that configuratiocnal sandhi. contexts have some generality.

For this reason we'd like to be able to factor the context
out of individual structural descriptions.

Somewhat unfortunately for my purposes, French does nbt,

desrite Selkirk (1972 and to appear), censtitute an illustra-

tion of this necessity. It is the case (Selkirk 1972) that
several processes other than lisison seem to apply in the

same context expr@ssed by (39) Howpver, on closer con51derd-
tion, 1t turns out that 11dlson simoply feeds them, in a quite
c'tz:'alghtfor'faqrdt manner, It is even unnecessary to have them
apply aéross w-juncture at all. I'm going to go into it here
because 1 thimk it's,an interesting viece 6f phonology. ‘

The second process to evidently respect (22) is nasaliza-

_tlon. Nasal vowpls in French appear before consonants or word

edge, €.g. bong bonto [b3, b)tPJ Na sal vownls oftpn part1c1—

pate in alternations with sequences of non-nasal vowel rlus

nasal consonant: bonheur, bonne Cbon@m, banid, %ritinp 2

nasalization rule to account for this sort of thing is a

traditionally dtt“?CthP idea (but see Tranel 1q77) The

rule looks something like (46).

(46) V I (;-a—nas] g

(48) allows us to purge underlying representations of all

nasal vowels, which is supposed to be an important econorical

’measure.

The case for an active rule, though not neceasarlly (46),'

seens strengthened by tne existence of facts like the follow=

g
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ing.

(47)(2) Clest un bE?3 copain.
' (b) Clest un bfan] ami.
(c) Est-ce bL3l ou est-ce mauveis?
(d) Clest br3i.
Although lexical correspondences could handle morphological
alternatioﬁs like
(e) bLIILé
(f) braniheur
they clearly are not-up to facts like those in (a)-(d),
which show that the context is infinitely variable. See Part
IvV. |
. The drift of (47) is that nusalization fails exactly
when it would delete a consonant that liaison inserts. Clear-
ly we want to say that the [n] of bon is an L-consonant. Note
(48). |
(48)(a) Clest un trés treés trés blind ami.
(b) Ce sera bL31 apres demain.
(c) Clest bng en eté.

~

To make this idea viork, however, we have to make /b3j/ tne

underlying form. Liaison produces [bInl, and what we are

forced to conclude is a rule of de-nasalization gives [bonl.
The'result, which seems guite desirable to me, is that de-
naéalizatien is sinply a kind of by-product of liaison. I
for one find I have no intuitions at all about what ought to
be the directionallity of rules like this. It seems to me

that no one should be especially astonished by a de-nasali-~
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zation rule, except when prepared by previous nasalization
accounts of the same facts., The rule takes the form (49).

' It is a wofd—lével.ruleu

(49) V = [-nas]‘/ [4nasl
(32) and (49) work together to produce the examples of (43)

as follows.

(47)1 (a) (b) (c) () (e) (£)
Underlying: Yo Y¥vo S V. v Vo
Liaison: o B DR
De-nasalization: | v v

o at o ~t

v C VNV vV A VIV v C

(a) (b33 ¢ word edge, preconsonantal

(p) fbonl : word edge, vrevocaliec, lialson context
(¢) [b31 ¢ word edge, prevocalic, no liaison context
(&) [b31 ¢ full stop

(e) [banl : morpheme edge, prevocalic

(f) £v31 ¢ morpheme edge, preconsonantal

Oné pdint’abbﬁtMthis ahalysiﬁ. Although'extremely simple,
it requires underlying nasals alongside of the plain ones. Is
this bad? I think we ovght to seriously question the idea
that the optimality of a grammar has mwuch to do with the size
of the required phoneme inventory. It afraid I don't under-
stand in what sense "eliminating" phonemes by writing phono-
Jogical rules QMv;§§gl£ coﬁstitutes & saving. It seemé to

me that optimality more clearly resides in the form of the

rules of the grammar. The trend of much recent research is

toward showing nrecisely this: %e can; and in fact should in
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specific cases, buy a sought-after impoverishment and sim-
plificQtlon of th@ grammar at the price of an enrichment ‘
(thou zh reasonably well circumscrlb@d) of the lmxlcon. |

I know of no indication that anybody 1earn1ng Freneh
should want to resist setting ﬁp underlying nasals on uni-
versal grounds. On the contrary, any realistic alternation
condition (Kiparsky 1974) will prevent a free-ride derivation

by nasalization of words like dindon, guinze, oncle. Thus

evidently we'll need underlying nasals anyway.

There are sometimes supposed to be distributicnal vir-

~tues to traditional deletion analyses of liaison and nasa-

lization. Ohéé wéf%é ﬁostu]été&ya 1evé1‘6f’strﬁcﬁUTeléf
which French has its finals, it ought to be possible; as in
so many cases, to regularize the distributional statements
whlch we must at some point mukp by making them about this
level of structure, whose regularity would be disturbed only
in the ensuing derivation. |

However, in the French case such advantages are not

obvious. Note that on both insertion ana deletion analyses,

‘ Treuch must have flnal coa ondntg ahd flnal Vowols dt all

levels: aveg, ami. liote that on both insertion and d@lpn

‘tion analyses, nasal vowels must (accerting the alternation

condition) occur initially, medially, and finally at all

levels: onde, donc, chiznon. As must nasal consonants,

even when postveocalic: mot, emmener, rhum. It would be

guite o0dd, of course, if the L-consonant associated with

every liaison-making word ending 1n a nasal vowel turned
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out to be a nasal consonant. On an insertion analysis, this
would have te be an accldent. But it is not true: grand,

L=

long, dans.

One more rule apparently applying in liaison contexts
is what Selkirk (1972) refers te as FR-Conversion., This rule
is responsible for [-frl~ [-el alternations in every respect
anpalogous to the -~V ~.V alternations above.

(50)(a) Ctest un singulif{el fromage.

(bj Cfest un singulifgrl ami.

(¢) Clest singulifel en ete.

(d) Ctest singulifel.

(e) singulifar]ité

(f) (no example)

(a) word edge, vreconsonantal

(b) word edge, prevocalic, liaison context
(¢) word edge, orevocalic, no liaison context
(e) full stop

(f) morvheme edge, prevocalic

(g) morphene edge, preconsonantal

e

Following thé same thinking, we want to maxke that [r]J an L-
consonant. Having inserted it, we readjust the underlying /e/
to [£), a5 in Schane (1268):

(51) e=g / —T

(Another ruls backing ¢ before consonant plus high vowel is

supprosed to be responsible for the (a] of singu]arité (8el-

kirk, p. 348); this I accept for the purposes of nmy discus-

sion. It must, of course, apply after (51).) (Bl) is a
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word-level rule. Derivations:

(50)" @ ™ () (@) (o) -
UndprIVing. M~éwd“uH-éﬁ§ﬂ, Jé/vfwuxé: bwy,;Jv_“¢a-wd;wmﬂ$-»¢_ux-%
Liaison: - 1r ‘ T
‘E—lowering: | i ﬂ
e e\C‘M 'grv e»v ’e‘”v‘ zfv

Below I assemble the three rules whose effects are

visible in liaison contexts. (52) (a) precedes and feeds (b)

and (c).
- (52) (a)

(v)
()

Liaison. ﬁ -—p L/ Y
De-nasalization. V'—b -nasl / cfnasi
E-lowering. &= ¢ [ r

1 stress, at the risx of overinsistence, thnat in (52) I use

no Lounddrieg.

In this pra ctlce I alffer from other ppoplp

(Schdne 1968, Dell 1970, 5elk1rk 197 1974) vho havp tnought

about ‘these processes. To Instance the most recent treatment,

Selkirkts (1972) assumptions force her to write the following

(a)

Liaison. , ‘
C —o [# X c (Jrlcx)y #
Nasalization.

E:f___‘{VN((F)CK)?‘rZ

""“‘“‘—\.—-'—m-/ : '
1 238 4 % 1 2 ¢ 4
' ' [+nas]
ER-Conversion,
[’fo,I"(ﬁéCX)#]
1 23 = 1 2 ¢ 4
[~1low]
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It serves no special purpose to discuss these in dotail,
pspe01a11y since Selkirk no longer acheres to them. Still
it is intprasting to con51der th@ metdtneoretlcal backérouna

whence comes the remarkable garishness of these rules. 1

note that it is n@cnssary to repeat thrse tlnps (i) the syn-

tactic condltloning, (il) nart of thp pnonologlcal conditlonwrx

ing, and (iii) part of the structural change. In each rule

wie flnd (1) nparly idontlcal Stlpuldtpd boundarips and brac-

nal consonant. (i) is necessary because the syntactic con-

ditioning is Pncoded phonologically, in tprms of terminal sym-

bols, and bDCduso a]l Lhrpp rulos must bp =ab3°ct to 1t

This in turn is necessary because of (ii) and (iii). (ii)

and (111) follow bpcause flnal nasal consonantg and r's are

not analyzed as L-consonants. They can't be, on a deletion
theory, because of the ordering paradox which would arise.
Suppose we allowed liaison (a) to remove final nasals and
rts. Then there is no way to (non-globally) éet (bj and (c¢)

to apply in the right srots, i.e.‘if and only if (a) applied

(or is going to apply, given the other order) to a final na-

sal consonant of T, respedtively. Hence (z) must effective-
1y be repeated in (b) and (c¢). None of these’ﬁroblems a-
rises, given the rules in (52).

By the repeated factor I ¢ 4C X Y # in (53) is'meant-

the complement of (52)(a)'s V, for these rules not only

~_delete but apply non-vacuously in the non-elsewhere cases.

The distinction
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' VA | ‘
(a) ...( 1#3 Cx) #
(b2" "'(,(#) CX) #

o) s ;é kp5”#W“MM4Lp,WW.WuM”m,Q.Mﬂg

is spurious, as far as I can tell. - Apparent morphemﬂ-inter~

‘nal nasalizatlon (b) (dlndon) is ruled out, even on a delotlon

- analysis, by the alternatlon condltion.. On thp 1nspvtlon

analysis, morpheme-internal de-nasalization can neyerhhappen

because 11alson can never 1nsprt a nasal consonant *h@re.}

However, we do get alternations across 41 bonte, bonlour.

As for the required # in (c it is based on exzemples like
5 )Y

 nerdre, which does not get ER—converted to [pedra]. On the

insertion account, this shows exactly zero. DNone of our rules
can do anything to /pgrdrs/. But even on the deletion ac-
count, the alternation condition rules out such a derivation.

Finally, there are no examples (orposed to particularité,

etC.) making it necessary to stop ER-Conversion across +. On

the insertion account, of course, particularité shows that
application across & is necessary.

My point is that, given the assumptions underlying them,

~(53)(a)-(c) should really appear as

It
(b) ... ( {fl CX) #
|
(C) .lt({+‘CX)
This result shows that the stipulated boundaries, whlch could

in principle vary like any stipulated termn, are in fact ab-

soliutely identical in the three rules. Note that the array
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of boundary»pheaomena,which.(53)(a)—(c) happen to aczoun: for
must follow given the treatment inv(52)(a)—(c),vwhich do not
refer to boundaries at all and hence cannotvrepeat then., Ve
do not have the oprtion of piaying with.boundaries in oﬁr rules
in order to get some other output.

" Notice, too, that liaison as in (53)(a) 1is written so as
to delete a consonant before anéther, word-final consonant,
as’well as deleting the finai consonant before a wqrd—initial
consonant. Thus it is designed to collapse what héve often

been thought of as "truncation" and "final consonant deletion,"

ffespeqtively. The relevant facts are alternations like

gran(t] hbmme,‘but grand[z] hommes. I've been restricting my

attention to "final consonant deletion." But, as Klausenbur-‘;

) ger;(1977) points}dut, on the insertion account there is no -

distinetion in. the first plaée. The L-consonant associated
with grand can be inserted only-before a vowel, not, for in-

stance, before the plural morpheme Z. The L-consonant associ-

“ated with 2 is inserted under identical conditibns.v

Klausenburger also'observeS‘that this treatment entails

insertion of the L—consohant to mark the feminine. With re-

‘spect to the le~1' alternation and the‘feﬁkother lexically-

governed examples of final V alternating with zero, I see no
clear implications‘for the necessary machinery. .

I return finally to the matter of the residue left by

_ (29);‘ There are, as we know, words which are never found notb

making liaison before vowels. Determiners, for instance:

i
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}(54)(a). cesﬁérbres
' .l(b) qes”arbres énormes
(&) cosmespions dtarbre
(d) ces™anciens arbres
(e) ces’assez gros arbres
I assume that cofréspbnding ﬁo‘these stfings aré’stfuctﬁfes

more or less like those in (54)t.

(ot (&) /:ﬁ\
DET N
N
|
ces arbres
(v) 1‘\
DET /T\
N A
|
i
I
A
ces arbres
< | /ﬁ\
DET ///ﬁ
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=i

()

=

JDET

/

=

N
—_— ——-»i-—w>“\g\ ////

.ces. anciens

(é) - /i’i\

DET

=
b=

bﬂ\\\
=10
n-——-wﬁ’// \\\4

ces assez
I see novfeéson to doubt thét, atkﬁhe poinf ﬁheﬁ liéisén D
plies, determiners are syntactically just where the phrase
S*IhcdeQ zulea mt uhgﬂ, aert from thP pnculidr fact that
they‘con51stently make liaison, In all but thp first exam-
ple, of course, this conflicts with (2¢). It strlkes me as
an px aordinarily unattvactivo concluglon that ces must be
re—adgoined more closcly to the wo*d 1mmnuiatply on thp
right: As far as I can make cut, the only thing aypparently
 making such an operation necessary 1is (29). Evidently, then,

bearing the appropriate constituency relations is sufficient
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for an it@m to- be able to trlager lldlson, but “for all ﬁon;

lexical ltﬁma, not n@cnssary.
The glaSs of unilateral liaison-makers includes specifi-

ers of a2l1ll kinds--articles (un, les, des, etc.), demonstra-

tives (ces, cet), possessives (mon, ton, mes, tes), degree

modifiers (tres, bien, tout)--prep051tionsk(g§J chez, sans),

and pronouns ("clitics")(en, les, nous).

With respect to thié‘last case, pronouns, there is of-
ten supposéd to be reason to believe that a prohouﬁ defensi-
bly moved from somewhere else ends up being closely adjoined
in some fashion td the next word. In French, for example,
thQJSéQUQnCQ clitic~verb exhibits a liSt bf interesting
properties, all seeming to lead to the conclusion that the
two avre sisters under a node Vi (i) Nothing can intervene
between‘a clitchaﬁd a verb; (ii) a clitié cannot 6céur>in;

dependently of a verb; (iii) a clitic cannot be modified;

‘(1v) clltlcs occur in a strict order. (From Kayne 1975, rpp.

(55) (a) Jean_toujburs soupconne Narie.
(b)'%Jegn la toujours soupgenne.
(e) Jean la soupgonne toujours.

(56) (a) Qui est-ce qu'il soupgonne?
(b) *La.
(c) File.

(57)  =Jean vous trois soupcenne.

(68)(a) Jean le lui,cdonnera.

(b) #Jean lul le donneéra
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Thus we might like, with Kayne, to say that clitic and verdb

are co—conqtltuent, both maklng up anothpr V, vhich explalns

'why thp clltic b@havns in thp relpVGnt Tesype ts 11kp vprbal

morphology. Saying such a thing wouvld, it is true, account

for the fact that liaison between clitic and verb 1is obliga-

tory.

les 1
(59) Jean \ vous ' abomine,
nousJ

Hownver, 1t seems to me that propPPthS (i) throurh (ili)

clearly follow from the existence of a late rule moving
clities to pre-verbal pbsition. I confess I don'ﬁ really

see why pfdperty (iv), clitic ordering, sajs aﬁ?thiﬁg in
particular about their relationsiip to the following verb.
After all, a noun phrase beforp\a verb has 1nternal oraprinv
of constituents tooy but that does not speak for 1tc boinv
proclitic. In any cése, it is hardly overwhelmingly obvious
that movable pronouns end vp adjoined in any fancy way. 1
will assume, in fact, that there i3 no such adjunctibn onera-

tion. any more than in the cases of specifiers and reposi-
’ By -

~tiomns.

The same fdur tests,.incidentally, when applied to
specifiers and prepositions, fail utterly, presumably under-
scoring the distinction maved/not mcoved rather than the dis-
tinction "eliticized"/not "cliticized": (i) There is no
category that stands to a spécifier or preposition as a

verb stands to a clitic. In (54), for instance, the noun
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is- clparly not 1t because various sorts of lexical material

’can comfortablj 1ntprven (11) SpPleiPrS and prppocltlons

assuredly do not occur alone, but are like other non—lpxical

categories in this reSpect; (iii) specifiers snd prepositions

cannot be noalflod but tnls, of cou;se, is virtually the dnfl— ,

pition of nonm10x1calnpsg-—catpgorlms whlch taKPumOdlf19r€ do

not lie outside the bar system; (iv) Sp001f1ers'and'prep051m

tions occur only singly, hence obviating ordering problems.
The irmediate point is that the Special:status’of ﬁhé

non-lexical categories is essentially aconfigurational--it

has nothing to do with their vosition with respect to the

surround ing stfueﬁure. It is simply true of them, in some
way, that they maxe liaison. I take this opportunity to
point out that, without bounjaries, we also are poweriess

to define their exceptionality in terms of boundary weakness
—~i.e., fewer than two #'s.

I believe that this impotence is in fact appropriaté.
There are cases far more striking than (54). For instance,
contraction in Modern Athenian Greek occurs to the right
of a verbtal clitiec even though the verb is on.the 1eft.
(From Kaisse 1977, pp. 125 ff.) |

| (60) Gidvasé to oposdipote —= ...t'oposd{pote
-reed it anyway
'Read it ényway.'

(61) { ména tu éxi dfo pedyd - ...tu'xi

the mama his has two children

tEis mama has two chilcren.!
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PRO A
|
S

to opo

/\
DF;//’N\\\\ 6/// \\\
| /»\ |

| |

ipote

(1)1

PRO

tu éxi

Contraction alwzys happens between a clitic and a word to

the right, supposing phonological conditions to be favor-

able. Note that no syntactic intimacy seems to be reguired.
As Kaissé shows, pointing to the lack of word boundaries g—
round clitics will not do either, since, in cases like (61),
the N dominating the clitic will have its own #, ultimately

leaving two betweenr clitic and verb. Thus & contraction

‘rule demanding the presence of a single word boundary will

not be able to disting u1sh & seguence [N PROJ] V ; as in
(61), from a sequence [N]{V], where no contraction occurs.
Nov glncp (29) COncerns itself solely with constltuent

structure, defining non—lex1ca1ness as (merely) a function

of boundary weukness will be 1n@fipct1ve, at least if we want

~ the non-lexical items to participate in the same rule of li-

aison. Fxamples like the preceding show that it is actually
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wrong (in Greek, anyvway). But, &s there is no indication
that we should syntacticslly re-zdjoin them by specizl rule,
we are left with the problem of how to represent their re-
lationship to the next word. |

Words usually considered to be clitics are notorious

" for behaving only partly as if they were affixes of the host
word; if they behaved in every respect like affixes, there

‘would be very little reason to tnink that they were not. On

thie other hand, they do not behave like completely autond—
mous words, either--wltness the special phonology I've been
talking about. Clearly we need some way of marking these
special items as special. As Itve suggested, it cannot be
close phonological association (in terms of bounlaries),
and it canriot be close syntactic associaticen.

Let us cdnsidervoncevagain the French case. The fact,
stated most baldly, 1s that liaison 1s always made by non-
lexical categcries. Ve cleafly want td say in some way that
making liéisbn gbésralb ng 1th bc¢ong1ng to & non-lexical
category. The reader should be struck by the similarity of
this as yet Vque conclusion to the one reached with resrcct
to the hngllah dnd IrLQh ru‘es o? Parts I and II

In all these cases, a rule always applles across a
W Juncture if & non-lexical item is on the left,

I arlve hone t01° fact bf noulng that Jlaleon, ‘like
the'other examples, falls at high levels when wW-junc-

ture does not 1ntorvpnp—~acr 35 trace arenthesis, and
, ¥ : 2

'outermost ht@nco odge°
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(62) (a) T2 y/:; a beauccup € / & rencontrer.
= \’ _ v

(b) I1 y’gfbeaucoup'é Ecrive.

(88) Il y/g,beaucoup,/ 4 ce gu'on dit, & écrire.
(64)(a) C'est nous./ Allons-Yy...

(b) Nous allons.

,(With respect to beaucoup, the appropriate category is not

obvious, as with English lots. I'll just assure, with Selkirk
(1¢72), that it belongs to & non-lexical category, called
there G.) ' ‘

I think it's clear that'we want co‘say in some fashion
that a seqﬁence of non-lexiczl item(s) plus lexical item
[:5]%«w, Separated by w-juncture(s), is a unit, call it a

clitic group, intermediate between w and f. Although this

last stutement is not going to be universall true—-it does

not allow for enclisis--we will nevertneless be able to give

a universzl definition of the clitic group, henceforth ab-

breviated ¢. Having done this, we coculd reasonably omit the
specification [:g] in the left terms of rules like Fnglish
monosyllabic destressing (Part I). We would simply say that
they are c-level rules. Similarly, the Irish initial muta-
tions are triggered by features belonging only to non-lexical

items because these rules are morphcelogizations of older

¢c-level rules,

Tikewige liaizon would be & c-level rule,

As for defining c properly, suppose we said that cli=-

- tics are distinguished from other items mer=1ly in being

‘merked [+PJ or [+E], i.e. t'proclitic' or tepclitic'. For
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French, it appears that we can get away with saying that the

non-lexical categories are all redundantly»E%P].
(65) [Ty]-=E+P3

Now, by a conventlion which 1s presumably universal,
(66) a clitic group ¢ is a maximal sequence of terminal

A ...An such that for every pair A 2

1° 17i¢1
(1) there are nodes dl...dn such that the figure
o 1S & W-] - z
l"““nAiAi+1 hounds & w-juncture and
(i1) A, is [+P] or A, is L+E].
i - 54

' How this works might become clearer with an example.

(87)

» B C D E F G H

[+P] [+P1 [P3 L+PJ +P1
A through H are word$. ABC and DE are clitic groups,
shaded in the figuré. Since CD, TG, and GH are not sides
of éurVes bounding any w-juncture and since F is'not,L+P1,
CD, FF, FG, and GH are not members_of,clitic‘groups. How-~

ever, by the definition, F, G, and H, though words, are also

clitic groups which happen to contzin no clitics.

. ) A N ~
Thus nhomme, un’ homme, chez un de ces” hommes are all
' \

. v
- eclitic groups. Beaqpoup/ t & rencontrer, beaucoun/a ce,

‘pous/allons ((62)(&); (65), (64) (2)) are not clitic groups.
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Now recall the conclusion we reached with respect to
phrase—ievel liaison. We s&id that liaison applies before a
right brarch (29); Note that this formulation, accounting
for f-level liaison, isvfotally distinct from what we just
said about c¢c-level liaison.

| I believe ‘that this distincticn is ex dctly what's upww
propriate. It is a truly remarkeble fact that it is pre-
cisely c-level liaison that is ebsolutely obligatory, and
shows no sign of attrltion (suwc Vld soor'ﬂlc 1tem—uj ltPT
loss aof Lfconsonants); even in the most radical urban dia-
lects. By coﬁtrast, f-level lisison has a growing‘optionm
allty in conversational French, and is dorlnltely on the way
out. |

In sum, 1iulson is an obllgatory c-level rule, i.e.
(68) is true of it, | - o

(68) ( XwwY) 2

nd also an OthODul f-level ruie under the fdmillar con-
dlitions. |

(69) x( Ycec)Z
(Bf) is shaky to vurjlnb dagrpeo in nourrn dlulects. licote
that, hav1ng defined C, I now stdte (b“) in terms of it. Thé’
reason is‘that there are contrasts like the following.

(70)(a)' 11 esﬁ“honn%te.

(b) Il-esthaésez honnéte.
(¢) Il est/évidemment honndte

(71) (a) Il est"avocat.

(b) C'est un avocat.
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~ (¢) 11 est/avocat et législateur

Lssez honnete, un avocst are clitic groups.

—— ey

—— e

nite, avocat et législsteur a la fois are not.

Why a sequence CONJ X, as in (25)(3), resists being a
clitie group is a mystery.which I have‘not succeeded in pene-
tfgting.‘ P i ‘ _ ‘ .

A concluding remark. It seems clear that every theory
has to have some way of representing a word and its associated

"elities" as a unit. All & clitic is is a non-lexical item

vhich behaves with respect to some grammatical process or

processes (originally stress rules) as if it were included

in a lexical item to 1ts immediate left or right. 'What If§e
done, first, is to prorose that there is such & unit, namely
c, ahd thzt the processes usually thought to be diagnostic

of an operation of cliticization are really rules at level c;
Rather than performing sowe structural (syntact;c or phono-

Jogical) deformation to express cliticizatlion, it is ezsier
& ’ 13 >

and less artificial to reduce cliticlhicod to a lexical redun-

ganey and to define ¢, in turn, in terms of it. In English,
French, and Irish, the required redundancy rule is evidently
very simple: All non-lexical items are L+P1. In langusges

with more complicated clitic systems, of course, we'll have

~to say speéial things about- individual non-lexical items in

the lexicon, or wherever it is that idiosyncratic information

about non-lexical items goes.
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'THE HEBREW EXAMPLE

As a second illustraticn I cite (though not at nearly
as great length) the accentuation of the Hebrew 014 Testanment,
I am indebted to John MeCarthy for dfawing my attention to
Wickes (1&81) and for a lot of hely with the Hebrew.

There is a traditionzal system cf diacritics accompanying
the 0ld Testament, devised by unknown hands, which is designed
to represent orthogréphieally tiie details of the even more
anclent declamation of-the books. Actually there are several
systems; I restrict my attention here to the one used in
standard Tiberian Hebrew, since it is béth the 1eést degen-
erate in its detalls and the best documented. The cantilla-
tion was bropagated orally until scme time between the fifth
and ninth centuries, when someone thoughtto actually write it
into the texts, using a fantastically complex system of'signs
-—-the Yaccents." By meangfzkr?;;;;;/;ggéﬁ%s three aSpecté of
the traditional Hebhrew oratory are iiacritiéal]y representeds

the pronunciation, the music, end the intonation. (Tne vowel

signs, also diacritic of pronunciaticn, were probably intro-

duced at about the same time. See, however, Dotan (1964,
1972).) The accentuation takes the form of signs written
above, below, before, cr after (depending on the particular
accent)kthe tonic sYllable of each word,; thus incidéﬁtally
indicating primary stress. So much for the phonstic value

of the accents. 4s for their original musical value, it is

o . L . .
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~almost totally lost. They probably stand for things like

ttrill', ‘'sustain’, etc. But--this is the interesting part--

the intonational value turns out to be deducible from the
texts themselves, together with a grammar of the language

they're written in. I mean to say that there exXists an al-

‘gorithm for distributing the accents over any text. (This

makes them--or at least the lingulstic information borne by
them, as we'll see-=ultimately rédundant, in much the same
way as, for instance, questicn marks.)

It is very likely the case that the principal valﬁe of
the accents ié intonational, esch accent'mainly carrying cne
of two possible pieces of information: 'pause! or 'no pause'.
As‘in many religious traditions, the melodic side of the
scriptural.reading.is what 1is called "logogenic," i.e. more
or less servile to and reflective of the syntactic and rhe-
torical organization of the text, though far from fully pre-
dictable from it. 1In fact the accentuation is knowm as

pissuk te'amim, the division by the accents, evidently re-

ferring to their essentially pauszl value.

| Now my point is going to be that this same syntactic
and fhetdricalyérganiZation determinés hoﬁ the pauseé are
distributed, and in an interesting way. I doa't claim to
have discovered this interesting way; its discovery is
lafgeiy the work oflChristian accentuologistsbof the seven-
teenth and eighteenth centuries. See Florinus (1867),
Spitzner (1786). Hore recent versions of the same idea are

in Wickes (1881) and Spanier (1927).

e
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The &accents fall into two clasSes, the so-called dis-

Junctive and comjunctive, having, algng with an overlay of

musical significance, the respective meanings Y'pause follows?

and 'pause does not follow!. (The absence of the one could

not be allowed to stand for the other, because the melody

still had to be notated.) We deduce that these pauses are
more than werely vart of a narrow religious tradition from
theyfgct that they appear to condition authientic phonologi-
cal processes. There is, for instance, a fule spiranﬁizingl

iniﬁial stops after a word-Tinal vowel. It applies only

in the vowel-fTinal word bears a conjunctive accent.

(70) wayyillzhbmi " band-yahiida
o and-waged-war sons-of-Juaah
tand thé sons of Judah waged war' (Jud. i 8)
(71) wayyi$?310/bené  yiSrazel |
and~asked sons-of Israel
tand the sons of Israel asked! (Jud. i 1)
(Spirantization is notated in the usval transliteration with
the underline. I continue my notational practices in indi-

cating conjunction with ", disjunction with /.)

There is an astonishingly involved set of rules (non-
f‘\/\/\'\ —

linguistiec in nature) governing which accent out of one class

or the other is actually used in the text. I will not dis-

cuss thess. The system applied to the "Poetical Books" (Job,

Psalms, and ProVerbs)‘is sligiitly different from the one ap-

. plied to the "Prose Books"; the reason is that a different,
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more florid and artificial sort of melody accompanies the

‘shorter verses of the Poetical Books. This matter I will not

discuéé Either. _

It'seems that the Hebrew accentuators proceeded; either
unconsciously 6r by way of conscious formalizatién of un-
consciocus processes, as follows. _(It?s guite p0551ole,>1nb1—
dentally, thay'they could héve had some commerce with expo-
nents of the qulue actlve Hnbr@w grammatical traditidn.) A

binary br¢nch1ng is imposed on each vprse, the thhPSt dehCh

Dbeing at its caesura. (The prose books are;arbitrarily

.:brunen up 1nt0 varsp-lnngth Chuan for thls purpos ) This

process of ur*abeled brack eting, c 1led thp "contlnuouo
dichotonmy" by the Christian accentuologists, is repeated,
top down, until no more three-word stretches are left

vnexamined.

L F G H

"Put differently, only two-viord strings may stand undivided:

AB, DE, and FG in the example. - Vords A, D, and F receive con-

junctive accents. B, C, F, G, and H receive disjunctive ac-

" cents. Which among the twenty-odd signs is acuually found on
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‘s word depends in part on which dichotomy (the numbers in

th@ eXamnle) flndlly results in its marriage or separation--
i.e, its dlstance, in numopr of nodes, from tne root of thp
tree. But there is no reason to think that this orthogravhic
distinction, Wlth the - ald of which an entire tree 1s recon-
structible,. was r@flectoa in the spoken Hebrew bj graded
lengths of pause or no-psuse. (See Wickes, II 14-15.)

Thls bracketlng fairly clﬁarly correspaonds to the syn-

tactlc structure of the verse.

Theré are a few qualifications I must interject. The

first is that the correspondencp is falrly sloppy at gTOSa

1@vnls of structure because it is precig 1y hprﬁ th“t bl-
nary syntactic branchings begin to become indefensible. I'm
sppaking of sevorel ﬂinas of lde of defense. One, thn xlnd
exhibited by adjacent sentences--5 pparatpd by full stop—-

which often occupy a single verse and end up separated by the

~dichotomy; presumably no syntactiC'bruu ring at all corres-

pends to this division. (Everj word hzs to nave an accent,

There is no third possibility after conjunction and disjunc-
tion. In this last cuse, of course, the inponational value

of the dlsgunctlve, pause, is quite appropria e;) Two, the

ternary branching of S immedlately necessary for a V30

language such as Hebrew. Tnree, the workaday n-ary branchings

made necessary at phrasal levels by multiple adverbs and PPfs.

In all these cases the (real, we're assuming) n-ary branching

shows up in the texts as a nesting of n-1 fairly arbitrary

binary ones. There are somewhat artificial rules for carry-
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ing out this subordinaticn, guaranteeinz, in the main, left-

brenching structufes.- |

“The second qualification is that the.dichotomy is easily
bullied to one spot or another by the rhetoricai purpose of
the particular verse. Words which the accentuators (or the
speakers they were transcribing) thought worthy ofkémphasis,

even when they would otherwise (see below) receive conjunctive

accents, show up set off by disjunctions. This of course is

“fairly natural on the assumption that a disjunction corres-

ponds to a pause, in this case pregnant.

-y

(72) hen gor yagur ?epes/me?0t)

if strife one-strives not  by-my-order
'If anyone stir up strife, it'ts not my fault.!

(Is. 1iv 15)

‘Similarly, though more amusingly, the accentuators were some-

what nervous about conjoining the name of the Lord to ques-
tionable objects., In such cases the holy titles often get
one of the first disjunctions, even thouzn theé syntax may not
happen to correspond.

Fxplainable exceptions aside, oﬁserve the results of the
continuous dichotomy. Between aﬂy paif of wOrdsvultimately
and exhaustively dominated by some node there is no pause.

Between all other pairs of successive words some sort of

pause is at least allowed.

The rule distributing no-pause at word edge is (73).,

- (73) ¢ —= no-pause / [#——
| v

s o
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This we might collapse into (74), using mirror-image notation.

‘(74) ¢ = no-pause // §

(*B@fore or after a word, a pause is not allowed.'h That this
ganéralizatioﬁ is actually syllabicAis a possibility which I
héve no way teo investigate. Sligntly unfortunately for this
idea, C C is found just as often as V C.) (74), as written
a vord-level rule, has a condition on it, obvious enough from
the way Itve been describing the problems: N

(75) X (f w w )Y

1711 give some examples of sole sisters held together by
the accents and more distant relations sevarated by them.

A Hebrew conjunction is literally part of the word to its

immediate right. There is evidently no phonological test

enabling one te say that there is a word edge between the two.

(Itve been notating this synthetic arrangement with a hyphen

in the gloss.) Therefore, unlike French and English, Hebrew

cannot and does not practice Rossian subordination of the

“second conjunct, and it must be & sister of the first. In

fact the two conjuncts consistently show up accentually glued
togethier—— |
(76) welim$ol bayyom ~  uballaylz(h)
‘,andwto-govern over-the-aay and-over-the—night
(Gen. i 18)

~ n == LY A T A4
("7)  ki-fasita - ~ mispatl wadini
for-you-have-performed my-judgment and-my-law

(Ps. ix 5)
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(78) yahalalﬁhﬁ camayinwazare S

will-praise-him heavens and- the-earth (Ps. 1xix US)

yémjust as in thﬁ occasional asynd@tic comround

(79) sinnin”pahim
arms  (and-)swords (Prov. xxii 5)
However, as soon as either conjunct consists of more than

a single word, the two zero-bar categories of th, coordinate

constructlon no lon er exhaust it,

/ \ N

Q.oXnoo GQIX-Q'G

and a dichoteomy is made.
(80) yammlm/wakol— rshés b§m

‘seas  and-all crawling tnlngs 1n~tnpm (Ps. 1xix 95)

a . — - —

(81) yahweh saddiq yikhan vigrasac/ wa?oheb”

God righteous watecnes and-evil and-lover
thES

of -violence
tGod watches the righteous and the evil end the
lover of violence! (Ps. xi B)

Conjoined verbs behave identically to the nouns in the

foregoing examples:

n — ) -
(82) <?et-mi herapta wagiddapta

whom  you-dreaded and-you-feared . (Is. xxxvii 23)

t"&

(83) %ub 7 qab-l2ka &

Jagllldq ?aheret

do-again take . scroll another
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'take again another scroll! (Jef.*xngii 23)
Again, a complex conjunct induces a disjunction:
(84) yizkarﬁ / wayZéUbu e ?el—yahweh kol
will-remember dnd Wlll turn to~God - all

'JaQ_SPJMres

ends~of»the-earth
tall the ends of the earth will remember and turn
to God' (Ps. xxii 27)
(85) 10 " yade*i / weslo 7 yabini
they do—not_knoﬁ and-they do-not-understand
(Ps. lxxxii 5) |
Likewise conjoined adjectives, also sometimes'aSyndetic:
(86) yahweh/¢izziz " wagibbor
lord strong and-mighty (Ps. xxiv 8)
(87) ki-yahﬁeh/°ely8n"n3f§'
lord high terrible (Ps. x1lvii 3)

Houns show up conjoined with all manner of single-word
complemenﬁs—-adjectives, objects of word-intérnai prepositions,
etc. _

(68) ?817gddol

| God gre eat (Ps. xcv 3)

(89) wa¥ohad “al-naql

bribe sgainst-the-innocent (Ps. xv 5)
(90) imha(n)T1a71s |
Jjoy  to-a-man (Prov. xv 23)
'»Bmt hien any ouallfylnp prPSSlOD is more than two words

‘long, disjunetive accent falls on thp orocpd;nd nomlndl.
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(e8), (e7) and:
(91) ka”g§/55§ﬁl “al-palge mayim

tree planted at-water-brooks (Ps. i 3)

=D

- - s -
(92) hi?&l / hanndien naqamd 1
the-God the-one-giving vengeances to-me

tthe God avenging me'! (Ps, xviii 48)

(This last is a standard relative clause.)

An interesting case is the pseudo-zprositive (very like-

1y another example of asyndeton): King David, the-Lord God,
etc,, consistently conjoined by the accents. Compare the
true appositive, Just as consistently disjoined:

-

(93) ?et-?ovabfkem / Zet-md?ab
ACC-your-enemies ACC-lLicab
'your enemies, the Moabites'! (Jud. 1ii 28)

mie
A L L
~bariti / Falom

b
@]
OC'?'

~-my-covenant peace

"my covenant, veacet MNum. xuv 12
5 =

{0

11,

oy

(Note the intonational contrast even in the correspond

English.) Parentheticals, in generel, have disjunctions on

Y

both sides:

~

v. . -— . — -
(25) mayv ismag rashur/ben~immer hakkohen/

and-listened~to Pushur son-of-Immer the-priest .
A A Ceee A
wahu-paqgid 1agid
and-he-was-—entrusted with-an-office

- . . o
babet yashweh /?et-yirmzyahu

fPashur, son of Immer the priest (and he was en-
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trusfed with an office in the templa) listened

to Jeremiaht (Jer. xx 1)
Unfortunately, examples like this prove very little With
respect to the possible failure of (74) across‘parenthesis,
because we already know that a disjunction appears where
any kind of pause occurs, even the kind that we can assume
comes with Hebrew parentheticals. I aiso know of no signi-
ficant examtles of what one might assume 1s a trace blocking

(74) .

g
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THE ITALIAN EXAUPLE

As a Tinal illustration of high--level phonology influ-
enced by constituency relations among the words it involves,
Ttn going to briefly discuss a singile rule of Italian, known

as raddonpiamento (sometimes rafforzamento) sintattico 'syn-

Qr

tactic doubling! ('strengthening'), which geminates an ini-
tial consonznt under dialectally varying phonological con-

ditions and under either of two pan-dialectal syntactic con-

‘ditions. According to Napoll and liespor (1877), "RS [the

abbreviation I'11 adopt from here oa inJcan appiy betvween
a word a and & following word b, where g is immediately domi-
nated by the pre-terminal category symbol A and b by Byo.if
& is the left branch of the first rnode that dominates both
A end B." This is the same as saying that RS applies betwsen
a and b if a begins a censtituvent to whnich b also belongs.
In our terms, RS is subject to (986).

(98) X (f wwyY) Z

Alsc, "ES can apply on S between the Tirst comstituent

and the second constituent..." That 1is,

(o7) (. Xw)wy
T
For instance:
(¢8) Voglic una broecca dl'acgua rossa.
(a) 'I want a pitcher of red water.!

~(b) 'I want a red pitcher of water.'

(lapoli and MNespor's examples throughout.) This sentence is
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ambiguous. Howpvor, if RS doubles the initial of rossa,
only the first reading turns out to be possible. That this

should be so follows from (96).

(98) (a)! N
4N

- ///7 \\\\\
E‘
l
///’ﬁ\\\\&
N i
|
A
I
A
|
acqua rossa
(99) () ¢ /ﬁ
DET ///,ﬁ\\\\\\\

¥ i

O\ '

i i i

I I

W A

|
i

acoua rossa
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Similarly, "old men and women" examples like (99).
(29) le ragazze e 1 ragasnzi tedeschi

(a) tthe German [boys and girlsl?

(b) tthe Germ&n.boys} and girlst

RS after ragazzi, by (96), forces the (b) interpretation.
In the next example, |
- (100) Marie verra/sicuramente.
tMaria will come for sure.t

: . . 4 . .
RS is impossible after verrs because sicuramente is a sentence

adverb. Thus S branches ternarily, and zg;gg and sicuramente
are the first words of no constituent. But suppose (100)
lacked a subj~ct noun phrase:

(101) Verra sicuramente.

tShe'll come for sure.!
RS appéars, by (98). (I do not take any position here on
whether.the subject in (101) went via a fule of subject nro-
noun drop or was simply absebt to begin with. Recall thal w
is terminal, so that a dsngling node will fail to be factored
by either (98) or (97).)

Qgite generally, in fact, in multiply branching struc-
tures L& abgc ool (« of arbitrary categoryvaf)d every K a
word) tre result is a"b/e/.../n. |

.'(102)(a) B s bagnato ¢i vino.
(b)

[} - .
(¢) B L. bagnato da capo a piedi.
A

tea P

N oa .'b - )
[ﬁ bagnato di vino/da capo a piledi.

() 'He's wet with wine.f’

(b) 'He's wet with wine from head to foot.!
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(c) 'He's wet from head to foot.t
(103) (a) Ho visto tre [ grandi cani.
(b) Ho visto tre Eg grandi cani/pastori.
(¢) Ho visto tre by cani”pastori.
(a) I saw three big dogs.'
(b) 'I saw three big German shevherds.!

(¢) 'I saw three German shepherds.!

4]

(104) () Ea Lv gia parlato.
(b) Ha Lﬁ giz"visto/Carla.
(¢) Ha E,\?visto"Carla.
(a) tHets already spoken.?
() *He's already seen Carla.!
(¢) 'He's seen Carla.!
(97) is responsible for RS in cases like (105)-(107).

(105) La religione che praticahpurtroppo perde fideli,

tThe religion he practices unfortunately ic losing

3 . A
(108) Dopo martedl ilaria non viene riu.
tAfter Tuesdey lMaria isn't ccoing anymore.!
N o g . .
(107) Mangio i fagicli Mario seno sicura.
ti¥ario ate the beans, I'm sure.?!

I would like to point out that the existence of a phenom-

4
n
\

enon like the one accounted fer hy (97) roses a serious prob-

Yo

lem for any theory trying to de the same job by characterizing
in some way the terminal symbols across wnich RS appliles..
There is no arrangement of word boundaries winica RS, governed.

by (97), will fail to breach. The reason is that 1t is not
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the words on either side of the ligature in examples like
(105)-(107) that must stend to ezch other in a stipulated‘
structural relationship, but the phrases they telong toe 
In structures EELA BC ... N} (##=8 and every Ke&f), the
result, by (97), is ATB/C/ ... /N. So:

~

1"

=
~
=

(100) Maria verra/sicuramente.

(108) (a)

~ by A
Muria cuapndo vorra/verra.

=
>
~

<3f

1aria when she wants will come.!

~

o . - .
Verra Waria/di sicuvo?

<}
=
~

-]

(b)
177111 Maria really come??t

..-/‘-5

Verrano™di sicuro/quei fratelli?

<\
x> "

(c)

1111 those brothers really come?!

R G SO %
= == . LA
(¢; & ®/V  sicuramente” Meria/verra.
tSurely Maria will come.!
f‘ﬂ
= == . . ~ .
- (e) A V/N Di sicuro verrano/queil fratelll.

tSurely those brothers will come.!

I might note that (€6) and (97) are not really as dis-
similar as they appear. The import of both is that in
Lo A BC ... Nlonly the left branch of &, A, muxes RS with
what follows. If =8, aef. If Kef, A=zw. Co vwe might
think of writing (102).

(109) X Q(Q £ Y) Z, where We 15,5y and &er(w,fﬁ

Ix is intefesting that there eppsars to be no evidence
for ¢ in Italian, at least not from K5. The reason is that
Ttalian, like French, is right-nuclear. A specifier or pre-
pasitian is never'found as anythirg but A 1n lﬁh B C...1,

which is5 always covered by (109).




174

1 ought to mention, finally, that kS8 appears to also have
syllabic conditioning. It is essential to know, before going
inte this, just what the rule actually does. In the speech of

Saltarelli (1970) and Vogel (1277), essentially "standard"

Tusecan Italian, a lone initial consonant doubles following =

stressed short vowel,
cons ‘
(110) (g4consd-e [+longl / [-long ¥
+Str
Final vowels are always short in Itaellan. However, medial
vowels may be long. Level theory has us predicting word-
internal RS after ones that are not. In fact, it occurs.
a1l

thox?, which Saltarelli gets from /ka:sa/ and /kasa/ resvec-

',1)\

Compare, for in>tdncp, casa de‘sal 'Thouset and cassa [ke

s e rmaey

S

on

‘tively. However, these pronunciations are obligatory, whereas

RS at word edge ic blocked by pause.

Now this kind of thing is the usuzal story for syllabic
rules. Pause excludes a syllabic linkage. Thr“e are no
pauses word-internally. Hence the facts, if we say that the
operation of our rule is contingent upocn a syllasbic connecticn

having been established. (Compare, for example, the case of

English palatelization. VWe bhave obligatory Qlc?c] re but

opticnal nickﬁg]your. Presumably the same obligatory rule

~does both of these; but reguires ambisyllabicity of the dentzal,

«

which is optional at word edge. Nore on this in Pert IV.)
Vogel (1977) in fact justifies, to my mind totally convincing-

1y, & rule of 1left capture of initial consonants for Italian.
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She ends up saying, in essence, that cenly ambisyllabic conso-
nants geminate. The rule becomes (111):

(111)

L7\ 7
) C
d
[flongld

In this. (in my opinion) peculiar situation, where (111)
has both proscdic and nonéprosodic structural conditioning,
I suppose we ought to expect the diagnostics of the latter to
defer to those of the former. Syllabic structure 1s buillt
vithiout any reogard to the existing syntactic eaifice, inclu-~
ding w-junctuvre. (I refer the reader to the next Part for
some justification of this statement.) Hence trace snd paren-
thesis should not black RS. |

This appears to he true. Napoli and Nespor cite exam-
rles like (112), fer instance.

(112) Chi & che i bambini irmaginano ¢t grandi?

t"Yho is_i£ that tre children imsgine big?*

It is especially interesting that RS is possible into a
parenthictical, but not out of one.

(113) Non ne posso_piﬁ sal/di Giorgio.

i1 cén't take any more, you know, of George.'

Note that it 1s still true that impaginsno and pid are left

branches. Sai is not. So (102) is still approoriate. (1),

incidentally, correctly allows Ei..u Lparentneticall] ...]

to be ao, as examples like (113) evidently reguire that
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{(109) perwit, since, even given our conclusions (Part I)

about the structural independence of the parenthetical, (1)

jie defined in terms of bracketing, rather than domination.

I'd like to make a concluding remark. It seems to me
that the potential value of the theory of configurationally-
conditioned sandhi which I developed -and 1llustrated in this
Part is great. 1 chose my examples in order to avoid prob-
lems of debatable constituent structure; the essentials of
the structures which I assumed, without defense, were
moderately clear for iﬁdepenﬁenﬁ I2a5008S. .Eut there are,
needless to say, many remaining problems in the area of
dérived syntactic structure and mrany constructions whose
details or even gross features have not been worked out.
Now given a theory of syntax-sensitive sandhi for some lan-~
guage, it should ip principle be possible to learn about
poorly-understood constituency relations from the observable

henological facts. Hote that Frencn, Italian, and Hebrew
offér diagnostics for right branch, left branch, and sole

sisternoed, respectively. The possibilities are enormous.
Hers, I think, is,the theéry‘s mest useful and welcome

application.




ENGLISH PALATALIZATION

The information in a labeled bracketing isvof two obvi-
ous sorts: The configurational, carried by the bracketing,
znd the categorial, carried by the labels. I've been pPreoc—
cupied>s§ far with configurational conditioning of high-level
phonological and morpheolcgical rules--with rules which involve

segments in adjacent words A and B provided A and B stand in

‘seme particular geometric relatlionship to one another, rer-

haps within scme particular domain. The formalism I use
does not, the reader will notice, allow me to stipulate thet
A or B be of sowme particular category. This is because 1
believe that there are no such rules.

In this Part I'm going to take a close look at a phono-
logical rule of Fnglish which, to my knowledge, has never re-
ceived one before. Tnis is the ruie of final dental palatali-
zatlan, hemcefcﬁth'FDp. ¥y purpose is first to illustrate
a rule of high-level phonology which is totally obtuse to the
configurational properties of lexical structurs. Several

gubsidiary points will be made in the course of this illustra-

ticn. It strikes me as immensely significant that FDP, as

well as not being configuration-sensitive, contrasts in esvery

major aspect of its behavior with what we've come to expect

of rules which are., This fact, which I will not faill to de-

monstrate, supports the causal relationship I proposed be-
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tween configuraticn-sensitivity and these diagnostics--

all of which fqllow because the w-juncture is as it were the
medium of such rules. To the extent that a rule cannot be
inflvenced by both lexical and proscedic structure (the Italian
case (Part IIT) suggests that such an occurrence is not com=-
pletely out of the guestion), FDP, not exhibiting w-juncture
effects, could not be semsitive to constituency relations a-
mong lexical units.

FDP doers exhibit a number of oddities connected with
its syntactic conditloning. These at first glance make it

look like scme combination of categorial and configurational

informaetion must be available to the rule. Considered more

carefully, however, it seems lnescapable that all of FDPts
apparent eccentricity is to be removed from the phonological
rule itself and hlamed on pragmatic factors. The conclusion
is stroug: There is actuzlly wo logical way ior these factors
to directly 1nf1u9ncn the phonology. Ratner, what they must
influence is therutput of blind rules. FLUP turns out to be

a casa something 1ike the sociologically "variable rules" of

Labov (1872 except that FDP, invariable, g¢rinds out surfiace
5 b F o

forms with variable social sanction. Whether it 1s pecessary

to think of the variability in Lubovis examples as residing

in the rules is an interesting question. I am ignorant of the

relevant facts.
Let me begin by briefly discussing the phonological ef-

fects of FDP, first eddressed inm Selkirk (1972). FDP is a-

casual speech rule. This means that palatalization occurs




17¢e
only in some people's speech, and, even in theirs, only some-
times, as long}aS'distinctness of utterance is not (conscious-
1y or otherwise) very highly valued. Itis the familiar rule
which takes any word-final dentzl and palatalizes it, evident-
ly opticnaily, if yed immediately follows. To give some exam-
ples of the simplest type:
(1)(&5 could you fal «~ Ej]{
(b) can't you ftl ~ rda
(c) as you [z1 ~ %3
(d) unless you [s] «~ Egj
(e) can you . [Nl « Egj

For the time being we may think of FDP as in ().

@ [Geel=[58 1/ oy
(2) is definitely wrong. The left braciket after the focus
bar, especially, has no theoretical status whaztsoever., I
want the reader to understand thereby only that the yod-is
supposed (by all luvestigators to daﬁe) to begin the next
word. Tuhis is not, in’point of Teact, true, and the matter
gets more attention bhelow.

Thne yod itself generally lenites, often to the point of
disappearimg altogether, after triggering FDP, This occur-
rence varies somewhat from spesker to speaker, all other
things, in particular the appliicability of FDP, being equal,
The weakening of the yod is an independent event, brought
about by.an independent rule. Observe, for instaence, thaﬁ

it eoccurs even if the palatal rreceding the weakened .yod
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was never a desntal.
(a) misjudge
' J {(b) touch
(3) Donft let them you.
(¢) camouflage

(@) push

£31Y} | LYuwy )
[é] fuwl}

v \
£21 [Ya1 |
L1/ "\ eran )

Consequently, in my examination of palatalization I will care-

fully distinguish this process, henceforth treated and ra-

ferred to as y-deletlen, from FDP. Also, starting with the

Jast example, I wiil neglect to consider palatalizstion of

‘[nl. My reason is that it is not easy to near when it hap-

pens--evidently because it results in a segment still belong-

ing to the same phoneme, sowmething not true of the other four

satisfyingly blatant changes. Clear-cut data will become es-

sential later., In general, T will end up ignoring a great
many equivocal facﬁs associated with this basicaliy fuzzy phe-
NOWEnoN .

There is a related rule, final dental assimilation,
which for similar reasons I will mainly fail to consider. FDA
assimilates a word-final dental in point of articulation to a

word-initlal palatal consonan

' +cons
(4) [+corl ?hlo“] / [*high;}

rant -ant —ant




Eegeot
. «
(5) (a) a bad 15
o B
the worst Lci}
' ; JOKe v
whose 2Ez31
4 o
an even worse ) ?{s51
; o i i
(b). a bad ) (YY1
W
the worst Fcel
| choice ¢y
wvhose ?fzcl
. ¢
an even worse ?Lsc
(¢) baa £y¥3
- 1%
the worst l R3]
shape
¢
whose [z5
s
even worse fss]

i 3 . » < N
(There are, of course, no word-initial f231.) Already these
facts are moderately murky. It is not so easy to distinguish
dental from palatal underneath tne following consonant, still

less to decide which is grammatical.  Eve

—

3 though one hopes
that FDP and FDA are in fact special cases of a single rule,
cbtained by omitting the specification giconsi in (4), I will
mainly forget about tihe portion of its effects which is not
feally distinctiy audiblé. The reader will scon come to ap-
rreciate this decision,

To returnrto (2), the next thing that should be ob-
served 1s that stress, elither before or after the consonant
to he palatalized, doeé not prevent application of the rule,

(6)(a) You couldn't, coﬁlgf; you?

Id V.
You can, can'fcl you?
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Did that surprilZ you?
I see that doesn't impré[gl ybu,
(b) coull¥l you guys
nobody buLll yéﬁ
Y ,
as smart zfz} you
v Vs
» unlefs} you do
Though Cooper, Egido, and Paccia (1977) demonstrate that FDP
is somewhat statistlcally less lixely in examples like (7)
than in examvles like (8), -
, /
(7) Johntll lend you his orgone accumulator,
(8) Johnt'll lendfyéu his orgone accumulator.
I want to drive home the fact, almost too obvious to mentlon,

that intended emphasis goes hand in hand with clarity of enua-

~ciation, and that some slight hiatus tends to precede a con-

trastively or emphatically stressed initial syllable. (Re-~
call the Hebrew example, in this conhection”) Both of these
will fight FDP. FDP obviocusly fails if obtscurity of the'pal«
atalized cental and subéequently lost yod confliicts with the
high information load of the emphasized word. Indeed, the
ecssence of FDOP's status &s a "casual speech rule® is that its
output is judged to be an‘obscuration-~thus tolerated, {or the

most part, only in moments of high redundarncy. Homents of

~ high redundanc in turn, are characteristic of informal so-
& 3 3~

cial give-and-take. As for pause,
s v
() xlofc]...youl
FDPt's two terms must evidently be on the sasme side of it.

Yy point 1is that the siress gffect, thougn real, is not the
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result of some stipulation in (2).

Now why should it be true that FDP; 1n contrast to the
cther rules I've discussed, fails zcross pause?; The ansver,
I believe, is that FDP has-direct syllabic conditioning. Xahn

(1976), addressing himself to the problem of syllabic 1inkages

sstablished across word edge, propos (10) below (hig Ruls
V).
(10) In C V , associate C and 0,
| ,
e-

This C, unassoclated by Kahn's other rules of syllabifica-
tion (see Part I above), must be a word-finazl cne. Kahn

(21) applies only in fconnected,' i.e. pauseless,

Y

notes that
speech. It is rrecilsely in pauseless sbeech that FDP ap-
plies, followed by y~deletion. Put ancther way, wherever FDP
or L»uel@tlon;has applied, (10) has also:
(11) (a) T'11 gepll (*...) tyuwl later. (FDP)

(b) 1111 gecés (¥...) [uwi later. (FDP) y-deletion)

(c) 111 catfCl(*...) [uwi later Qx«deletion)
I infer that both rules are in fact conditioned by the tauto-
syllabicity of the final consonant and the following vowel.
Feilure of either one across any sort of pause is a conse-
guence. I am assﬁming,-of cuourse, that W' in Kahn's formu-

lation includes a poessible Ly { on-glide. 1t plainly must:

Compare the £'s of few, nephew, if you.

The new version of ¥DP is as in (12) on the next rage.
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(12) | -
/ \

rcor
&ant

§

[*hig
~ant

v.deletion we can write as (13) .

(18) o
/ \

[¢h1&h
—-ant

These two rules, which we can make obligatory, but condi-

tiOuea by the ovtional (10), conspire to rid the language of

all final dentals and palatals
(14) o
| VRN
LDy
e v
vefore tautbsyllabic yod.
The next polnt to establish is that the word wpose final

gental suffers TDP may belong to any category.

(15) N the nigh[¢1 you left

[\
i)
D

A how fidiculonﬂgj you
Vv I mislegfj you

_ADV . but insteaﬁf} you
AUX coult§1 you

P besitfj'you



CONJ znt)l you
COMP tha[l] you
PRO thog%] you resnect
It may stawnd in any syﬁtactic relation teo the following [yl-i-
nitiél word.,
(18) (&) Jéhn 1ikeLed you.
(b) John 1ike£§3 yOou guys.
(¢) John 11Ke§é} vou and your dentist.
(17)(a) John really liKe[gl you.,
| (b) John liked and respectefJi you.
(c) John really liked and respectep)l you.
(18) John really liked and reépecﬁe&f} you and your

dentist.

@

(19) (s) the godfzl you worship
(b) the minor pagan godﬁgj you worship
{c) the minor pagan gods &and goddesse[gi you worship
(20) thie minor opagan gods and godd%sseggl you and
your dentist worship
(21) (2) John said thardt you'd be here,
(b) Jonn sailJ3 you'd be nere.
(22) (8) ?2¥hatever he saiij vou laughed unroariously at.
() ?After that outburst&3 you sure looked shocked.
(c) ?Hets so sozzlel )l you'd better teke him home.
In particuler, the complexity of the constituents cobtaining
either of FDP's two terms varies independently of FDP's appli-
cabllity, aé does their synteactic distance, measured (say) in

number of intervening brackets. Fxamples like (18) effec-




>

186

tively dampen the noticen, tentatively gonceivé&.in'Selkirk
(1872), that more than one word boundary blocks FDP:
(16)(a)"  John [ C#liked#dlyoul)
(b)t Jonn [ [#liked#IC#you guys#13
.(c)' John LE#1iked#1f#vou and your dehtist#lﬁ

FDP once again becomés slightly QUestionable (22) pre-
cigaly where the absence of a pause dreps in acceptablility.

Let us now ask curselves what sorts of LyJd-initial

words may follow the palatalized consonant, as it turns out

" a more interesting question. First, lock at (23).

(23) (a) all exceplel you
(b) all excepld] yourselfl
(c)r.all excepl o] your brother
(a) 2all excepﬁgj’yours
(23) (d) is mysteriously inferior for some speskers. I have

nething very strong to say about this at ths woment. General-

1y, FDP before a pronoun seems wodevately successful. As for

the other categories, most of them do not fare nearly as well.
I {ind that my speech allows the following:
' - .. . o
(24) PRO  Don'tt ki[jl yourself.
o v .
Jusicl you walt.
. v .
Who'[z3 your shrink?
. v,
Vhat'[s] your number?
colP  (no examples)
CONJ (no examples)
P (no exemples)

AUX  (no examples)
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ADV I Just got canif} yesterday.
Aren't you finishiel yet? |
I éid thori yesterda?.
That'L$1 yet another problem.
v I*Cfl use another exanple.
2Jusfol use your heead.
?%John‘5§1 yvodeling upstairs.
?*Thiﬁgz vyields two dozen, it says.
A V%Today‘s sy dreadef ¥l yearly checkup.
#I'm not thaﬁg) young anymare,
*These 4are fro& John'gzj vellow period.
%Thiggi urinary infecticn's getting me down.
N *Hets my thirzfi urolcgist in as many montns.
*Itts jusﬁfl vyogurt, it won't kill you.
¥Jorn'(¥1 Yiddish is really appalling.
#How nmuch is thiggﬁ ukelele?

.

There are speckers who dislike V, as much as A or N, follow-

D

ing an FDP-derived consonant, or accept any category but i,
. o - ~ 4= "~ E I ! N
(There are no complementizers, conjunctions, prepositions, or
zuxiliaries beginping in £y3.) The first generalization we

izl features a word shares

iz}

might make is that the more catego

e

with nouns, the more difficult it btecomes to palatalize &

preceding dental. It is clearly the category of the {yl-ini-

>~

tizl word that matters, and not that of any phrase it begins.
(18) (a~c¢) are identical with respect to FDP.
A first description of the facts is the nouniness sqguish

PRl

in (28).
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(28) In D] %Ky, D a dental to be palatalized,

= {NCALV everything else [

("¢ "vmeans “lesé grammatiéaily than." MNote that we cannot

say simply that  must be a non-lexical category: Verbs are

often permissible. It seems to me that contrasts like (27)
(a—d), for instence, afe guite real.
(27) (a) My brothersz use Breem regularly.
(b) I noticed my brotherLga using Breem.
{c) *I noticed my brothertga‘ used Breeﬁ.'
(d) =My brother(z]' use of Breem is getting compulsive.

(26) must be wrong. I'd like to nip in the bud the idea

that it or anything like it is directly conditioning FDP. I

think on the contrary that word frequency, not category men-
bership, is the true conditioning factor: The more fregquent-
1? occurring é word is--the more characteristic of normal con~b‘
versation--the better it sounds following a paletal from FDP,
This effect should follow in an obvious way frem FDP's status
as a casual speech rule, though it is’stilikcurious that the |
freQuency of the word actually affected by FDP is irrelevant.
Frequency‘(currency in everyday conversation) gives

roughly the same ranking of categories as (R8). The roughness,

as we'll see, is crucial. It is of course true that in normal

speech one finds a small number of frequently-occurring func-

tion words, a larger nupber of lexical predicates, and quite
: >3 I s

a considerable number of relatively rarely used lexical argu-

"ments to put in them, I find speaking of word frequency more

attractive and likely to be accurate than speaking of nouni-
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ness for several»reasons. The first is that there are a
'good many perturbations in the gross ranking in (26); most of
fhem traceable to cléaf:fréqueﬁéy effects. On the nouninesé
account, though, they are exceptional. For instaﬁce, FDp
before verbs, not marvelous to begin with, is definitely en-

feebled as the verb becomes exotic.
(28) (2)  I'[J1 use
(b) 2I'LJ1 utilize
(¢) 2#I'fJ1 euphuize
Yon and yonder, infrequent to the point of nonoccurrence in
most peoplets speech, sound very bad after FDP, though they
presumably belong to non-lexical categories.
(29) *hiﬁher anlJ1 yon-
(30) #that ForLjﬂ yonder

Universal, usually alone among adjectives, allows FDP to a

certain extent in the speech of many linguists, among whom it
has excepticnal currency.
(31) (a) thof[21 universal rules
Compare, on the one hand,
(b) *that rule‘ng universality
and . |
(c¢) #thor¥y unicellular organisms
~on the other, neither one of which is at all good. One pre-
SUmes that (c) would be in, and (a) out, for a microbiclogist,
for insténce. |
‘It is also interesting that adverbs, when de-adjectival

or de-ncéminal, are no better in the eyes of FDP than the ad-
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jectives or nouns insidn- youthfully, usefully, yellowly,

usually. (Compare ‘the underived vet,- ypstprday ) This lack

| of improvannt seems to ShOA that catpgory is not a factor.
Similarly the verb yo- o, de-nominal, is treated by ¥DP just
like the noun, as (26) leads us not to expect.
(32) (a) *tho(%1 yO-Yyos
(b) #*thoLZl yo-yo like crazy if you're not careful
The one ndun wnich does not fairly unequivocally block

. FDP is year: tnlLs] year, 1aSLC] jear, nechJ year, firs[cJ~

YEe&ar, SECODLJ]—iﬁdP, thlr[g]-year. ot coinczdontally, year

leads by fér all other fyl-initial nouns in frequency of occ-
,cufrence. UAlone among them, in fact,'it regularly appears in
‘coméounds, at leasf some of which are surely lexical, like the
preceding six. Year also permits FDOP, though slightly less
- naturally, when not part of a compound.
(33)(a) my firs[g] year here
| (b) my flrchJ-yedr students
(56)(a) seems mdrglnally worse tnan (b), though not bad at
all. TDP is quite productive before year: |
(34) (a) twenty-eightgﬁ yeérs ago
(b) those waste( Y1 years
(¢) the Worng] year by far

It cannot be that anything about the phonological makeup

of year 1is distinguishing it: Comprare yeast and yield, for

example. Thing veast, thitgl vyield seem impossible to my -

earle.

I’ought to establish, more generally, that the phonologi-
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cal properties of the word of category o are irrelevant to the

‘applicability of FDP. Let us first consider the initial vowel

nuclei'fgund in words successfully follbwing an FDP-derived

initial.
' _ /
(35) : : uw, uw
. 4 ’ V4
£,¢ 2 ow
A
Examples:
(35) " | yéﬁ, you

yestérday, yet; yourself; yours
: va }

Conversely, the initial nuclei of the unsuccessful words:

(36) I {y - Gw, uw
p .
¢, ¢ oy 2 § Gw
/ A !
2 &
As:
(38)t Yiddish, yeast;  euphony, euphonic

yellow, Yehudi; Yale; Uranus; yod; yo-yo
yucca, fYahoo
yam ' yvacht

Fvery initial nucleus (35) offered by the poor collection of

- [yl-initial words 1n (35)' is also found among the ones in

(36). Notice also that number of syllables is irrelevant, as
is stresé: Recall (7), on the one hand, and compare %QELXJ

. Y . . :
euphony, *quil[cl euphonic on the other.

The theory, then, says sa far that FDP becomes more dif-
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ficult as the following [y3-initial word drops in frequency.
This kind of thing is, of course, the usual story with casual
speech rules, Obsefve; for instance, the possibiiity, pro%
gressively smaller top ﬁo bottom, of reducing the final € ow)
in the followihg words, |
(37) tomato
- potato
borrow
wheeltarrow
shadoﬁ
sorroﬁ
kimono
Plato
or, a slightly weaker effect, of reducing to, have, after
various verbs. | | |
(38) seem to
try to'
battemﬁt to
strive to
7 endeavor to
(29) could.havél
might have
can have
will have
shall have
"In all four cases the ppssibility of performing the rule

varies directly as frequency of locution. (This type of
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phenomenon is extensively documented in Fidelholtz (1975).)

A1l of this is moderately underétandable. There are two
reasons, as far as T can tell, for effecisklike’these. First,
the more removed from the vernacular a word is, the more
fastidiously it will tend to be pronounced, since its infor-
mation load is correspondingly greater. Second, a style of
speech going in for arcane vocabulary is not generaliy a
style to tend to allow reducticn by casual speech rules in
the first place; these two styles will obviously tend to ex-
clude one another. Reasons one and two are not the same:
Conpars (27) with (58) and (39). -

Conversely, frequent usage can drive a word into the
pur&iew of a rule which otherwise excludes it. The classic
case (due to Fidelholtz) is the anomalously freguent reduc-
tién.of bassoon to Lbasﬁn] in the spéech of basscoonists. Hon-
tense weakly-stressed vowels normally resist reduction in

closed syllables Co——cg (SPE, p. 121): Compare monstrosity,

demonstrate; sensation, insensate. (To close'the initial
' [
syllable of bassoon [bxsunl we probably have to supply an un-

derlying geminate s.) This is obviously very like the uni-

versal example avove.

Note now the following interesting contrast.
(40) Burel you have three lemons.

(a1) *BuL o] "you" has three letters.

I invite the reader to control for strass and nause.

A quotation is a noun. This is evldnnt enougn from thie

fact that it tzkes nominzal dntprmlnprs dnd cornlem@nts.




D

194

£ Thatlf—C "you" he 1:
DETTb t. LN | you ]L‘PPin. the last l;noV]]]

1is juét about illegible.

(4?) s

Note also that “zou“, in additicn to taking modifiers, governs

agreement like a singular houn, not like a‘second—person Pro-
noun,{and will of .course continue to do so regardless of the
contents of the inverted commas. - | |
- (43) (a) *But ﬁyou" have three letters.

(b) *That "you" are illegible.

A quotation can obviously be anything &t all--ungrammati-

cal English, grammatical strings in other languages, ungram-

matical strings in other languages, noises significant in no

Ianguége—fwighout affecting_the grammaticality of the outer
English sentence.

(44) "G" is not English.
A grammar, as I mentioned in Part I, cannot be held responsi-
ble for épecifying @; it is an absolutely arbitrary vocaliza-
tion. In (43) it happens to correspond to an English word,
fpﬁoyoul. Ny point is that %"you" stands to zgg'as, SEY,
"oui" stands to we: M"you" is not structurally a pronoun. At
the ve:y'least, there is no test according to which it does
not behave only as é'nqun. If "you" wvere & prqndun,‘(45)
would be bad. |

~ (45) "You is" shows faulty agreement.

I mean to suggest that “you" is to be represented as [Nyou],
not Ly Lpzovoul 3. o

Therefore we may say that a guotation is & word-—i.e.

somethiﬁg dominated by a terminsl category--of frequency so
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low that it is not even listed in the lexicon. Indeed, it
can't be, since it's arbitrafy. ‘This expléins why FDP fails

before "you', just.as before any other Lyl-initial but'lin—‘
guistically ihsignificant noise,
| I want to quickly destroy the idea that scme sort of
"quotation effect insulatés_what's inside the guotes phonologi-
éally in cases 1ike (41). éause, first of all, is clearly not
‘the culprit, since a‘pauseless rendering of (41) improves
matters for ¥YDP not one bit. Second, note that it is the
frequency oniy of the Lyl-initial word that affects FDP. Quo-
tatioﬁs, like all [y]-initial nouns but year, block it. The
4frequency.oflthe dentai—final'word is irrelevant. One ima-
gines, then, that a guotation should allow its final dental to
palatalize. So it is:
(48) That's the last "plea[%]" you'll have to say .
Note also:

(47) (a) Have you read Kidngggjgl yvet?

: /
(b) Have you been kidnazoupl[c] yet?
(48)(a) I read "The Frogpz]" vesterday.
(b) I dissected the frog[z] yesterday.

By contrast:

(49) (2) *Bulc) You Can't Go Home Again is fairly self-
indulgent Writing, to my mwind.
(b) BuLgJ you can't go home again.
As I mentioned in Part I, there are dialects of Au-
. stralian Fnglish which palatalize‘eVéryWhere a dental and a

‘yod prauselessly meet, totally regardless of any non-rhono-
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1ogica1 information, in particular about weord frequency. In

Australia, then, FDP is not a casual speech rule: tha[gl

- yo-yo, John know[¥] Yerkish, quif%] yelling, ete. TWe leap to

predict that, for speakers of these dialects, examples like
(41) should go through with FDP, since the fact that a quota-
tion is a low-frequency noun will be true but irrelevant.
This is actually the case. (Thanks to David Nash.)

The theory that it is FDP that is affected by word fre-
quencj is, however, incorrect. It seems to me slightly bi-
zarre to begin with that only the frequency of the [yl-ini-
tial word should be of relevance, Notice also that FDA (4)
is not at all sensitive té wordAfrequency, as (5) shows.
Therefore we’will not be suécessful in collzapsing FDA and
FDP, even though this result is of course desirable.

In what respect to FDA and FDP differ? X}deletion aﬁn
plies‘oﬁligatorily to the output of FDP, but not to the out-
put of FDA. Investigating one step further, it turns cut
that aneletlon alone 1is bad exactly vhere FDP followed obli-
gatorily by y-deletion 1s.

(50) (a) *I taugh(czlddish nights.

' V(b) #I tea[C1 Jddish nights.

(51) (a) *#Th a{fowldeling is against the regulations.

(v) *Su[cow)d@linw'is against the regulations.
Fv1dnnuly v-deletion 1s the rule subject to our frequency

effect. Nevertheless, it must be wrong to write y-deletion

as (52),
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~with some condition‘on thé frequency of word &, because the
result of not_applying y-deletion is also badkwhen and only

- when FDP has already applied.
| (53) *I taugh[éy]iddish nights.

(54) I teaftyliddish nights.

- In (54), obviously, Kahn's Rule V ({10) above) has not ap-
plied, and therefore z}deletion has no chance to. But in (53),
(10) must have applied, since FDP has. It appears that y-
deletion must remain absolutely obligatofy.

 The responsibility for the phenomenon must, I think, be
pinned on an oufput condition, sociolinguistic in nature:
The less frequent a word--the less characteristic of ordinary
conversation--thie more stigmatizéd its derivation when it in-
éludes the loss of its initial segment. This simple idea ex-
plains every fact we've considered.

Y-deletion is virtually the only rule in Fnglish which
>deletes initial segments.v 4 second example which comes to
mind, h-deletion before unstressed vowels, is also con-
strained by word frequency; Compare:

~ (55) herself

'~ historical

hysterical

heraldic
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Hieronymus

hendiadys
The only other example I can think of in Fnglish is the some-
what childish clipping of initial unstressed non-tense vowels

which one sometimes hears: ‘'parently, 'merican. This too is

subject to g‘frequency effect. Clipping seems progressively
more difficult in the words in (56). |
(56) apartment
' effectively

abusive

eéenthesis

effulgence’

agouti
(On this account, incidentally, we can see why an urolo-
giggb(seé4Part I) is going to be bad for palatélizers. Since
the n of the article must be ambisyllabic (recall (25)),‘it
palatalizes and the y drops. But this is not allowed fof

words like urologist. And unlike this urologist, an urolo-

gist cannot simply surface without the syllabic connection
having been established. Tie ownly option is not to have in-
serted the n in the first place. There is no Fnglish word
in [yuw-] which is both frequent enough to élldw-x—deletion
and possible after the article.)

‘v'Neverthéleés, it 1is sufeiy:a mistake to think, as does
s1len (1962) that high information load at wﬁrd onset,uﬁi—

versally militates against rule-governed violence to initial

segments, Allen's (pp. 17 ff.) underlying assumption, that

e v e ———— e ww % W e tem e e v e ———i— N - e i’
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intelligibility of output cannot be reduced by rule, is

nlainly unjuéfipiod~ Any rule wnlch takes A to B in some en-
vironment is glVlng the hearer an addltlonal task in racovering
A. (Surely comnonplace reductions llke'Lcadunj Ywhat are

you doing' are not performsed in the interests of intelligibil-

ity.) The prediction, too, is false, as attested, for in-

stance, by the Celtic case (above) and the Awgtim case (Hale

- 1976), in which initials are regularly and massively affec-

ted. No, the explanatiocn for the weakness of word-ipnitial

deletion in English lies in its relation to the rest of

- standard Fnglish phonology--these are the only rules affec-

ting initials, and not one is at all well-entrenched. Hence

the opacity of derivations in which they arply, unless aided
by informational redundancy. Note too that none of the three

is restricted to word-initial application. W%e also have h-

deletion} elision, and palatalizaticn medially: prohibition,

- potato, textual.

This last assertion needs further commentary. Ve have

successfully removed all conditions but the syllabic one from

FDP. (12), taken at face value, leads us to expect palataliza-
tion word~internally. And in fact there is a well-kXnown rule
of palatalization (SPE, p. 230) doing just this.
: cons
« -son r-ant —-cons
- (87) +cor %strldl /-wm*[:;:gﬁ:] —stress]

(567) is the rule responsible for'node~nodu1e, fact~factual,

selzew~seizure, sex~sexuzl. It is rart of the word-level pho-

nology, because in SPE theory an optional word boundary must
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appear in structural descriptions as (#). Apart from this,
(57) is v1rtua11y identical to FDP sans sylliblc conditioning.
And the syllablc condlt*onlng, I observe, is always met word-
‘internally. The only thing stopping us from saying thap (57)
is just a special case of (12) ié the stipulation in (57) to
thé effect phat the vowel following the yod must bé unstressed.

However, this stipulation is wrong. It is based on exam—

ples like ensue, resume, nerpetuitg‘([-sﬁw, -zﬁﬁm, —tﬁw;tiyJ),

which I really see no reason to give undérlying /y/, fated to
delete, at all. What we need is a good example of an indepen-
dently justifiable [XD]‘clearly-alternating with [ XP] y&.

Such examples are nearly nohexistent, but I offer, along‘with
rains of salt, credulity Lkrtjﬁwlxtiy] (for many speakers),
the porsuasivpnoss of which depends on its derivation from

/ecred/ (cf. crpalblllgy, etc. ), and 1ndiv1du1_y [Ind?VIIUWIuijJ

(divide).
ActU¢lly, oxamnlﬁs of real worqa_aro slightly irrelevan

at this voint. A small gadarkﬁnexnp“lm@nb will tell us all we

need to know, Imagine a word zeft, derived from which there

my- - =

is an adjective in -urious. Tne resuly is clearly
[zgféfiyas], not'[ztftfiyas]. Or iragine a word gand, also
appearing inside a noun in -ulity: [gxn}ﬁwl;tiy:, not
[gxnddwlltiy].

The point I am making is this. One repeatedly fihds
high-level phonological rules which are merely less punchy
versions of 1ndpoona9ntly DECPSSary word-level ones, (Spe,

e.g., Harris (1968), Cheng (1973), Hudes (1376), holoz{y

(1977).) The wider rule does the szme thing as the narrower
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one, but applies with nothing like the same regularity and

only in connected speech. In every such case, I predict,
there is in fact only one rule, an utterance-level one sen-
sitive to prosodic strﬁcture. Since proscdic structure
changes with faster speech, generalizing itself over progres-
sively larger domains, so will the applicability of the rule.
There may also be varlous types of socizl sanctions égainst
jts application: Hence "casual speech rules," which are often
also fast speech rules.

Finally, I want to assemble several significant facts
about FDP, now more accurately referred to as D%.v DP is an
uﬁterance—level'rule whose twd terms often lie on either side
of é w-juncture. However, unlike all the rules of Part I,

i) DP is blocked by pause. |

.ii)' DP ignores phra e structure, as long as it is not
reflected by pause. It is false, in particuler, that DP is
clause-tound, as suggested by Postal (1974). HBis examples,
like (58) and (59), |

(58) *I met Mary, who 1is sitting on the maLg], yesterday.

(59) +*Sha king the poLc] vields few benelits.
disallow DP (or “—dplptlon) for 1naoppudcﬁt re adons—-namely'
the presence of pause (58) and of a low-frequency verb (59)
to the right of the pdldtdllaeﬂ consonant. Compare (60) and
(61), which have no subordinate clauses. o

(60) *I met Mary, your boLs], yesterday.

(61) *Thafll yields few benefits. |
On the other hand, note‘(Ga), (63), and (84), wnich do:

(62) 1 gue[s] you'll be glad to hear I got a Jjob.
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_ v
(63) This proviz] you're mistaken.
(64) Th“j never got the lﬂttpr[bl you aicgﬁ you sent,
iii) DP is not blOCﬁPa by parpﬁfhp=1s, to thP extent that
rause does not accompany it.

(85) I coulrl)l (,)‘y'see, but I won't,

(66) I had thil31 (,) y'know (,) like really insane idea.

(67) Guiefdl (,) you guys, I'm trying to sleep.
Conversely, when the interpolated raterial ends in a dental:

(68) Guiet, you guy£§1 (;) youtre driving me bananas.

(69) ‘'Come oﬁ,” he say[zl (,) Uyoutre putting me on."

(70) This is, I gueng (,) your iast chance,

iv) DP is not blocked by trace, again to the extenﬁ that

rause does not accompany it;

(71) I dicdn't like the apartment I lookeé aﬁgx t yester-

agay.

(75) I can't understand what it i[gﬁ t youlre saying.

(73) I said I wouill t (,) your honor.

(74) John says he's your friend mure than he iﬁzj t

your lover.

(As in Part I, I do not necessarily assume that all of these
are derived by movement. & "trace," in my usage here, is the

pre-terminal structural residue of any extractlon, In each

case, we know it is there because the non-lexical item

o
!ﬁ

3
;g, wouid, is preceding the gap is not allowed to destress or

reduce. The usual distinction between movement (leaves &

, tracp) and deleticn (evidently no trace) useful in syntax is

actually, I assume (following Chomsky 1972), the distinction
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between the presence of‘a semantic variable and its ab-
sence., For a justification of an underlying-quantifier re-
moved from site t in sentences ;ike (74), see Bresnan (1975).)
Note also the lack of contrast between (75), for those who
can say it at all, and (78) or (77).

(75) Whofd you sen[fl t your resumé?

(76) Who'd you senf)] your resumé to t?

(77) Vhere'd you senLjJ‘your resumé t?

In a study of DP across the site of verbdb gapping, Coorer,
Egido, and Paccia (1977) conclude from contrasts like

(78) (a) The bus driver will take your brother and then

| guide'ybur sister.
(b)/ The bus driver will take your brother and the
guide.jour sister.
(79) (a) The porter took your bags and weighed your
’ luggage.
(b) The porter took your bags and Wade your luggage.

(their (9) and (8)) that an extraction site tends to block the
rule. Note the natufal pause in the (b) examples. The easi-
ly conceived idea that some more abstract state of.affairs——
like the presence of a trace--is responsible both for the
pause and for blockage of DP is guite hard to seriously main-
tain. First, an extractien site is not always accbmpanied by
a natural pause: (71)-(77). Second, DP is not inhibited pre-
cigely here. Third, DP is inhibited by all sorts of pauses,
pauses which surely are noﬁ due to trace,

(80) (2) Theyt've weighed...your luggage.
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(b) It's all weighed. Your luggage is over there.
_(c)‘ Wade, your luggage is over there.

(d) After it was weighed, your luggage blew up.
Hesitaticns, ends of sentences, vocatives, and preposed ad-
verbials naturally require pauses, and also makxe DP difficult.
Since it 1s so clééfiy true that paﬁsé blocks DP, due to the
failure of (10), it seems counterprodﬁcti?e to say that ex-
traction sites also block DP (or even y-deleticn), particular-
ly when this theory is borne out only to the extent that pause
is required as well.

Cooper et al. also point out that an actual silence of
any length is not measurable in many instances of blccked DP.
Hoﬁever, silence is not to be identified with pause. A pause
“is a thirg of scme abstraction, often surfacing as a lengthen-
ing of the pre-pausal syllable. DNote:

(81) *John telephone.

This is, of course, bad without a pause after the vocative.

(82) John, telephone.
~But a silence of significant duration is not necessary. In
rerdering the comma of (82), it is possible to utter either
(83) (a) or (83)(b). |

(83) (2) John...telephone.

(b) ;ZTZHH telephone.

The hiatus in phonation after Jo-chn need not be large, or,
it seems to me, even present at all., Note that lengthening in
(78) (b) and (72)(b) seems virﬁually obligatory before the gap,

According to Carmen Fgido, of Cooper et al (personxz 1 communi-

pL

L
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cation), their data in fact consistently show it.

v) DP is not even blocked between adjacent sentences 1n
the same utterance. '

(84) Try irc3 (,) you'll live.

I assume that (84) is structurally ho different from (85),

(85) Try it. You'll live. | |
in which thé two sentences separated by the period are pre-
sumably not a syntactic constituent. The comma in (84) is
merely'an orthograbhic indication of their prosodic intimacy,
which is exactly what DP requires.

In every single one of these properties DP distingulshes
itself from the rules I've been worrying about in the rest of
this work. There 1s no a priori reason why the absence of
syntactic conditioning (ii) should entail (iii)-(v), or why
the presence of syntactic conditiouning should entaill the con-
tradictory propositioﬁs in case after case. 1 stress one more
time that, according to mf theory,

(85) (a)

/\A/\A[\

B A B

syntactlc condltionlrv of a rule 1nJ01v1ng words A and B is of
necessity dependent on thpjl b@lnb senarrtea by w-Jjuncture,
e.g. the one bounded.tW'QAB in (86)(z). Dut parenthesis (b),
trace (c), and full stop (d) all have structural réflexes

ruling out the possibility of sny w-juncture inside a curve

including A and B. On the other hand, pause (i), a p“OQGﬁlC
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phenomenon, does not affect the normality of Jjunctures,

“though it interferes with prosodic rules. DP turns out to

be a prosodic rule; hence 1s predictably blocked by’pause. To
the eitent that prosodic rules are not also affected by non-
prosodic configurational conditioning (ii) (but recall the
Italian example), (1) and (iii)-(v) will tend to exclude each
other. One also imagines that there is né third case; i;e.

that high-level phonology is sensitive either to proscdic

- structure or to non-prosodic, lexical structure. Hence a

demonstration that & rule is not tied in to lexical struc-

“ture should make us look for its prosodic conditioning, and

vice versa. HNote that even rules like the a/an rulé, evi-
dently without ebstract limitations in the manner of Part III,
are always conditioned by lexical structure in the sense that
they are unproductive to an extreme degree. It ougnht to be
inpossitle to lay sucn réstrictions on a prosodic rule 1like
P, |

I should mention that proscdic rules do not always have
the superficial, vhonetic air that DP hazs. An otherwlse simi-

lar example is Finnish gewmination, wihich avpears to be condi-

tioned by abstract segments.

- (&7) Hene [p:lois!
g0 away
(88) Pane [p:julta uuniin.

‘put  wood in-the-stove

The words which cause this gemination belong to a 1ist which

one simply has to lesrn. Unlike the Irish case, a morphologi-
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cal treatment I1s unattractive, since special syllable-Tinal
phonology also cooccurs with the ability tb cause gemination.>
Nevertneless, the rule of gemination is defensitly conditioned
by the analogue of KahnfsARule V. It applies only ih cbnnec-
ted speech. ‘
(89) %*Pane...[p:Juita uuﬁiin.
Now note (90) and (91):
(90) Pene [k:luule [p:Juitz uuniin.
listen
'Put, hey, wood in the stove.! .
(91) Mita pitdisi panne t [p:]&dllimmHiseksi?
whet should-one put on-top
(Thangs‘to Paul Kiparsky.)
A word on the "psychological reality" of rhonological
rules. Looking naively at the vowel shift, for example, it is

not the least bit clear that the set of examples constituting

- this phenomenon exhibit mcre than merely the sorts of fortu-

itous correspondences one woulda expect to find in any large
body of inherited vocabulary. It is nat obviously true that
an autﬁentic phionological rule synchronically accounts for
them. The vowel shift has many exceptions, isvnét productive,

ig not SUpported by intvitions, etc. It is still vossible to

. have an opinion about the nature of the vowel shift, ranging

from the orthodox phonologism of SPE through various sorts of

Jexical correspondence theories (Vennemapn 1972, Leben and

C Robiﬂson l977) to the extreme position that inazns~inanity has

about the same status as Canmbridge~Cantebrigian. Now a
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trans-word-level phonological rule is a phonological rule

- par excellerce, because its preoductivity makes it difficult

or impossible to think of as a lexical correspondence. DP,

- for example, 1s responsible for a completely productive alter-

nation [XDI~[XP1. It is powerfully absurd to think that both

of these are listed in the lexicon. Still needed is a means
of specifying.where [XP1 actually occurs. If this meéns is
a rule, the rule is DP, which makes /XP/'s lexical preseﬁce
superfluous. But unlike the Crnnlity case, here it is not

a serious alternative to list every [XPlLyYl. Put another

‘way, while one can think of inspe~inanity as either (92)(a)

or (92)(b), (93)(b) is simply ridiculous.
(92)(a) /inmm/ : /rnzn/ity, plus VS
- (b) /rnmeyn/ : /ruxnctiy/
(93) (a) /bat/ : /bat/ you, plus DP
(b) /oat/ : /vaduw/

" The position on the vowel shift thatltnznrtiy] is a monolithie

word, without a constituent underlying inzane, doesn't even

have a couvnterpart on DP. Ve simply cannot get away witnout

“analyzing but in LbAguwj.

Now when we write tne rule, which apparently we must, ac-

counting for this palatalization of final dentals, we find

that’already it accounts for word-internal seizs~seizure, etc.

Itts not so clear, Jjust looking at it, that seize~seizure is

~a "real" slternation. But the fact that DP is general enough

to account for it makes any lexical correspondence redundant.

Hence DP constitutes a kind of evidence for word-internzl

o A
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phanology.

An especially serious theory of lexical phonology is pro-
posed in Leben end Robinson (1877). . In this highly interes-

ting and attractive system, surface forms are Jisted as is in

_the lexicon. /rnanztiy/, for example, is then related to

/tneyn/ by interpretive rhonclogical ruies, essentially the
ipverses of the standard ones. Attempting to match Atneyn/

with the stem /fn#n-/, we apply the inverse of the vowel

shift, gettingfrnaxynl. (The complete derivation will also

include the inverses of diphthongization and laxing.) This

theory correctly predicts that the vowel shift will not be

productive, because /rngnrtiy/ nas to already be in the lexi-

con for any rule to avply to it. Now imagine an analogous

treatment of DP.

(e4) /fneyn/ : /rnenztiy/, plus VS
(95) /bat/ : /baduw/, plus DP

B.B.ng Yo, b.ll_Lg.l our, _bl}ﬂ[é] yet, ﬂ[éj»veSteraf}’; coulf 3 you,

and every grammatical example of DP nmust be listed and submit-

ted to rules first eliminating tne word to the right of the

~palatalized consonant and then, via the inverse of DP, re-

covering but, could, etc., also listed. Absurd as this is,

it alsolpredicts that productive palstalization will not oc-
cur, whick is not true. Unlike the vowel shift, DP quite
naturally applies to borrowed, nonce-, und spentaneously
made up ﬁords. |

(98) (&) the fe[gi youlre wearing

(b) the skateboatifﬁ vou're riding
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(c) the ganLY3 you ate
Therafore DP is in ‘the active, rightside-ut rhonology. PRut
then, by the same transitive ressoning sbove, so is DP when

it applies word-internally.
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