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ABSTRACT

This study investigates the role of syntactic chains,
more specifically "O0-chains," in grammatical theory. Very
roughly speaking, a "O-chain" is a set of positicns sharing
the same semantic role, or "O-role," wherein each higher member
of the chain "binds" each lower member. "Binding" is assumed
to consist of C-command and coindexing. A central hypothesis
of this study, expressed as the "Unity of Indexing Hypothesis,"
asserts that the notion of "binding" relevant to the formation
of O-chains is exactly the same notion of "binding" relevant
to the conditions on anaphora, Chomsky's (198la) "Binding Con-
ditions" (BC's).

In the first two chapters, this study is put into the
wider context of recent research, and several central princi-
ples are introduced, defined, and individually motivated, most
notable among these, 0-chains and the UIH. Additional princi-
ples that interact directly with 0-chains, such as Case inher-
itance, the Empty Category Principle, and the 0-Criterion, add
a range of diagnostic consequences to the formation (or non-
formation) of 0-chains in a given context. Moreover, since the
UIH requires that binding for O0-chain formation correlate with
binding for the BC's the ill-formedness of a wide range of
otherwise possible analyses is predicted. The remainder of
this research assesses the consequences of the UIH in contexts
where formation of a 0-chain, independently required by other
principles, such as the Case Filter and the 6-Criterion, would
create an instance of binding that violates the BC's.

In Chapter III, for example, it is argued that there is
no 0-chain relation between it and S in the construction com-
monly known as "It-Extraposition." This conclusion leads to a
revision of the Case Filter, the introduction of the "Case
Realization Conditions," the motivation of an additional prin-
ciple excluding S's from Casemarked 0-chains, and the postula-
tion of the "external 0-set,"” an analysis which permits the



assignment of an "external" O-role to either preverbal sub-
jects or VP-adjoined subject (both sisters of VP).

In Chapter IV, the consequences of the UIH are exa-
mined with respect to there-sentences in English and imper-
sonal constructions in many languages. In these contexts, it
will be argued, the Case Filter requires that a 0-chain be
formed to permit Case inheritance, but the resulting 0O-chain
contains a violation of the BC's. The mediation of this
conflict results in what is commonly known as the "Definite-
ness Restriction," or, as I shall call it, the "Definiteness
Effect" (DE). Chapter IV demonstrates that the distiribution of
the DE correlates exactly with the formation of "unbalanced"
0-chains of this sort.

An attempt to explain why unbalanced 6-chains can be
saved by indefiniteness, zs opposed to some other property, is
developed in Chapter V, and the formal expression of the
definite/indefinite distinction is further motivated and inte-
grated within a theory of the LF component.

Given the above analysis, the absence of the DE ought
to correlate exactly with the absence of an unbalanced 0-chain.
Precisely this implication is examined with respect to free
inversion in Italian, where no DE holds. Contrary to most
recent accounts, I shall demonstrate that no unbalanced 0-chain
need be formed to permit postverbal definite subjects in
Italian, as no Case inheritance is required to satisfy the Case
Filter (rather NOM(inative) Case is assigned directly to the
postverbal position by the effect of the "Free Inversion Para-
meter"”) and O-assignment to the postverbal subject is direct
under the "external 6-set" proposal mentioned above. It is
also demonstrated that 'free inversion' and 'missing subjects'
result from separate parameters rather than from a single so-
called "PRO~drop Parameter," and that the four types of possi-
ble languages predicted by the existence of separate parameters
are in fact evidenced among the Romance languages. The para-
meter responsible for missing subjects, the NOM-drop Parameter,
is then extended to German wherein only expletive subjects can
be missing, exactly as predicted by the revised inventory of
empty categories proposed in Chapters II and VI, and the assump-
tion that German lacks clitics parallel to those in Romance
languages.



This thesis is dedicated to
Etta Weisberger
and to

my parents

With all my love



All of these chains ... and they
ain't the kind that you can

see

The Shirelles



ACKNOWLEDGEMENTS

How do you thank fifty people without lumping them all
together, dividing them up into artifical categories, or tax-
ing the patience of the reader, more interested in syntax than
acknowledgements, with fifty personalized e:xpressions of grati-
tude?

The problem doesn't arise in some cases, when people
can be thanked for tangible tasks. My committee, for example,
performed the much too tangible task of cleaning up a very
sloppy act. Ken Hale's sharp eye for detail and Jim Higgin-
botham's extremely reasonable suggestions saved me from a num-
ber of stylistic and analytic blunders. Noam Chomsky cannot be
thanked enough for managing to find the time to read and com-
ment on the numerous fragmentary drafts of this thesis that
have crossed his desk this year. His advice and inspiration
have influenced every aspect of this work, and it is a pleasure
to acknowledge my intellectual debt to him.

Morris Halle deserves special thanks for being a bene-
volent moral force, and for making a closet phonologist out of
some very base material.

I would also like to thank Jay Keyser for helping to
keep our heads above water in rough financial weather.

In a class by themselves are my fellow first year stu-
dents, Hagit Borer, Lauri Carlson, Yukio Otsu, David Pesetsky,
and Tim Stowell. Without their friendship, support and ideas,

the last few years would have been infinitely poorer. The



syntax junkies among us, Tim, David, Hagit and I have been
through enough theories together to say we know each other
well. My special thanks go to David Pesetsky, my erstwhile
collaborator, who has hung on with me to the bitter end.

I also thank all those people, most of them good
friends, who have been especially helpful as both linguists
and informants, among them, Parizia Cordin, Isabelle Haik,
Jaklin Kornfilt, Rita Manzini, Eric Reuland, Anne Rochette,
Mamoru Saito, Jean-Roger Vergnaud and Leo Wetzels.

A number of people in addition to those mentioned above
made substantial contributions by commenting on partial drafts
or simply listening better than anyone else, among them Neil
Elliott, Richard Kayne, Robert May, Danilo Salamanca and
Barry Schein.

The rest of the people come in a lump because I can't
think of any other way to thank so many people at once for such
various things, including friendship, inspiration, support,
tactful, but unmistakeable, refutations, and half baked ideas
(many of them warmed over in this thesis). They are Mark Bal-
tin, Adriana Belletti, Denis Bouchard, Luigi Burzio, Dick
Carter, Janet deCarrico, Francois Dell, Wilson Gray, Jacqueline
Gueron, Roger Higgins, Jim Huang, Bob Ingria, Osvaldo Jaeggli,
Phil Lesourd, Marcia Lind, Robert Matthews, Gary Milsark, Hans
Obenauer, Jean-Yves Pollock, Bill Poser, Henk van Reimsdijk,
Luigi Rizzi, Tom Roeper, Donca Steriade, Tarald Taraldsen,
Esther Torrego, Edwin Williams, Michael Brody, Eric Wehrli, and

Maria-Luisa Zubizarreta. I am sure I have forgottenmany people



in my rush to get this done and I hope that those 1 have for-
heir hearts to forgive me some day-

n will find it in t
ore care

gotte
e manuscript with m

ehow preparing th

For som
would like toO than

me has allowed, I k Isabelle Haik,

pecially my princi

than ti
pal typist for friend-

Kyle Johnson and es

ship peyond the call of duty-
as

At this poi

nt the applause meter goes off scale,
grandmother, Etta Weissberger, for keeping the
hen it really coun
1 thank Susan Si

s if he were a human

1 thank my
unds from the Jdoor W ted.
and probably most,

a thesis machine a

ho
dlauskas with

Last,

all my love for loving

being.



TABLE OF CONTENTS

page
ABSTRACT 2
ACKNOWLEDGEMENTS 6
CHAPTER I
1.0. Grammatical Theory and Syntactic Theory 12
l.1. The Theory of Grammar 13
1.2. The Vocabulary of Syntactic Relations 15
1.3. From Systems of Rules to Systems of
Principles 20
1l.4. Subtheories of Grammar: Case Theory 24
FOOTNOTES 29
CHAPTER II
2.0. Indexing and Syntactic Chains 32
2.1 Indexing in Generative Grammar: A Historical
Sketch 33
2.2. The Unity of Indexing Hypothesis 36
2.3. Syntactic Chains 47
2.4.0. Indexing and Empty Categories 56
2.4.1. The Functional Definitions of Empty
Categories 56
2.4.2. Expletive Empty Elements 61
2.4.3. Relations between Components 69
2.4.4. Expletivity and the Inventory of Empty
Categories 83
2.5.0. Constraints at LF-Structure 86
2.5.)l. The Domain of ECP 87
2.5.2. ECP and EXE 91
2.5.3. The Domain of the ECP: Further Consequences 97
2.6. Summary 103
FOOTNCTES 104
CHAPTER III
3.0. Case Theory and Clausal Arguments 113
3.1. Case and the 0-Criterion 114
3.2.0. S Complements 118
3.2.1. Must S be Casemarked? 120
3.2.2. S and ©-Chains . 125
3.2.3. The Revised.Case Filter and the Case
Realization Conditions 131
3.3. Variables and Case 137
3.4. Can S be Casemarked 143
3.5. Summary 152
FOOTNOTES 154
CHAPTER IV
4.0. The Distribution of the Definiteness Effect 164

4.1.0. The Phenomenon 166
4.1.1. Earlier Analyses 167



4.1.2. 0-Chains and the Definiteness Effect
4.2. French I1 Impe:sonals
4.3.0. German and Dutch Impersonals
4.3.1. Some Analytic Assumptions
4.3.2. Prepositional Objects and Dative Objects
4.3.3. Nominative/Dative Inversion
4.3.4. Nominative/Dative Inversion and the INPP
4.4.0. The List Interpretation adn Presentational
Impersonals
4.4.1. 1IBE, PBE, and the List Interpretation
4.4.2. Ergative Impersonals and Presentational
Impersonals
4.5. Summary
FOOTNOTES
CHAPTER V
5.0. Towards an Explanation of the Definiteness

(N ROEG NGRSO RGEGRC RS RN
L] . . L] . L]
NMWWWLWNNNNDNNDEFERFF
. . . .
SO HO_MBWNHFHOWNMHFO
L] .

Effect
The Proposal
Motivating the INPP
The Context of Grammatical Levels
Impersonal Insertion
Some Questions of Analysis
QR and the Scope of Negation
Raising and Lowering
Wh-Movement in There-Sentences
Summary of 5.2
Definiteness and Indefiniteness
Contextual Tests for Definiteness
On the Semantic Treatment of Definiteness
Towards an Explanation of Indefinite NP

Properties
5.5. Summary
FOOTNOTES
CHAPTER VI
6.0. Missing Subjects and Free Inversion
6.1.1. The "PRO-drop Parameter" in Earlier
Accounts
6.1.2. The NOM-drop Parameter and the Free
Inversion Parameter
6.2.0. The Independence of the FIP from the NDP
6.2.1. French: A Non-NOM-drop Language
6.2.2. Subject Clitic Inversion in French
6.2.3. Trentino SCL's
6.2.4. SCL Inversion in Trentino
6.2.5. Modenese SCL's
6.2.6. Summary of 6.2
6.3.0. The Independence of NOM-drop from Free
Inversion
6.3.1. Missing Subjects and the DE in Portuguese
6.3.2. rThat e Effects in Portuguese
6.3.3. Summary of 6.3

172
175
181
181
186
189
196

200
201

209
219
221

236
237
238
239
245
250
251
257
266
277
278
278
285

290
295
296

306
308

323
333
335
351
366
373
383
389

390
393
398
402



6.4.0. NOM-drop in German
6.4.1. Impersonals in Subordinate Clauses
6.4.2. V/2 and Extraposition Es
6.4.3. Comparison with Dutch
6.4.4. Summary of 6.4
6.5.0. Residual Issues in Italian
6.5.1. Raising
6.5.2. Auxiliary Selection
6.6.0. Comparison and Conclusions
6.6.1. SCL vs. Pronominal INFL
6.6.2. The Identity of the Missing Subject
6.6.3. Tne NDP and FIP are Independent
6.6.4. Silent Clitics and Possible Languages
6.6.5. The UIH and the DE
FOOTNOTES
CHAPTER VII
7.0. Conclusion
7.1. Binding Theory
7.2. Case Theory
7.3. ©0-Theory
7.4. Empty Categories
7.5. The Autonomy o Syntax
7.6. The Unity of Iunaexing Hypothesis

FOOTNOTES
APPENDIX: Stylistic Inversion in French and
English
FOOTNOTES

BIBLIOGRAPHY

402
406
409
415
416
417
418
422
424
424
427
432
435
439
442

465
465
467
469
473
475
477
479

480
496

500



Chapter I

1.0. Grammatical Theory and Syntactic Theory.

Since the earliest work in generative grammar, a pre-
requisite for any theory of syntax has been the postulation
of a basic set of syntactic relations in terms of which
hypotheses about the structure of universal grammar can be
stated. 1Indeed the postulation of these formal syntactic
relations themselves represents a highly significant claim
about the 'notation' of universal grammar, especially since
the rich interdependencies typical of natural language must be
expressed in terms of these relations.

This research is, for the most part, an inquiry into
one of the newest members of the vocabulary of primitive syn-
tactic relations, the notion 'X is coindexed with Y,' and
the 'theory of indexing' that has sprung up around it. 1In
particular, I shall construct and motivate a theory of 'syn-
tactic chains' which avoids some of the recent extensions of
the relation 'X is coindexed with Y' to independent styles of
indexing. If the theory developed here is correct, then with
respect to syntactic chains, syntactic theory need not be
enriched, nor its generality weakened, by the introduction of
additional primitive indexing relations.

The business of constructing and defending this theory
of chains begins in the next chapter, but first it is neces-
sary to provide a context for this project by being more
explicit about what is meant by a 'theory of grammar,' and

by reviewing some recent developments in syntactic theory that



Chapter II

2.0. Indexing and Syntactic Chains.

Now that the context of this research is somewhat
clearer, I turn to the relations and interdependencies to which
the rest of this work is devoted, namely, those relations and
interdependencies that are stated on, or intecpreted from,
syntactic chains resulting from the distribution of indices
in a given derivation.

I shall begin this inquiry into indices with a short
sketch of their development as a formal device within gramma-
tical theory of the last twenty years or so. 1In section 2.2,
I will introduce binding theory and 0-theory, two central
developments of Chomsky's (198la) Government-Binding approach
that rely crucially on coindexing relations, and I will pro-
pose the Unity of Indexing Hypothesis, which represents a
significant restriction on the descriptive power of indexing
relations in grammatical theory. The notion "syntactic chain"
is then develped in 2.3. In 2.4, the relations between syn-
tactic components of grammar, as they are regulated by
Chomsky's (198la) Projection Principle, are discussed from the
point of view of the theory of indexing and syntactic chains
that is developed in this chapter. Section 2.4 also introduces
and modifies Chomsky's "funétional definitions of empty cate-
gories." 1In section 2.5, my treatment of syntactic chains is
extended to interactions with constraints in the LF component,
particularly the Empty Category Principle. The chapter con-

cludes with a brief summary.
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will figure prominently or at least periodically in the rest of

my discussion.

1.1. The Theory of Grammar.

The goal of linguistic theory is to provide an accurate
characterization of the innate human language faculty, commonly
known as "universal grammar" (UG). Chomsky (198la) has
described the basic problem posed by this goal as follows:

The theory of UG must meet two obvious conditions. On

the one hand, it must be compatible with the diversity of
existing (indeed, possible) grammars. At the same time,
UG must be sufficiently constrained and restrictive in the
options it permits so as to account for the fact that each
of these grammars develops in the mind on the basis of
quite limited evidence . . . it is a near certainty that
fundamental properties of the attained grammars are rad-
ically underdetermined by the evidence available to the
language learner and must therefore be attributed to UG
itself (p. 3).

I shall assume universal grammar to be a set of
principles that hold of every language (universal principles
of grammar) and a set of yes/no options (parameters) that
break up the classes of possible languages into intersecting
sets. The language learner is presumed to have the universal
principles of grammar (UPG's) at birth, as well as a schema
of parameters that have marked and unmarked values. In
learning a language 'X,' the language learner must fix the
values for all of the parameters of X on the basis of the
limited data to which he is exposed, and acquire a lexicon
for X (also presumably constrained by UPG's and parameters).

The final state linguistic competence of a native speaker of

X includes knowledge of the lexicon of X (Lx) and the values
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for the parameters of X (Px); the rest of the native speaker's
knowledge of X should follow from the interaction of Px and

Lx with the UPG's. This interaction is called the "core gram-
mar of X."

One highly successful strategy for uncovering proper-
ties of UG has been the detailed study and comparison of adult,
or "final state" grammars for given natural languages (which,
at the relevant level of abstraction, may be thought of as
exemplified core grammars). Comparative study of final state
grammars has grown increasingly fruitful in recent years as
detailed, theoretically informed work on particular languages
has accumulated, and as the increasing sophistication of lin-
guistic theory has permitted more specific cross-linguistic
hypotheses to be constructed and tested. Within this frame-
work of research, UG itself has emerged, methodologically
speaking, as the abstraction from final state grammars of
principles true of all possible final state grammars. Under
the idealization proposed in Chomsky (19€¢5), particularly the
assumption that language is instantaneously acquired, it follows
that the UPG's of the final state abstraction form a model of
the innate (initial state) human language faculty. Parameters,
from this point of view, are formal properties that hold of
classes of final state (again, read "core") grammars.

Part of the focus of this thesis, particularly Chapter
Vi, will be to examine the formal properties of some of the

parameters that distinguish the Romance languages both from
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each other, and from the Germanic languages.

The central theme of this research, however, concerns
properties of universal grammar, namely, the theory of syn-
tactic chains, the properties of syntactic chains, and the
theory of syntactic relations, especially the theory of index-

ing, within which these chains are defined.

1.2. The Vocabulary of Syntactic Relations.

The primitive vocabulary of syntactic relations, some
of which date back to structuralist grammars, may be stated
quite informally as in (1).

1) Primitive Syntactic Relations

a) X is (string) adjacent to Y

b) X is in configuration with Y (e.g., sister, daughter)
c) X shares the feature [+F] with Y

d) X is coindexed with Y

Every syntactic relation or interdependency is expressed in
terms of one or more of these primitive formal relations.
For example, adjacency is held to be crucial for the

operation of rules of contraction, such as those in (2) and (3).

2a) *I probably'm sick

b) I'm probably sick

3a) *I wan' John'na leave

b) I wanna leave
Though these issues are more complex than they seem at first
(cf. 2.4.1 fo~r discussion), and though appeal to a more
abstract notion of adjacency than string adjacency is required,
the role of adjacency in these matters is uncontroversial.

The feature-sharing relation is commonly appealed to
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in attempting to explain the parallel behavior of syntactic
constituents on the basis of the fact that they are of the

same type. Any treatment of nouns or noun phrases assumes

that these elements are identifiable due to the categorial

features they bear. In most recent accounts, Chomsky's

(1970) system of syntactic categorial features is assumed.

4) N v
noun + -
preposition - -
adjective + +
verb - +

Behavior common to verbs and prepositions, for example, 1is
that they assign Casemarking, whereas adjectives and nouns are

generally assumed not to assign Case.l

Adjectives and verbs,
however, more often act as predicates than nouns and preposi-
tions. I shall thus assume the feature system in (4), but
cf. van Riemsdijk (1980), Jackendoff (1977) and Stowell (1981)
for further discussion and references.

Configurational relations have played a particularly
prominent role in recent theoretical developments, especially
the X system, government and C-command.

The basic idea of X theory, introduced in Chomsky
(1970) and further developed in the references cited above, is
that the rewriting relation X -+ Y is constrained as to the
possible values for the syntactic features of X and Y. For a
given lexical category, [aN,BV], every node dominating [aN,BV]
up through a certain number of dominating nodes must bear the

same categorial features. Thus in the diagram below of an NP,

it is assumed that there are two "projections," N and ﬁ, of the
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"head" N.

20

5)

Z|

det.
N PP
the princess of Cleves

The highest projection of a head "X" is the "maximal projec-
tion of X." These sorts of relations, of course, are expressed
in terms of a combination of configurational and feature-
sharing relations. Further extension of this sort of relation
might be to define "complement of" as being, say, "sister of
X" as opposed to, say, "sister of XM3X " 1In later chapters I
will discuss some further configurational definitions of
this nature.

"Government" is a configurational relation that has
been at the center of many new theoretical developments. I
shall assume the following formulation, due essentially to
Aoun and Sportiche (1981).

6) Government
@ governs y in a structure [B cee Y eea®eeeY...]l, where
i) o = X°
ii) Where ¢ is a maximal projection, ¢ dominates o
if and only if ¢ dominates vy.

I depart from the Aoun and Sportiche definition in my inter-
pretation of "maximal projection," however. Consider the
definitions in (7) and (8).
2

7) Base Maximal Projection

XN is the base maximal projection of X° if n is the
highest value for the category X in the base.
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8) Maximal Projection

A maximal projection of X is the highest projection
of X°, XD, where X is base maximal

9)

>><

]
™

57 >
////*\\\\

X Y

W

The notion assumed by Aoun and Sportiche corresponds to ‘base
maximal' projection, and thus X governs Y and W in their account,
but X does not govern Z because X and Z do not share all the
same base maximal projections. Under the interpretation
adopted here, the maximal projection in question is uniquely
the node that dominates Z.3 It follows from (6) that

10) Maximal projections are absolute barriers to govern-
ment.

Thus in diagram (11), X does not govern any daughter of Y if
Y is a maximal projection.

11)

T
Z’///\\\\Y

The basic idea incorporated in this definition is that a head

X

governs all of its complements within the domain of its own
maximal projection, but does not govern those within the
domain of any other maximal projection.

Government interacts with many subtheories of grammar,
including Binding Theory, Case Theory, and the ECP, all of

which will be discussed in the course of my presentation, but
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here it is possible to illustrate one simple instance where
the consequence of government in (10) has an effect. Case
assignment is generally assumed to be constrained by govern-
ment (Rouveret and Vergnaud (1980), Chomsky (1980)). Thus
a verb which assigns Accusative Case must govern an NP in
order to assign Case to that NP successfully. Consider (12).
12a) John believed him/*he

b) John believed [z he/*him was innocent]

c) [g For IS him to leavel] was foolish
Under the assumption that S is the maximal projection of
INFL4, believe does not govern the pronoun in (12b), since a
maximal projection intervenes between believe and the pronoun.
In (1l2c), however, the prepositional complementizer for is
within S, and can govern the subject of the infinitive, just
as a verb can govern its object as in (1l2a).

Finally I adopt a notion of C-command very similar to
that of Aoun and Sportiche (1981), which I formulate as in
(13).5

13) C-Command

e C-commands B if the first maximal projection
dominating o« also dominates B8, and o does not
contain B.

A typical example of the operation of C-command concerns the

contrast in (14).

| l4a) *He likes the woman [g who kissed John]

b) The woman [g who kissed QQEE][VP liked him]

It is well known that a name cannot be coreferent with a pro-

noun that C-commands it. 1In (14b), the first maximal projec-
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tion dominating John is the S within the subject relativa
clause, while in (l4a), the first maximal projection dominat-
ing he is the matrix S, and the matrix S, of course, dominates
everything in the sentence. Thus he C-commands the name John
in (l4a), and he and John must be disjoint in reference,
whereas him and John can corefer in (14b) because neither

NP C-commands the other (cf. Lasnik (1976) and Reinhart (1976)).
C-command is also considered to be a crucial factor for deter-
mining quantifier scope, a matter that will be touched on in
Chapters II and V.

The variety of relations definable on the primitive
syntactic relations in (1) is already vast, and permits a
great deal of descriptive precision. Any addition to the
class of primitive syntactic relations is therefore to be
avoided, since it increases the class of possible syntactic
relations that éan be expressed. The primitive relation
'X is coindexed with Y' will be viewed from this perspective
in the next chapter, where syntactic relations that depend

crucially on coindexing are defined.

1l.3. From Systems of Rules to Systems of Principles.

As Chomsky (198la) has pointed out, the recent shift
in focus from systems of rules to systems of principles is
perhaps the most striking and most promising theoretical
development of the last decade. There are a number of new
directions of research resulting from this research, some of

which enhance the explanatory role of syntactic relations in
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ways relevant to the analysis of indexing in the next chapter.

The shift from rules to principles had its origin, in
part, in the formulation of general constraints on transforma-
tions, such as those in Ross (1967). Nonetheless, most
investigation that followed still aimed at the discovery of
rules characterizing constructions and generalizations across
the latter, such as the Complex Noun Phrase Constraint. The
unification of some of these generalizations under more
abstract principles, such as subjacency and opacity (the
Tensed S Condition and the Specified Subject Condition), in
Chomsky (1973) marked a change of focus toward abstract
theorems and their empirical consequences, rather than, or in
addition to, the more data-driven sorts of generalizations
across descriptive rules that characterized much of earlier
research.

Another part of this shift, however, was the abandon-
ment of the hypothesis that all semantic interpretation is at
D-structure. Under the latter hypothesis (Katz and Postal
(1964)), it had to be assumed that transformational rules
could not apply so as to produce the wrong output at surface
structure. Many of the complexities of transformational rules
and phrase structure rules were then justified as a means of
avoiding the generation of ungrammatical strings after seman-
tic interpretation. The shift to surface interpretation in
the early seventies (cf. Jackendoff (1972) and Chomsky (1972))

made it possible to marshal general interpretive constraints
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to rule out overgeneration, that is to say, the idea emerged
that the constraints of one component might filter out the
over-abundant production of other components.

The first casualty of this shift were complex trans-
formational rules, both in terms of their structural descrip-
tions (which limited the contexts where they could apply),
their obligatory or non-obligatory character, and their
ordering with respect to one another. Chomsky's (1976) intro-
duction of "minimal factorization," and finally the even
simpler "Move a" in Chomsky (1980), places the burden of
explanation on general principles rather than on specific
rules encoding constructions.

It should be noted, however, that although Move a
obliterated ordered transformational rules, it did not vitiate
(indeed it enhanced) the claim that derivations have begin-
nings and ends and pass through distinct levels at which
major principles hold. Thus the ordering of rules largely
gave way to the ordering of components and levels, and to the
means by which one level is mapped onto another. A very sim-
plified version of the Chomsky and Lasnik (1977) model is
presented below.

15) D-structure
Move a
S-structure
(Phonetic Form) PF LF (Logical Form)
Filters Opzacity

Surface Structure Quantifier Interpretation
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An important aspect of the overgeneration/filtering
approach that emerged in Chomsky and Lasnik's work is the role
of conspiracies in ruling out the various ungrammatical
members of paradigms generable by base rules and Move a. While
many of the particular filters and results achieved by con-
spiracies between filters that they proposed have since been
derived by more general principles (e.g., the that-e Filter,
see Chapter rI), the conspiratorial force of interacting syn-
tactic principles has since become a major theoretical focus.

Notice, however, that emerging also in this shift from
rules to principles, and out from behind the secondary syntac-
tic relations such as government and C-command, is a new
explanatory role for the basic vocabulary of syntactic rela-
tions. For example, the primitive relation of configuration
is now, in effect, conditioned by X Theory, thus allowing a
vastly decreased class of possible phrase structures, yet
dominance and sisterhood remain central relations increasingly
associated with diagnostic properties precisely because of
the impoverished descriptive power of base rules. In some
recent studies, base rules have been virtually eliminated
altogether in favor of the interaction of other principles
and components, thereby increasing the explanatory force of
configurationality.

Although it is beyond the scope of this study, this dis-
cussion could be extended considerably with respect to languages
for which it has been claimed that configurationality is not a

relevant primitive relation, i.e., the suggestion is that con-
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figurationality is parameterized (Hale (1979)). Though I am
skeptical about the claim that 'non-configurational languages'
exist (though it seems plausible that minimally configurational
languages do, cf. Hale (1982)), the fact that such a parameter
could be proposed exemplifies the new explanatory role of the
primitive syntactic relations as they have become more closely
identified with diagnostic properties.

To forecast, once again, the preoccupations of the
next chapter, the same sort of reasoning will be applied to the
primitive relation of coindexing, in that rules that specific-
ally require ccindexing will be (or rather have been) pretty
much eliminated, and the presence of indexing patterns in the
form of syntactic chains will be associated with diagnostic
properties. The intera~tion among principles that filters the
output of possible coindexing relations will then determine
the distribution of the properties diagnostic of coindexing,
and thus coindexing, like configurationality, will also emerge

as a primitive relation with an interesting explanatory force.

1.4. Subtheories of Grammar: Case Theory.

I turn now to the internal organization of the par-
ticular theory of syntax that I shall be assuming, revising,
extending, and, indirectly, defending in the chapters to come,
the "Government-Binding Theory" (GB) developed in Chomsky
(1979c) and (198la). GB consists essentially of a number of
subtheories and the interaction of these subtheories with the

levels and components of grammar. Each of these subtheories
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consists of a principle or cluster of principles, some defin-
itions, and sometimes a particular syntactic relation or set
of syntactic relations.

Many of these subtheories, including 0-theory, binding
theory, and indexing theory will be introduced in the next
chapter, while government theory and X theory have already been
discussed. Some other subtheories, such as control theory
(determining the antecedent of PRO) and bounding theory (the
issues surrounding subjacency) will be touched upon later, but
are cf no direct concern to the central issues of this research.

This leaves one subtheory, about which I shall have
guite a bit to say in later chapters, in need of exposition.
The subtheory I have in mind is Case theory, first introduced
in Rouveret and Vergnaud (1980) and Chomsky (1980) both build-
ing on the ideas of J.-R. Vergnaud (1978). Casc theory is of
special interest in that it provides a good illustration of
the interaction of the primitive syntactic relations as they
are synthesized within a particular subtheory of grammar.

The basic insights behind Case theory are threefold.
First it is the perception that having or not having Case
features is a syntactically significant property beyond having
a particular Case feature in some context and not some other
Case feature. Second it is the idea that certain configura-
tional contexts are Case assigning contexts and others are
not, and finally it is the observation that lexical NP's
lacking Case features, given a set of Case assigning contexts,

are ungrammatical at the level of S-structure, or at least at
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some level after Move a. Thus Case theory touches on config-
urationality, feature-sharing, and the ordering of levels.
Adjacency too is relevant to Case assignment, as I shall
illustrate shortly, and in the next chapter, coindexing will
be shown to interact with Case theory as well.
It is generally assumed that Casemarking occurs or is

assigned in the following contexts (from Chomsky (1980)).

16) Case Assignment Contexts

a) NP is oblique when governed by P and certain
marked verbs
b) NP is okjective when governed by V
c) NP is nominative when governed by tense

The role of government has already been illustrated in (12),
but it may be added that adjacency also appears to play a role.
Consider the following examples.

17a) John wanted (*very much) Harry to leave

b) John wanted very much *(for) Harry to leave
c) Bill read (*quickly) the book

It seems that when Harry is not adjacent to want or the Case
assigning prepositional complementizer for, the sentence fails,
just as it does when the direct object is separated from the
verb by an adverb in (17c) (cf. Chomsky (1980), Stowell (1981)).
This failure may then be atrributed to the Case Filter, which
may be stated as in (18).

18) Case Filter

*NP [-Case] if NP is lexical (applies at S-structure)

The failure of Case assignment in (17) then predicts the pat-

tern of ungrammaticality.
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The motivation for the Case Filter is extensive. It
motivates, for example, obligatory movements, such as those
in passive and raising constructions which need no longer be
distinguished by construction specific transformations, as
illustrated expecially by (19c).

19a) Jack; was killed e;

b) Jacki seemed e: to hate fish

i
c) Jack; was believed e; to hate fish

The generalization captured by the Case Filter also extends
to infinitives.

20) It is impossible *(for) John to leave
If no prepositional complementizer is available, then the
subject position of an infinitive cannot be Case assigned at
all, as in an infinitival indirect question.

21) I don't know who (*John) to trust
Also, a number of instances where Case assigning formatives
must be inserted also fall under the generalization captured
by the Case Filter, as in the complement position of NP's
and AP's.

22a) the destruction * (of) Rome

b) Bill is proud *(of) Mary

Additional results of this sort have been pointed out by Rouv-
eret and Vergnaud (1980) with respect to the insertion of a
in causative constructions, and some extensions of this rea-
soning have been applied to instances of clitic doubling and
other clitic configurations in a number of studies (cf. Aoun

(1979), Jaeggli (1980), Borer (1981), Elliott (1982) and
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references cited in these works).

Thus Case theory has strong empirical motivation, and
involves the primitive syntactic relations of configurational-
ity, adjacency, and feature-sharing (+Case vs. -Case NP's).

In the next several chapters, the relation of Case theory to
indexing relations and syntactic chains will play a crucial
role in my discuscion, and the interaction between Case theory
and other subtheories of grammar, particularly binding theory

and 0-theory will be examined in detail.
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FOOTNOTES: Chapter I

1. When referring to morphological "Case" and to the theory
of "Case" (introduced in 1.4), the word "case" will be capital-
ized, as has become common practice, so as to avoid confusion

with the word "case" meaning "instance" or "class of examples."
2. This terminology is first introduced in Safir (1981Db) .

3. This definition differs from that of Chomsky (198la) in
that C-command, as he formulates it, is crucially a part of the
definition of government, though he uses the interpretation of
'maximal projection' that I have called 'base maximal.'
Chomsky's definition of C-command is reproduced below.
C-command (p. 166)
o C-commands 8 if and only if

i. o does not contain B

ii. Suppose that Y{s «+-r Y, is the maximal sequence such

that n
a. Yp = a,
b. y. = al

c. Yi immediately dominates Yi+l

Then if 6§ dominates o, then either (I) 6 dominates B,
or (II) 6 = y; and Y; dominates 8.

If 'maximal projection' as it is defined in (8) is the correct
notion for the definition of government, then (with (8)) the
definition of govermment in (6) has the same empirical coverage
as using 'base maximal' in (6) and adding Chomsky's definition
of C-command. It should be noted, however, that a more formal
definition of 'base maximal' would have to encode (ii.a-c) of

Chomsky's definition of C-command in order to express the
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requirement that every projection between the head and the
base maximal one is of the same type.

The empirical coverage of (6) using 'maximal projec-
tion' as in (8) is intended to allow for the possibility of
post-verbal wh-extraction from VP-adjoined positions in
Italian, which is also a result of Chomsky's definition, but
not Aoun and Sportiche's definition. The principle relevant
to this prediction, the Empty Category Principle, will not be
introduced until the next chapter, but I return to this matter

in note 5.

4. Cf. safir (1981b) for an argument to this effect. To my
best knowledge, the first scholar to propose that INFL is the

head of § was Ken Hale in his 1977 class lectures.

5. This treatment of C-command differs from that of Aoun and
Sportiche with respect to the proviso 'c does not contain B8,
which, as they point out, might follow from the 'i over i’
condition; see their paper for details. This issue will not
concern us here.

An issue that could arise, however, concerns whether or
not C-command uses the notion 'maximal projection' or 'base
maximal' projection. If 'base maximal' is used for C-command,
but not for government, then there may be a way to distinguish
contexts where an element is governed (daughter of a maximal
projection derived by adjunction) but not C-commanded. In the
diagram in (9), this would mean that 2 is governed, but not

C-commanded by X, while Y and W are both governed and C-
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commanded by X. This difference between C-command and govern-
ment might be exploited to account for the difference in
Italian between grammatical post-verbal extraction from VP-
adjoined positions or direct object position, on the one hand,
and ne-cliticization on the other, which is a construct that is
only possible when the clitic binds an element in a direct
object NP, but not an element in a VP-adjoined NP (cf. Chapter
VI for discussion and references). If this direction is cor-
rect, it would mean that ne-cliticization depends on C-command,
while extraction possibilities by wh-movement are only depen-
dent on government relations (i.e., "proper government" and

the ECP, which are discussed in the next chapter). I shall not
pursue the: possible distinction between C-command and govern-

ment just described in this study, however.
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2.1. 1Indexing in Generative Grammar: Historical Sketch.

Indices have long been used as mere descriptive
markers for indicating 'coreference.' Differences in corefer-
ence interpretation, for example, have commonly been expressed
by means of indexing, as in (1).

la) Johnj told Billy hej was sick.
b) John; told Billj hej was sick.

Used in this way, indices and the coindexing relation had no
special formal status in grammatical theory. This situation
began to change when the first theories of coreference were
attempted within the generative framework (e.g. Langacker
(1969), Lees and Klima (1963), Postal (1970) and Ross (1967)).
In these early accounts within Standard Theory, conditions
on 'Pronominalization transformations' required that identical
NP's in deep structure could be replaced by pronouns if cer-
tain structural and linear relations held ('precede' and
'command, ' for example). A prominent part of the program of
Standard Theory, however, was the Katz-Postal Hypothesis, the
assumption that transformations could not be permitted to
change meaning. Thus the output of transformational rules
had to preserve the identity relations stated at deep structure.
Constraints, however they were formulated, ruled out cases
where identity relations, expressed explicitly or implicitly
with indices, were not preserved by transformational rules.

As interpretivist theory was introduced, the treatment
of coreference played a central role (cf. Jackendoff (1972)).

This approach allowed pronouns to be inserted at D-structure,
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and permitted transformations to apply without reference to
meaning. The class of possible coreference relations could
then be determined at S-structure without crucial reference to
indices. With the introduction of 'traces' in Chomsky (1973),
and 'proper binding' in Fiengo (1974), the role of indices
began to gain substance in interpretivist 'Extended Standard
Theory.' Nonetheless, as late as Lasnik (1976) indices are
treated more or less as descriptive, while the notion 'core-
ference' is conditioned by 'precede' and structural relations
(Lasnik's 'Kcmmand').

Discussion of indexing as a formal device in interpre-
tivist theory is made explicit as a 'theory of indexing' for
the first time in Chomsky (1977). 1In that theory, indices
are introduced in the base and propagated by movement, which
leaves behind a coindexed empty category. The moved element
carries its index with it, cancelling out any index that might
be generated on the empty position that it is substituted for.
Thus the D-structure of (2b) is (2a).

2a) e

J
b) Johni was seen ej

was seen Johni

The coindexing in these cases expresses the fact that John is
still bearing the grammatical relation and selecticnal restric-
tions assigned to its D-structure position. The indices gener-
ated by wh-movement were also used to form LF representations
of quantifier/variable relations. Thus (3a) was translated
into (3b).

3a) Which manj did John see ey
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3b) for which x, x a man, John saw x
Insofar as rules of grammatical interpretation apply to repre-
sentations that crucially include indexing, indices become,
from this point on, a formal device with explanatory
potential.

By the time that Chomsky (1977) appeared, the parallel
between constraints on anaphora and conditions on traces had
already been well developed (cf. Chomsky (1973,1975)). The
opacity conditions first introduced in Chomsky (1973) are
explicitly assumed .o apply to representations invoiving coin-
dexing in Chomsky (1977) where the notion "involves X and Y"
is taken to mean "assigns [+anaphoric to i]" (p. 75) for rules
of construal as well as for the coindexing resulting from
movement. The notion of 'proper binding,' first introduced
by Fiengo (1974) and later Chomsky (1975) was also seen as a
condition on both traces and anaphors, and, after Reinhart's
(1976) notion of C-command (cf. Chapter I) was incorporated
into it (as, for example, by May (1977)), it has been under-
stood simply as the requirement that "binding," more or less
as Chomsky (1980) describes it below, must hold of the elements
in question.

We say that an anaphor o is bound in B if there is a
category C-commanding it and coindexed with it in B8;
otherwise o is free in 8 (p. 10).

The basic characteristics of current theories of
indexing are all now introduced. 1Indices originate in D-
structure. They are propagated by coindexing associated with

movement. Coindexation indicates coreference or translates
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into quantifier/variable relations. Proper binding is a
condition on anaphors like traces, reflexives and reciprocals.
The opacity conditions are stated as conditions on coindexing
relations. Coindexing resulting from movement also preserves
D-structure grammatical relations. These are the properties
of the theory of indexing, all of them more or less explicit
in Chomsky (1977) (except proper binding), that we shall be

tracing further.

2.2. The Unity of Indexing Hypothesis.
This is an appropriate point to pause and consider some
of the relations and interdependencies expressed so far.
4) Coreference

If « and B are NP's and they are coindexed, then they
are coreferent.

I intend this to be a completely neutral statement of corefer-

ence as a diagnostic property of coindexing, as I shall not be

examining the semantic notion "coreference" any further. The

notation of "binding" I assume is just a restatement of Chom-

sky's definition quoted above without any reference to anaphors.
5) Binding

If o« is coindexed with B and o C~commands 8, then o
binds B.

The bindi..g relation will play a central role in almost every
issue I shall discuss, either because it must hold, or because
it must not hold, in a given context.

One set of principles that regulates the pattern of

possible binding contexts is the Binding Conditions, Chomsky's
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(198la) reformulation of the opacity conditions.
6) The Binding Conditions (hereafter, the BC's)
a) An anaphor must be bound in its governing category.
b) A pronoun must be free in its governing category.
c) A name (or variable) must be free.
I will take "governing category" to mean 'the NP or S in which
an element is governed,' but see Brody (1981), Chomsky (198la)
and Aoun (1980). Principle (A) of the BC's is illustrated
in (7).
7a) *The menj expect Mary to kill each other;
b) *Johnj seems that Bill killed ej
In both cases an anaphor is unbound in the S that contains its
governor (in both cases, the verb kill). Principle (B) is
illustrated in (8).
8a) *Johnj hates himj
b) Johnj expects Mary to hate himj
In (8a), the pronoun him is bound in its governing category by
John, but not in (8b), where John is outside the S containing
the governor of him (the verb hate). Principle (C), a
descendant of Lasnik's (1976) treatment, accounts for the
examples below.
9a) *Hej saw Johnj
b) *Hej said Mary saw Johnj

c) Mary says hej is honest, but I think the bastardj is
a liar.

d) *He; says the bastard; is a liar.
In (9a,b), the name John is bound, and Principle (C) excludes

both sentences. Examples (9c), where the epithet the bastard
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is not C-commanded by he (even though they are coindexed), con-
trasts with (9d4), where the epithet, which acts like a name, is
bound. The important point for our present discussion, however,
is that the BC's are crucially stated on binding, and thus

they are crucially stated on indices as well.

Another set of principles that requlates the appropri-
ate contexts for binding is Chomsky's (1981) 0-Criterion (cf.
also Borer (1980)), a descendant of Freidin's (1978) 'Func-
tional Uniqueness' and 'Functional Relatedness' conditions.!
Informally, the 0-Criterion can be stated as (10).

10) The 0-Criterion (provisional)

a) Every argument must be assigned a unique 6-role.
b) Every O0-role must be assigned to a unique argument.

The notion "argument" includes referential expressions ("R-
expressions"), which are NP's generally thought of as 'refer-
ential' in some relevant sense, such as names, definite
descriptions and variables (see below). Other elements rounding
out the class of "arguments" include pronouns and lexical
anaphors (like each other, himself, etc.) as well as the

empty element "PRO" (see below). A "O-role" is a semantic
argument of a predicate such as theme, agent or goal to use

the "thematic relations" terms of Gruber (1965) and Jackendoff
(1972). A given predicate has a certain number of such 0-roles,
and it assigns a given 6-role to a specific position, according
to the information supplied by its lexical entry. Thus a verb
like kill assigns an agent 0-role to its subject position and

2

a theme” O-role to its direct object position. Positions
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assigned a 0-role by a given predicate are called @-positions.

Now one function of traces is to relate a moved element
to its position in D-structure. By virtue of the coindexing
resulting from movement, S-structure interpretation can cor-
rectly relate an argument to the position where its 0-role is
assigned. If this relation is not established, then the ©0-
Criterion (hereafter, the 0-C) applies to rule out the sentence
because the displaced NP is without a 0-role. Consider the
example in (11).

11) Johnj was killed e;

In a passive sentence, the subject 0-role is suppressed by a
morphological rule (cf. Williams (1981), Chomsky (1981b) for
some recent discussions), and so only the direct object posi-
tion is a ©0-position. The argument John must have a O-role,
but it is not related to any 0-position at any point in the
derivation if the indexing in (1l1), as is possible, is base-
generated. Thus John has no 6-role, and the 0-C is violated.

Another sort of 0-C violation occurs when the same
©-role is assigned to two arguments. Consider the representa-
tions in (12).

1l2a) e; seems John:; to have killed Billy

1 J
b) Johnj seems e to have killed Billy
c) Johnj seems Billy to have killed ey

Examples (a), (b) and (c) can be taken to be consecutive steps
in a derivation. Example (a), if it were permitted to reach
the surface without alteration, would be excluded by the Case

Filter mentioned in the last chapter (and to which we will
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return) since John is not related to a Casemarked position.
Example (b) is gr~mmatical because both John and Bill are
assigned Case, and John is related to a O-position, while Bill
occupies a O-position. Example (1l2c) is plausibly well-formed
with respect to the Case Filter, since Bill binds a Cased
position (as does who in "Who; did Bill see e;"). In order

to rule out (l2c), it is necessary to assume that John has no
0-role, since it can no longer be related to its 0O-position.
One couid imagine a different assumption however. Suppose

that a 0-role were simply a feature assigned to an argument in
D-structure that could be carried along subsequently by movement
without being related back to its point of origin. Then (1l2c)
would be grammatical, since both John and Bill receive 0O-roles
in D~-structure which they carry with them subsequently.
Obviously, the 'carry along' theory makes the wrong prediction,
since (l2c) is ungrammatical. Thus an argument must be related
back to a 0-position if the 0-C is to be satisfied.3 Relations
of this sort, let us call them "0-chains," thus rely crucially
on coindexing, and since the 6-C is a condition on 0-chains

(as will be stated more precisely in 2.3), it follows that both
the 0-C as well as the BC's rely crucially on the coindexing
relation.

Now we may ask whether or not the coindexation relations
that are relevant to the BC's are the same as those that are
relevant to the 6-C. The simplest theory would certainly seem
to be one in which the same coindexing relation that forms

@-chains is also the coindexing relation regulated by the BC's,
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relations are the core of the descriptive power of grammatical
theory, though as these primitive relations are increasingly
associated with diagnostic properties, as in the case of
configurationality, these relations also enter into principles
with explanatory force. Any imaginable relation, however,

can receive a formal expression in terms of indexing if a

new style of indexing can be introduced for each new kind of
relation. In effect, this virtually reduces coindexing to the
level of a purely descriptive device. Although a slightly
more explanatory proposal would be the claim that some limited
number of index types is innately available to the language
learner, clearly the most plausible hypothesis is the simplest
one: There is only one type of index. I shall call this view
of indices the "Unity of Indexing Hypothesis." If this
hypothesis is correct, then when a child determines that a
relation of coindexing holds between two constituents, a
variety of consequences concerning the possible patterns of
coindexation, as well as the syntactic and semantic effects
these patterns induce, is immediately deducible. Put another
way, the Unity of Indexing Hypothesis firmly establishes the
link between the relation 'X is coindexed with Y' and a wide
range of diagnostic properties.

Naturally, as is always the case when the descriptive
power of grammatical theory is limited, independently motivated
principles and relations must be appealed to to take up the
slack. The primitive vocabulary of syntactic relations includ-

ing adjacency, configuration, and feature sharing already pro-
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other things being equal. Nonetheless, it is possible that
the simplest theory is not the right one. One can imagine,
for example, that there might be a system in which 'binding"
can be defined on another sort of index, call them ‘'ultra-
scripts' as opposed to the normal 'subscripts,' and that
'binding' can hold between NPa and NPb with respect to sub-
scripts, but not with respect to ultrascripts, as in (13).
13) A
Inpa, B
c NPb,
One could then define 'binding' as a relation interpreted
'with respect to subscripts' or 'with respect tc ultrascripts,'
where the two notions deal with quite separate domains. For
example, one might claim that 'ultrascript binding' holds
between two NP's with respect to the formation of a 0-chain
without any entailment as to whether or not one NP binds the
other with respect to the Binding Conditions. This theory,
which permits 'ultrascript relations' thus loses the general-
ization of 'binding' across 0-chain formation and coreference
relations. A system very much like the 'ultrascript theory'
has indeed been proposed and argued for in Chomsky (1981la).
Is a unified theory of indexing possible?

Before answering the latter question, it is worth con-
sidering what is at stake in more general terms. In the last
chapter I illustrated how some grammatical interdependencies
and relations are stateable in terms of adjacency, configur-

ation, or feature comparison. These primitve syntactic
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vide, 1 shall argue, sufficient descriptive power to capture
some of the generalizations that have recently been stated in
terms of auxiliary indices parallel to ultrascripts. Insofar
as the impoverishment of indexing schemes shifts the burden
of description to the other members of the basic vocabulary
of syntactic relations, the explanatory force of these other
syntactic relations is enhanced.

Thus it seems that the Unity of Indexing Hypothesis
(hereafter, the UIH) is, methodologically speaking, a highly
desireable constraint, since if it is correct, it permits us
to construct a model of syntactic theory that is both more
explanatory (from the point of view of the linguist) and more
simple (with respect to the learning task). One way of stating
the UIH is as in (14).

14) Unity of Indexing Hypothesis

Suppose that o« and B are in a relation aRB such that
o and B are

a) 1in configurational relation Y
b) share the features X
c) are in the adjacency context 2
and d) o and B are coindexed
Then if (a), (b), and (c) hold of relation R' for
YR'S, and vy is coindexed with §, then yYRS6.
The basic idea expressed here is that two relations which both
include the notion 'X is coindexed with Y' cannot be distin-
guished from each other on the basis of coindexing, other things
things being equal. Put as simply as possible, (14) amounts

— to the following c¢laim.

14') There is only one type of indexing.

To see how the UIH excludes certain distinctions, consider (15).
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15a) J b) J
X4 K xi///\\\\K
+F L/\ +F L/\i
+§i +§

In (a) and (b), x and y are both [+F] (suppose [+F] = NP-
hood), x and y are in the same configurational relation (x
C-commands y) and x and y are nonadjacent. Now let us pick
the relation 'binds' (for which adjacency is irrelevant) so
that xBy. Since there is no configurational distinction
between the structures in (15a) and (15b), and the two elements,
X and y, bear the same feature (although this too is irrele-
vant), there can be no way in which 'binding' in (15a) differs
from 'binding' in (15b). Thus all coindexing relations reduce
to 'coindexing,' which is interpreted unambiguously. (Note
also that (13) is therefore contradictory and uninterpretable.)

- To return to the issue that sparked this discussion,
the UIH requires that if x binds y with respect to 0-chains,
then it must be the case that x binds y with respect to the
BC's, since both the BC's and 0-chains (as we shall see in the
next section) refer to the notion 'binding.' Almost all of my
discussion concerns the viability of this particular predic-
tion of the UIH.

The last issue is perhaps more clear if illustrated

with a natural language example. Consider the strings in (16).

15a) e is [a a man in the room]

b) There. is [

i a many in the room]

a

Let us assume that Stowell (1978) is correct when he argues
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that (l6a) is the D-structure for (16b), where o is a 'small
clause'4 and a man gets its O-role from in the room. I assume
further that the verb BE does not assign Case in this context
(but cf. 4.4). As introduced in Chapter I, the Case Filter
requires that every lexical NP must have Case at S-structure.
Let us assume that the Case Filter is satisfied if a lexical
NP is in a 0-chain with Case. This means that a man must form
a O0-chain with a Cased position that has no 0-role of its own,
such as the subject position containing there (inserted, let
us suppose, at S-structure). 1 shall return to all of these
assumptions in later sections, butvfor the moment, all that is
important is that the Case Filter requires a man to be in a
0-chain with there, and so there and a man must be coindexed.
Moreover, there binds a man in this 0-chain because there C-
commands a man.

Now let us assume further, as is generally done, that
a man counts as a 'name' with respect to the BC's, which apply
at S-structure. This means a man falls under Principle (C)
of the BC's, which requires that names be free. It follows
that (16b) should be, contrary to fact, thoroughly ungramma-
tical, since a man is bound by there.

An attempt to solve this dilemma appears in Chomsky
(198la) (cf. also Burzio (1981) and Stowell (1981)). These
writers assume that a special coindexing called 'superscript-
ing' holds between there and the NP it binds in (16b). Super-
scripting is exactly like subscripting with respect to forming

0-chains, but if there C-commands some NP and there and the
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NP are cosuperscripted, then there "BINDS" the NP (in Chomsky's
terminology) but there does not "bind" the NP since "binding"
is only possible with subscripts. If only binding, but not
BINDING, is relevant to the BC's, it follows that a man is not
bound in (1l6b), and is therefore "free," although it is BOUND
by there with which it is cosuperscripted.

17) Therel is a man! in the room.

The alert reader will see immediately that the 'super-
scripts' of the above-mentioned writers are exactly parallel
to 'ultrascripts.' Indeed Chomsky appeals to just the sort
of distinction between (12a) and (12b) excluded by the UIH
when he distinguishes "binding" from "BINDING." Thus either
the dilemma concerning there sentences remains unsolved, or
the UIH appears to be falsified.

Dilemmas like those involved with there sentences
arise systematically due to the constraint on syntactic rela-
tions imposed by the UIH. In the chapters that follow, I
shall demonstrate that in every case where superscripting has
been proposed to avoid some sort of violation, a more explan-
atory account can be constructed either from the remaining
vocabulary of syntactic relations described above, or from
independently motivated principles I shall introduce. The
dilemma arising with respect to there sentences, for example,
is examined in Chapters IV and V, while it-extraposition is
treated in Chapter III, and PRO-drop is treated in Chapter VI.
In all of mf analyses, however, the notion '0-chain' will

play a central role, and so it is to this notion that I now
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turn.

2.3. Syntactic Chains.

In this section, the 'syntactic chains' that will be
of interest to us in the remainder of this study are defined,
and the properties of these chains, particularly those of
0-chains, will be examined and motivated.

"Syntactic chains" in the sense I shall be using the
terms here, are first introduced in Chomsky (198la). Chomsky
introduces "Grammatical Function Chains" as records of
derivational history after the application of Move o. Each
position in the chain, in this view, records a point of the
derivation at which the head of the chain (the moved element,
in this case) bore some grammatical function ('subject-of,'
object-of,' etc.) that it may not directly bear at S-structure.
The notion of 'syntactic chain' is not limited to instances of
Move o, however, as is shown by the case of there sentences
(to which I shall return in Chapters IV and V), but is, in
effect, simply an extension of the notion 'local binding'
which I shall define shortly. It follows that syntactic
chains, since they rely crucially on the coindexing required
by binding relations, are creatures of the theory of indexing,
and are therefore constrained by the UIH in the fashion
described in the previous section.

Before the relevant notions can be defined, however,
‘a little more terminology must first be introduced. 1In the

last section I defined 0-positions as in (18).
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18) A 0-position is a position to which a given predicate
assigns a given O-role.
The following set of definitions is based on the definition
of 0-position in (18) (but essentially following Chomsky
(1981a)).

19) A non-0-position (6-position) is any position that is
not a O-position.

20) An A-position is any position that can be a 6-position
for some predicate.

21) A non-A-position (A-position) is any position that is
not an A-position.

Each type of position is represented in (22).
22) [§[COMP whoi][S e; was seen ei]]

The direct object position in (22) is a 0-position for the
theme 0-role of seen, while the subject position, which is
also empty, is a 0-pcsition, since passivized verbs assign no
subject ©-role. As the subject position can be assigned a
0-role by other predicates, such as the active form see, the
subject position is also an A-position. The position of who
in COMP, on the other hand, is never assigned a O-role directly
by any predicate; therefore COMP is both a ©-position and a
A-position.

Now let us look more closely at the notions of 'bind-
ing' that will be pertinent to the definitions of syntactic
chains. As remarked above, the UIH excludes the existence of

different binding relations distinguished only on the basis of

indices, but nothing prevents the formulations of binding
relations that are distinct with respect to some other syn-

tactic relation, such as configuration. Chomsky's (1981a) dis-
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tinction between 'A-binding' and 'A-binding' exemplifies a
distinction of this type.

23) If o binds B and @ is in an A-position, then «
A-binds 8.

24) If o« binds B and « is in an A-position, then o
A-binds ;.

An example of A-binding is the binding relation between the
subject trace in (25) below, and the lexical anaphor each
other in direct object position. The matrix subject position
A-binds both its trace and each other, since it is also in
an A-position.

25) They; seem [g e; to love each other;]
Binding from COMP in (22) and (26) below is A-binding.

26) Whoj did John see ej
It is assumed that A-binding is the relevant notion for the
BC's. This cannot be otherwise if we assume that variables,
such as wh-traces, are treated just like names with respect to
the BC's, and thus fall under Principle (c).° since Principle
(C) requires that names be 'free,' unless we assume that this
means 'A-free,' it would follow that all variables are
excluded. The last binding relation that is of interest to
us here is 'local binding' as it is defined in (27).

27) Local Binding

a is locally bound by B if B binds a and there is
no y such that B binds y and y C-commands a .

Thus in (25), the trace is the local binder for each other,
since there is no other binder of each other that is C-

commanded by the trace. They is the local binder of the trace
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in (25), but they is not the local binder of each other, since
they C-commands the trace, and the trace binds each other.®

Finally we can bring these definitions to bear on the
formulation of "syntactic chains" or, as I shall call them,
"S-chains.”

28) S-chain

An S-chain is a sequence of A-positions Ay, ..., Ap
such that for each i<n, A; locally binds Aj,q-

S-chains as such will be of little interest to us in what
follows, but given the definition of S-chains, the following
definition, which is of much more use, is simplified.7'

29) 0O-chain

A O-chain is the maximal portion of an S-chain con-
taining one and only one O-position.

It is perhaps worthwhile to remark here that all of the defin-
itions of this section derive from the notions '©-position'
and 'binding' defined above, and that even these notions are
decomposable into more primitive ones (e.g., binding reduces

to coindexing and C-command) that lead us back to the basic
vocabulary of syntactic relations introduced in Chapter I.

(I shall return to O-positions from this point of view in the
next section.)

Now that I have gone to some trouble to define these
chains, it is time to return to the reasoning that motivated
them. As was discussed in the last section, the 0-C as it is
stated in (10) doés not capture the fact that an argument must
be related back to its point of origin in those derivations

where Move a is involved, as was illustrated in (12). The
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relation between the argument and its point of origin is,
after all, what the notion 0-chain was introduced in order to
capture. Thus it seems that the 0-C is not to be thought of
as a principle that holds of arguments and 0-roles, but rather
as a principle that holds of a relation between arguments and
O0-positions, i.e., of 0-chains. 1Indeed the part of the defin-
ition of 0-chain that distinguishes it from an S-chain recalls
part of the 0-C stated in (10), namely, the uniqueness of the
@-position in the 0-chain recalls the uniqueness requirement
on the 0-role associated with an argument. The 0-C can there-
fore be simplified to the formulation in (30).

30) The 0-Criterion

a) Every argument must be in a 0-chain.

b) Every 0-chain must contain one and only one
argument. :

It follows that if a predicate specifies in its lexical entry
that it has a 0-position, then that 0-position is in a 0-chain
by definition (29), and the 0-chain in question must be well-
formed with respect to the 06-C. 1In (12c) (repeated below), for
example, John is not in a 0-chain, since it is not coindexed
with a 6-position; thus it is excluded by the 0-C.

12¢) Johng

J
In (31) below, the 0-C excludes the passive version of (3la)

seems Billk to have killed ex

in (31b), since the passive of indicate allows only one 0-
position, and there are two arguments: the NP his guilty
remarks and the S, that John was apologetic.

31la) His guilty remarks indicated that John was apologetic .

b) *[His guilty remarks]; were indicated [that John was
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apologetic];
31)c That John was apologetic was indicated (by his
guilty remarks)
In the next chapter, the role of clausal arguments is dis-
cussed in detail, but I shall argue in particular that S need
not be assigned Case, unlike NP's. Suppose then that this is
correct. It then follows that the Case Filter cannot be
responsible for excluding (31b), and if his guilty remarks
and the S are coindexed to form a 0-chain, then only part
(30b) of the 0-C excludes (31b) (as opposed to the well-
formed passive in (31lc)). Thus one very interesting property
of 0-chains is that the 0-C holds of them.

It is worth noting that any version of the 0-C that
results in a one-to-one matching of arguments and 6-positions
(and all of the accounts cited have this property) rather than
a one-to-one matching of arguments and 0-roles is to be pre-
ferred. To see why this is so, consider (32).

32a) John was killed.

b) John ate.

In (32a), the sentence is interpreted as having an unspecified
agent. The effect of passive morphology, then, is not to
suppress the agent 0-role, but rather to suppress the function
of the subject as a 0-position. The presence of the agent
0-role then accounts for the unexpressed agent reading. Many
recent treatments of passive make this distinction (e.g.,
Bresnan (1981), Chomsky (198la,b), Williams (1981)). The con-

sequence of the distinction betwnen suppressing the 0-role and
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suppressing the O-position is that the agent 0-role is not
assigned to any argument, which is a violation of the 0-C as
stated in (10), but not as it is stated in (30).9 Similarly,
the unspecified, but understood, direct object of eat ('ate
something') may be, once again, a 0-role without a 0-position.

Another property of ©-chains that will figure promi-
nently in the chapters to come is the fact that a lexical NP
in a Caseless position can pass the Case Filter if it is in
a 0-chain that contains a Casemarked position. Chomsky
(198la) calls this property 'Case inheritance.'

In Chomsky (1980) it was assumed that wh-NP must be
Casemarked to avoid the Case Filter, and so Case assignment
was incorporated into the formulation of Move a when a wh-word
is moved from what is otherwise a Casemarking position. The
notion that a wh-NP inherits its Casemarking from the position
which it binds follows from the assignment of Case to indices
as proposed by Aoun (1980). Following Chomsky (198la), but
for slightly different reasons, I shall assume that elements
in A-positions do not undergo the Case Filter (as discussed
in the next chapter) and I will restrict the domain of Case

10 to ©@-chains.

inheritance, again following Chomsky,
33) Case Inheritance

If NPa is in a 0-chain containing a Casemarked posi-
tion, then NPa has Case.

'In order to extend the parallel between Case and 6-role,
under the assumption that both of these are assigned to the

index of a ©-chain, Chomsky suggests further that, to be
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'visible' (cf. Aoun (1982)) for O-assignment, a 6-chain must
be headed by PRO or an NP with Case. (PRO is introduced in
the next section, but I assume with Chomsky (1980) that it is
an ungoverned pronominal anaphor.)
34) (= Chomsky's (1981a), (18), p.334)
Suppose that the position P is marked with the 0-role
RandC = (aj, ..., ap) is a chain. Then C is assigned
R by P if and only if for some i, a. is in a position
P and C has Case or is headed by PRO.
Chomsky then incorporates (34) into the 0-C, with the result
that if (34) is not catisfied, a chain cannot be assigned
a 0-role, and the 0-C is violated. In the next chapter the
inclusion of a Case requirement on 0-chains will be rejected,
but I shall adopt the assumption that C:se inheritance and
0-roles are properties of O-chains.

Now let us return to Case inheritance. The principal
sorts of examples that justify Case inheritance are there
sentences, like (16b), repeated below, wherein I have thus
far assumed that the post-BE NP is in an uncasemarked position
(but cf. Chapter IV) which inherits Case by coindexation from
the subject position.

léb) There; is a man; in the room.
Since there is in a O-position (the predicative verb BE does
not assign a subject 0-role, cf. Chapter IV) which is also
an A-position, there and a man can form a grammatical ©-chain
together containing one argument (a man) and one O-position

(the position of a man as the subject of the small clause that

also contains the prepositional phrase in the room). In Chap-
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ters IV and V, Case inheritance will be extended to a wide
range of examples in several languages, and in Chpater VI,
further refinements of Case inheritance are proposed, but
examples like (16b) suffice to illustrate the point that
Case inheritance can occur in a O-chain.

Evidence that Case inheritance cannot occur outside

a 0-chain is easy to come by.ll

Take, for example, (35b,c),
in which we might suppose that he could inherit Case from its
controller John.
35a) John; hoped PRO; to leave.
b) *John; hoped he; to leave.
c) *John; hoped he; to be killed e;
In both (35c) and (35b), he 'heads' (is the highest member of)
a 0-chain that contains no Cased position. Since John is in
a separate 0-chain, it follows that he cannot get Case by
inheritance, and so both (35b) and (35c) are excluded by the
Case Filter.12
Thus the principal properties of 0-chains are (A) that
the 0-C holds of them and (B) that Case inheritance is possible
within them. Both of these properties, particularly the latter,
will be developed at length in other chapters. With respect
to the UIH, however, the deductive structure of the theory is
drawn tighter, since (A) and (B) are now diagnostic properties
with respect to any given pattern of indexing which either

results in the formation of a 0-chain or strands an NP out-

side of a 6-chain.
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2.4.0. Indexing and Empty Categories.

This section will be concerned with the taxonomy and
distribution of empty categories, the relations between com-
ponents as regulated by the Projection Principle, and the
assignment and distribution of indices in the various com-
ponents. As these issues are guite inter-related, I shall not
be able to develop them in a neat linear sequence, and so the
reader is requested to bear with a certain modicum of redun-

dancy.

2.4.1. The Functional Definitions of Empty Categories.

Up to this point, I have used the terms "trace,"
"PRO," and "empty category" without too much elaboration. His-
torically, and it is a short history, their origins are dis-
parate. Traces were introduced in Chomsky (1975) to preserve
the derivational history of a given structural description at
S-structure, as discussed earlier vri:h respect to 0-chains.
PRO was introduced to account for instances of control in
contexts where self-deletion was not plausible (in Chomsky and
Lasnik (1977)). 1In an example like (36a), try is a verb that
never allows an overt subject for the infinitive, hence a rule
deleting the formative x-self under identity with the subject
had to be obligatory, whereas it is not obligatory for verbs
like want.

36a) John tried [g PRO to leave]
b) John wanted (g (himself) to winl

By assuming the element PRO is present in (36a), it is possible
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to state opacity effects without appealing to self-deletion
{cf. also Chomsky (1975)) in contexts where overt subjects can
never appear. Self-deletion, however, is implausible in cases
of arbitrary interpretation, such as (37).

37a) [PRO being the best] is a giddy feeling.

b) It is impossible [PRO to leave]

Abandoning both scilf-deletion and the assumption that PRO is
always in complementary distribution with lexical NP's, it is
possible to generalize across the contexts where subjects <an
be missing, the typical cases being infinitives and gerunds.
The introduction of Case theory in Vergnaud (1978), Rouveret
and Vergnaud (1980) and Chomsky (1980) made it possible to pre-
dict that lexical NP's could not appear where Case is not
assigned, as in the examples above. It was assumed also,
since PRO had to share the features of its controller, it had
to have features, i.e., intrinsic content. With the intro-
duction of the BC's in Chomsky (1979a,1979c), it was shown to
follow that PRO had to be ungoverned, under the assumption
that PRO is intrinsically both pronominal and anaphoric. The
reasoning proceeds as follows: if PRO is pronominal, then it
must be free in its governing category, but if PRO is ana-
phoric, then it must be bound in its governing category. PRO
can only escape the contradiction of (A) and (B) of the BC's
therefore, if it has no governing category. Subsequently, in
Chomsky (198la) it was assumed that PRO counts as an argument
for the 0-C, otherwise the subject 0-position of kill is with-

out an argument in (38).
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38) [PRO to kill fish] is unpleasant.
Thus PRO is treated as non-lexical (to escape the Case Filter),
as an argument (to satisfy the ©-C), and as a pronominal ana-
phor (with respect to the BC's).

Now let us turn to trace. Trace was also treated as
having intrinsic properties, the only important one of which
was that it marked the site from which something had moved. It
was noticed, however, that the trace of NP-movement had differ-
ent effects from those produced by wh-movement. The classic
examples are in (39).

39a) Who do you want to visit?
b) Who do you wanna visit?
The second sentence is unambiguous, while in the first, you
can be the visitee or the visitor. It was proposed in Light-
foot (1976) and Chomsky and Lasnik (1977) that traces block
contraction (want to + warna), while PRO does not, thus account-
ing for the difference (where wh-extraction from the subject
position is possible, so is the ambiguity). Pullum and Postal
(1978) , however, pointed out that if (40) is a raising con-
struction, then contraction can occur across traces.
40a) John used e to be late every day.
b) John usta be late every day.
Jaeggli (1980a) answered Pullum and Postal by observing that
Case theory makes the relevant distinction, since wh-traces
are always Casemarked terminal elements (Rouveret and Vergnaud
(1980)), and NP-traces and PRO are not. It is assumed more

explicitly in Aoun (1982) that Case is a phonological feature,
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and it is the criterion for 'visibility' in the phonological
component (PF). wh-traces had already been distinguished
from NP-traces by Chomsky (1975), where he had argued that
variables are inserted in the place of wh-traces in logical
form, and likewise in the LF representation of other quanti-
fiers.

With the introduction of the Pisa system in Chomsky
(1979a,1979c), variables were treated as intrinsically like
names (cf. also Chomsky (1980)), and therefore had to be A-free
(as discussed earlier). NP-traces were treated as intrinsic-
ally anaphoric in order to distinguish them from PRO (which
is also pronominal). This distinction was also partially
expressed by the assumption that PRO, unlike trace, had
intrinsic agreement features. With the advent of 0-theory,
variables are again treated as names, in that they count as
arguments, while NP-traces, unlike lexical anaphors, are
treated as non-arguments.

As Chomsky (1981la) observes, however, some empirical
and conceptual problems arise with respect to the assumption
that the distinctions between empty categories is stuted in
terms of intrinsic properties. For example, treating PRO,
but not trace, as having agreement featﬁres would predict
that wh-extraction from subject position of a tensed clause
would not result in subject verb agreement with the wh-phrase.

41) Which men did you say are/*is going to the opera
More importantly, the distribution of trace and PRO seems com-

plementary, since PRO must appear in ungoverned cor.texts (due
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to the BC's) and trace must appear in 'properly governed' con-
texts (due to the Empty Category Principle, to be introduced
below). For these reasons, Chomsky proposes that these
phonologically null NP's, NP-trace, wh-trace (variables) and
PRO should not be treated as distinct elements defined on the
basis of intrinsic features, but rather as the same element
defined simply by context.

In order to achieve this result, Chomsky assumes that
all empty NP's have what he call "¢-features." ¢-features are
those features of person, number and gender associated with
simple pronouns such as we, she, it, etc. The following are
Chomsky's (198la) 'functional definitions 6f empty categories'
(cf. p. 330).

42a) o is a variable if and only if it is locally A-bound
and in an A-position.

b) If a is an empty category and not a variable, then it
is an anaphor.

c) «a is pronominal if and only if o = [yp F,(P)] where
P is a phonological matrix and F € ¢ and either 1i.
or ii.

i. o is free
ii. « it locally A-bound by g with an independent
0-role.
In (43), all of the empty categories mentioned above appear.
43) Whoj [2; wanted [b;j to be kissed cjl]

Suppose that the lower case letters all represent empty cate-
gories. Starting from the bottom, ¢ is not a variable, since
it is locally A-bound by b. Thus ¢ is an anaphor. It also

fails to be pronominal, since it is neither A-free nor A-bound

by an element with a separate 0-role. It follows that ¢ is only
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anaphoric (NP-trace). Like ¢, b is anaphoric because it is
not locally A-bound, but unlike ¢, b is A-bound by a which has
a separate O-role. It follows that » is PRO, a pronominal
anaphor. Finally, a is a variable as it is locally A-bound.
One significant result of these definitions is that the

pronominal and anaphoric properties of PRO follow from them,
and then the BC's can predict the distribution of PRO. 1In
(43), PRO (b) is ungoverned and therefore licit. Compare (43)
with (44).

14) *John killed e .
Since the empty category is not a variable, it must be ana-
phoric, and since it is A-free, it must be pronominal. As PRO
is governed in (44), however, it follows that the BC's exclude
it. Thus the existence and distribution of PRO is predictable

from general principles.

2.4.2. Expletive Empty Elements.

Some rather subtle questions arise with respect to the
above typology of empty elements, and one such question will
have an important place in the analyses of succeeding chapters.
One of the assumed properties of PRO is that it counts as an
argument with respect to the ©-C. Chomsky (198la) assumes

further, however, that there also exists an expletive PRO,

that is to say, an element with all the properties and
distribution of PRO, except that it does not count as an argu-
ment with respect to the ©0-C. Thus expletive PRO is limited

to chains wherein an argument is otherwise included. No
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instance of expletive PRO is discussed in English or French,
but this element plays a crucial role in Chomsky's analysis
of the 'PRO-drop' phenomenon, which I will discuss critically
in Chapter VI. 1In this short section, my principal concern is
to show that the assumption that expletive PRO exists leads
systematically to false empirical predictions, and should bhe
modified in favor of another type of empty expletive element,
namely, governed expletive [e].

My discussion begins with an observation made by Rizzi
(1980). French has a form of adverbial gerund that may or
may not have an overt subject.

45a) Ayant mangé, Marie est partie.
"Having eaten, Marie left"

b) Marie ayant tué le chat, l'enfant n'avait rien a
faire.

"Marie having killed the cat, the child had nothing
to do"

It seems natural to assume, as does Rizzi, that the subject of
these gerunds is PRO when the subject is not overt, and the

same assumption is standard for English gerunds and infinitives,
as stated earlier. Rizzi notes, however, that French adverbial
gerunds are ungrammatical whenever the missing subject is an
expletive element (example from Rizzi (1980)).

46) *Etant clair que Jean ne viendra plus, nous pouvons
partir.

"Being clear that Jean will not come again, we can
leave"

Rizzi proposes that the ungrammaticality of (46) is due to a

requirement that adverbial gerundives always have controllers



63

for PRO, and since it is not possible for an expletive empty
element to be controlled, (46) is excluded. It is worth con-
sidering whether this property is exclusively true of expletive
PRO, and if so, why.

To begin let us consider further whether or not the
subject position of adverbial gerunds is indeed a context where
PRO must be controlled by some argument of the matrix sentence.
Notice first that the same construction appears in English,
and that the same sorts of contrasts can be observed.

47a) (While) munching on a fig, John broke a tooth.

b) Mary having eaten, we decided to go directly to the
movies.

c) *Being obvious that John was late, we decided to go
to the movies.

a) It being obvious that John was late, we decided to
go to the movies.

One difference between French and English in this respect,
however, is that English has a full pronominal lexical element,
it, which can appear in these contexts, while the French
equivalent, the subject clitic il, is limited to contexts
where Nominative Case is assigned. Since French has no full
lexical pronominal, it follows that PRO must always appear in
13

French where in English, it can be inserted.

48a) *(It) seeming that the king had been executed, any-
thing appeared possiblel#

b) *(It) being clear that John was late, we decided to
go to work.

Extending Rizzi's claim about French to English, we might

attribute the impossibility of expletive PRO in these contexts
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to the fact that it cannot be controlled.

If it is true that the subject of a gerundive adver-
bial has to be controlled, however, then this notion of con-
trol must refer to a fairly abstract representation that
includes missing passive agents (49a), the subjects of elided
clauses (49d), the PRO (?) possessor of mind and perhaps some
sort of dative argument of obvious.

49a) Before PRO making-a big decision, every option must
be considered.

b) Without PRO ever testing a single example, it's
obvious how things will turn out.

c) While PRO smiling warmly at such odious children,
ingenious methods of torture come to mind.

d) A: How do you manage to live so well on your salary?

B: PRO making $50,000 a year in kickbacks, it's a
cinch!

All of these examples allow the 'arbitrary reading' for PRO,
and indeed this is the only possible reading, as no other overt
NP is available as an appropriate controller. The examples in
(49) have ungrammatical counterparts in (50).

50a) *Before seeming that John was late, a big birthday
party was planned.

b) *Without ever seeming that John was guilty, it was
obvious how the military court would decide.

c) *While appearing that the children would stay, ingen-
ious methods of torture came to mind.

d) A: How do you avoid getting caught?

B: *Being obvious that I'm a hopeless coward, no one
suspects me.

In cases where a lexical NP can be inserted at all, it can save

the sentence (as in (50b)), but otherwise these examples are
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unredeemable. Similar results obtain with infinitival sen-
tential subjects.

51) *(For it) to seem that John is guilty would upset
Mary.

Thus in all of these contexts, arbitrary PRO is possible, but
expletive PRO is not.

The same results are extendable to French in contexts
with infinitival sentential subjects and adverbial infinitives
parallel to temporal adverbial gerunds in English.

52a) D'étre élu par une majorité serait surprennant.
"To be elected by a majority would be surprising”

b) *De sembler que Jean serait é&lu par une majorlte
serait -surprennant. :

"To seem that Jean would be elected by a majority
would be surprising"

53a) Avant de prendre une décision ,importante, toute
possibilité doit E8tre consideré.

"Before making an important decision, every possi-
bility must be considered"

b) *Avant de semblerqueJEan etait coupable, il etait
évident gu'il serait condamné.

"Before seeming that John was guilty, it was obvious
that he would be condemned"

As shown by the possibility of arbitrary interpretation,
related perhaps, to highly abstract controllers, the ungram-
maticality of the French and English examples above cannot be
attributed to the absence of available controllers. In fact,
it seems that the ungrammatical results are only unexpected
if it is assumed that expletive PRO exists. If there is no

such thing as expletive PRO, or to put it another way, if PRO
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always counts as an argument, then every time PRO appears it
must be the unique argument of a 6-chain. 1In all of the ungram-
matical examples, therefore, PRO and the clausal argument of
seem, be obvious, sembler, é€tre clair, etc., are competing for

a single O-position, and so these sentences are excluded by

the 06-C.

If expletive PRO does not exist, the next natural
question to ask is if there is any expletive empty element at
all. I believe there is evidence that such an element exists,
although most of it will be presented in other sections (cf.
especially 2.4.4, 5.1.3, and Chapter VI). It is instructive,
however, to consider one such context briefly.

The case I have in mind is that of subject position in

French when a subject clitic (SCL) is present. Consider (54).

54a) Marie parle b) Elle parle
S S
NP/IB{IFL\VP NP//II\]IFL\V_'P
v
Marie parle e elle-parle

Let us simply assume for the sake of argument that the struc-
ture hypothesized for (54b) is correct, where the SCL elle is
treated as a slot on a verb, and where INFL assigns Nominative
Case to either the subject or to the SCL, but not to both. An
analysis based on these assumptions will be developed in
Chapter VI.

The issue relevant to my inquiry is to determine the

status of the empty element in (54b). We have already deter-
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mined one property of this element: it lacks Case. 1In Jaeg-
gli (1980b), it is assumed that if INFL does not assign Case
to the subject, then INFL does not govern the subject, in
some sense. Jaeggli then concludes that when the SCL appears,
the empty category in subject position is PRO. Let us
adopt Jaeggli's hypothesis provisionally.
Another relevant fact about the empty category in
(54b) is that it is distinguishable from wh-trace and the
trace of Stylistic Inversion (cf. 4.2 and Appendix I for dis-
cussion and references). Consider the construction that
Kayne (1972) calls 'Subject Clitic Inversion' (SCL Inversion).
In order for SCL Inversion to be grammatical, some element must
be present in subject position that is distinct from the traces
just mentioned.
55a) *Quij ej est-elle arrivée?

b) *Quand e; est-elle arrivée Marie?

c) Quand e est-elle arrivée?

d) Quand Marie est-elle arrivée?
In (55a), the subject has been questioned, leaving a trace in
subject position. In (55b), both Stylistic Inversion and SCL
Inversion have applied, and the former again leaves a trace in
subject position. Yet the empty category in (55c) yields a
grammatical output parallel to (55d). If the empty category in
(54b) and (55c) is PRO, then it is distinguished in an appro-
priate way from the Cased traces left by wh-movement and
Stylistic Inversion, which, following Kayne (1980), are both

variables at LF (but see Appendix I).
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Notice that I am assuming the existence of an empty
category in subject position in (54b) and (55c). This pro-
posal is consistent with Chomsky's (198la) proposal that in
universal grammar, the subject node is always obligatory in
the base expansion for S.

To summarize then, the empty category in (54b) and
(55c) exists, it is not a variable, it lacks Case, and it
appears to be governed in certain contexts although I have
assumed that it is PRO.

Now notice further that if the empty element in subject
position in (54b) and (55c) is PRO, then expletive PRO must
exist to occupy the subject position when an expletive subject
clitic appears.

56a) Il semblait que Jean était coupatle.
"It seems that Jean is guilty"”
b) Quand semblait-il que Jean était coupable?

"When did it seem that Jean was guilty"
If expletive PRO does not exist, however, as argued above,
then it follows that the examples in (56) should be excluded
by the 0-C. If PRO is always an argument, then the PRO and
the clausal argument of sembler are competing for a single
0-role. As the examples in (56) are grammatical, I must assume
that either expletive PRO exists, but its distribution is condi-
tioned by some additional principle, or that some other
expletive empty element fills the subject position, and this
other element is regulated and/or defined by some additional

principle. (On the appropriate level of abstraction, these
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options may reduce to the same thing.)

Now we have seen that in all of the gerundive and
infinitival contexts above, expletive empty subjects are
excluded. A simple way to state this fact is (57).

57) An expletive empty category must be governed.
Since PRO is always ungoverned due to the BC's, it follows
from (57) that expletive PRO does not exist. Now since we have
need of an empty category for the subject position in examples
like (54b), (55c), and (56a,b), we are forced to the most
natural assumption with respect to these structures, namely,
the assumption that the subject position is governed by INFL.
Thus governed expletive [e], assuming that it can be appro-
priately defined, is the element that appears when an exple-
tive empty element is required.

The purpose of this short section has been to show
that expletive empty elements are limited to governed contexts,
though much of the evidence for this view must await theoret-
ical elaborations to be introduced below. I turn to these

elaborations directly.

2.4.3. Relations between Components.

Now it is possible to integrate the theories of
indexing and empty categories into the componential model of
the grammar presented in Chapter I and slightly elaborated

below.
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58) D-structure
Move a
| 0-C
S-structure BC's
Case Filter

PF LF
l l
wanna Contraction QR

Surface structure LF-structure

Let us begin by considering the relations between D-
structure and S-structure. Recall that in Chomsky's first
'theory of indexing' discussed above, it is assumed that
indices are introduced at D-structure. Movement from one
position to another by substitution erases the index of the
base generated empty category and replaces it with the index
of the moved category.

59a) e; was killed Johnj

b) Johnj was killed e

As soon as Chomsky's explicit theory of indices appeared,
however, it was pointed out by Bach (1977) that (59b) could
be base generated with the appropriate indexing, and that if
this is so, no rule of substitution is required. At the time
of Bach's observation, it was not clear that there were
appropriate independent principles to rule out the overgener-
ation of such free indexing, but since the advent of princi-
ples such as those that apply at S-structure in (58) above,
it might be supposed that Bach's suggestion could be adopted.
Let us take this issue as a point of departure.

Independently, there is reason to believe that both

indexing and coindexing should be permitted without movement.
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60) Tom; hates himself;
In (60), Tom must be coindexed with himself, or the BC's are
violated. In (59b), John must be in a Casemarked position,
but by the 0-C, it must be in a 0-chain, hence it must be
coindexed with the empty NP object. Moreover, the empty NP
object in (59b) has to be bound, since it counts as a pro-
nominal anaphor if it is not A-bound by John; hence, it would
be governed PRO, excluded by the BC's. Thus it appears that
we might be able to allow free indexing (restricting our
discussion to A-positions) and to use the S-structure con-
straints in (58) to rule out the overgeneration that would
result. We might then ask if'there is any reason at all to
suppose that substitution operations are a property of Move
c. However, this matter is resolved, the answer will depend
in part on another issue, namely, the issue of where indices
are introduced in the course of a derivation.

The latter questions bear on the appropriate formula-
tion of Chomsky's (1981) 'Projection Principle.' Informally
put, Chomsky's Projection Principle (PrP) says that at every
syntactic level, D-structure, S-structure, and LF-structure,
the lexical properties of predicates must hold. The lexical
properties of central relevance are G-assignment and sub-
categorization, although I shall only be concerned with the
former here (cf. Chapter III for relevant discussion). The
requirement that 60-assignment be done in the same lexically
specified way at every level has the immediate consequence

that traces must exist, or else the 0-C cannot be satisfied.
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Recall that it was pointed out (in 2.2) that example (12) pro-
vided evidence that an argument must be related back to a
O0-position, and that O0-marking was not simply 'carried along.'
If 0-assignment must be to the same syntactic position at
every syntactic level, then the ‘'carry along' theory is
impossible for a principled reason.

A stronger hypothesis, also proposed by Chomsky, is
that the PrP requires further that the 6-C hold at every level.
This is stated informally in (61).

61) The 0-C and the lexical properties of 6-assignment
hold at every syntactic level.

This means that a 0-position must be in a 0-chain that is
well-formed at D-structure with respect to the 0-C. Now the
question of where indices are introduced into the derivation is
crucial. Consider (59b). 1If indices can be freely generated
at D-structure, it follows that (John,e), if coindexed, can be
a well-formed ©-chain at D-structure. If such indices are not
introduced at D-structure, then John cannot be related to a
0-position, and is thus excluded by the 0-C at D-structure.

The only well-formed D-structure of John was killed under the
'no indexing at D-structure' hypothesis is (59a), if the 0-C
must be satisfied at D-structure according to the PrP. 1If
(59a) is the D-structure of John was killed, however, then
(59b) can only be an S-structure representation. This does not
mean that the indexing of (59b) is generated by movement (dis-
sociating coindexing from movement). The indexing of (59b)

might be introduced by free indexing at S-structure. It does
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follow, however, that John must move to whatever 5—position it

occupies at S-structure. 1>

The properties of the theory just
described, call it Theory A, are listed below.
62) Theory A

a) No indexing at D-structure

b) 0-C holds at every level (61)

c) Move o includes substitution rules, but not

coindexing

d) Free indexing at S-structure
One can imagine quite a number of opposing theories that can
be constructed by altering any one of the assumptions of
Theory A. It is not useful here to pursue all of the lines
of reasoning that would be required to determine if any vari-
ant of Theory A is to be preferred, but at least Theory A
limits the class of possible D-structures in an interesting
way (as compared, for example, with a theory that lacks (62b)
and/or permits free indexing at D-structure). Let us there-
fore use Theory A as a place to start, and motivate changes in
it based on further investigation.

Now notice that Theory A does not jibe with the theory
of empty categories proposed above. If there is no indexing
at D-structure, then in a sentence like (63), the contextual
definitions of empty categories indicate that both empty cate-
gories are PRO at D-structure, as they are both A-free and
A-free.

63) e to be kissed e is thrilling.
Since PRO must count as an argument with respect to the 0-C

(if infinitives in control contexts are to be grammatical at

all), it follows that the 0-C is violated at D-structure because
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the matrix empty category is PRO and not in a O-chain. Let
us call this the 'PRO problem.' The PRO problem only arises
for the strong form of the PrP, and not for the weaker form
of the PrP that only requires that 0-assignment hold at every
level.

To put it another way, the PRO problem only exists
because the lack of indexing at D-structure makes it impossi-
ble to distinguish the argument status of a PRO in a @-position
from a PRO in a 6-position with respect to the contextual
definitions of empty categories (EC's). We cannot conclude
that the contextual definitions do not applf at D-structure
for the reasons mentioned above (PRO must exist as an arqument
at D-structure in infinitives with 0-position subjects). The
following statement suffices to solve the problem.

64) An empty category is optionally an argument.
(64) seems an optimally simple statement. It follows from (64)
that if PRO is treated as an argument, then the 0-C will rule
it out at D-structure unless it is in a ©-position. Thus if
PRO is in a non-@-position at D-structure, then it must be
expletive (= nonargument). We have already seen that expletive
EC's must be governed (57), and so (64) allows expletive PRO
(EPRO) to appear where it is governed in (65),

65) e was killed John. (D-structure)
but not in (63). 1In (63), the subject position of the passive
sentence is ungoverned, as well as being a non-0-position out-
side a O0-chain (it bears no index at D-structure), and so (57)

should rule it out at D-structure. The obvious move is to
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make (57) an S-structure principle and permit the derivation
of (63) in (67).

66) An expletive empty element must be governed at
S-structure.

67a) EPRO to be kissed PRO is thrilling (D-structure)

b) PRO; to be kissed e; is thrilling (S=-structure)

So far then, we may conclude that expletive EC's exist and
that their distribution is regulated by (66) and the 0-C. I
will return to the distribution of EC's in the next section.

At this point, the introduction of indices into the
componential model is maximally simple: index freely at
S-structure. The next question to ask is whether Move a
affects the pattern of indexing between D-structure and S-
structure.

Some evidence bearing on this issue has recently been
put forward by Chomsky (1982) in his reanalysis of a phenome-
non first studied by Taraldsen (1982). Consider, for example,
(68).

68) What; did John [file t;] [without reading e
Descriptively speaking, the position marked by tj is the trace
of wh-movement and e, is a 'parasitic gap' which is understood
to be bound to what in the same way tj is. One characteristic
property of parasitic gaps, is that the trace cannot C-command
the gap nor vice versa.

69) *Who; [t; said that John [liked e;]]

This first property follows from the contextual definitions of

empty categories interacting with the BC's, since e; is A-bound
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by the trace, which has a separate 0-role. Therefore e; is
pronominal and anaphoric, i.e., PRO, and the BC's exclude it
in this context because it is governed. In order for the
gap to be well-formed then, its local binder must be in an
A-position.

70) Which antelope; [did the lion [wound tij] [before

killing e;]]

In (70), both trace and the gap have which antelope as their
local A-binder. The 0-C is not violated even though two A-
chains (an A-bound O0-chain) cross. Thus a second property
of parasitic gaps is that they are only parasitic A-bound
gaps, or else the contextual definitions will treat them as
PRO (A-bound by a separate 0-role), and the BC's exclude them
from governed contexts.

Another property of parasitic gaps is that they can
appear in positions inaccessible to movement, which I assume
to be constrained by subjacency.

71) the juicy stories whichi [S[NP any gentleman [whoj tj
knew e;]][yp wouldn't tell t;] in front of relatives]
The object of knew can be a parasitic gap, though regular wh-
movement from the same position is blocked.
72) *the juicy stories whichi [NP any gentleman who knew
t;] wouldn't lie
Chomsky notes further that it is independently necessary to
relate base generated wh-words to A-positions in islands in

resumptive pronoun structures.

73) ?the boy who; Mary knows the car his; father drives
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Examples like (73) are totally ungrammatical if his is not
understood as bound to who. Chomsky suggests that this is
simply due to the fact that there is no vacuous quantification,
and so the wh-word, which acts like a quantifier in this sense,
(cf. Chomsky (1976)), must be coindexed with his or quantifi-
cation is vacuous.l7
As Chomsky notes, however, free indexing at S-structure
will generate (72) as grammatical as well as (71) and (73).
The problem is that a non-movement derivation for (72) becomes
possible with free indexing at S-structure and base generation
of the wh-word, since the wh-word can be connected to the
base-generated gap without movement. All of the correct pre-
dictions of subjacency are thus lost.
Chomsky preserves the force of subjacency by making
the following assumptions.18
74a) Free indexing of only A-positions at S-structure
b) Move o entails coindexing between the moved element
and its trace
c) Free indexing of all positions at <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>