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GREEK PROSODIES AND THE NATURE OF SYLLABIFICATION

by
DONCA STERIADE

Submitted to the Department of Linguistiecs and Philosophy on
September , 1982 in partial fulfillment of the requirements
for the Degree of Doctor of Philosophy

This thesis presents an autosegmental apprcach to certain pro-
eodic phenomena of Ancient Greek: vowel length, geminate structures,
aspiretion, syllabic assignmentsi The Greek material--supplemented
by Sanskrit and Latin--is used to develop a framework for the descrip-
tion of syllabification processes,

I claim that phonological strings are syllabified by a sequence
of syllabic incorporation rules: a universal rule pairing of CV
sequences into core CV syllables, followed by language-specific rules
that incorporate into these syllables more of the neighboring seg-
ments. I claim that complex onsets and branching rimes are created
by such language-specific syllable adjunction rules.

I show that differences among the syllable structures of Latin,
Greek and Sanskrit can be described as having two sources: different
ordering relations among the syllable adjunction rules and different
conditions on the relative sonority of adjacent tautosyilabic con-
sonants. The latter parameter turns out to predict both the dif-
ferences between the constraints on clustering in Greek and Sanskrit
and the number of consonants each of these languages allows in the
onset.,

The relatively complex syllable structure of Greek is shown to
require no reference to syllabic constituents other than onset and
rime. The possible evidence for syllabic nodes other than onset and
rime is shown in fact to be evidence for intermediate partially
syllabified strings containing unaffiliated segments.

Thesis Supervisor: Morris Halle

Title: Institute Professor
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Introduction

The term prosody in the title of this study has the meaning of
Greek Tl'joo_lt) t;-lo/( : any normally unwritten but phonologically relevant
aspect of the utterance. I present here an account of several
prosodic aspects cf Ancient Greek phonology, centered around but not
limited to the system of syllabification rules. They include an analysis
of geminate structures, vowel length, aspiration, Compensatory Lengthening
and the syllabic assignment of consonant clusters within words and
within phrases. They also turn out to include a component of the phonology
not usually conceived of in prosodic terms : the segmental assimilation
rules. The emphasis is on the import of these subsystems of tﬁe phonology
for the analysis of syllabification.

The framework assumed here is that of generative phonology enriched
with the autosegmental representations introduced in recent work by
McCarthy (1979), Halle and Vergnaud (1982), Clements and Keyser (1982).

My zoal is not that of testing against the Greek facts an established
framework of description : rather this study is aimed at a number of

points on which the autosegmental framework I adopt is still in a state

of flux. Greek evidence is introduced as relevant to unsettled issues such as
the formal statement of segmental assimilation rules, the description of
Compensatory.Lengthening effects, the existence of syllabic constituents
other than the onset and the rime , the mechanisms involved in syllabifying
a1d resyllabifying a string.

The central thesis wﬁich organizes this work is : not all aspects
of syllebic organization are determined simultaneously , at the same point

in the phonological derivation or in the cycle. By this I mean that some



aspects of the syllabic structure of Greek are defined by rules which

are extrinsically ordered late in the derivation, long after most segments
have been assigned to a syllable. We will see that, in fact, the syllab-
ification system of Greek favors a more radical conclusion : syllabic
structures are created by syllable building rules ordered among the rules
of the phonological component, subject to the same conventions on rule

ordering and application as any other metrical rule.

Chapter 1 gives an overview of the version of autosegmental
phonology assumed in later chapters, much of it based on the ideas
presented in Halle and Vergnaud (1982) and in the antecedents of that work:
McCarthy (1979), Prince (1980), Marantz (1982). Chapter 2 establishes
that consonantal segments deleted in Greek in coda position lead to the
compensatory lengthening of a preceding nuclear vowel. Charter 3 builds,
in part on this conclusion, an account of the word level syllabification
processes of Attic. Chapter L4 analyzes the syllabic derivation of the

consonants left unaffiliated by word level syllabification rules.

Some of the results obtained here are negative, in the sense that
they show why certain approaches to syllabification or related processes
are inadequate. I thought it important to demonstrate not only how the
analyses advocated here work but also why alternatives proposed in recent
work - or conceivable alternatives - are less satisfactory. This has made
the presentation somewhat more cumbersome, as the alternatives must
be developed and made precise when difficulties emerge. In particular,

I have tried to avoid the felatively easy solution of rejecting an analysis
proposed elsewhere when it fails for purely mechanical reasons, which leave

its leading idea intact. Whenever possible, 1 tried to show that a rejected
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proposal fails by reason of fundamentsl inadequacy rather than incorrect
formalization. But all this has required developing in some detail ideas
that were ultimately rejected. I hope that the vprice paid in ease of
exposition is justified by the gain in understanding what exactly differen-

tiates some of the recent approaches to syllabification compared here.

Because not all of Greek phonology is relevant to the issues dis-
cussed, I did not attempt a full account of the phonology of Attic or of any
other dialect. Underlying forms are posited either with full Justirication
- when all rules mapping them to the surface forms are disgussed - or by
decomposing surface forms into their underlying grammatical formatives.

The decisions on what is a root an what is an affix are - I believe -

so uncontroversial that anyone in possession of a Greek grammar and dictionary
would have reached them . For this reason I have frequently left out the
evidence usually cited as justifying a certain underlying form, such as

alternants in an inflectional and derivational paradigm.

In one case I have frequently abstracted away from a phonological
rule which sets Attic-Ionic apart from other Greek dialects : the raising
of long & to long lax §. As this process plays no role in the system of rules
discussed here, and because it obscures the output of some phonological
and morphological processes, as well as some basic similarities between
Attic-Ionic and other dialects, I have sometimes listed as Attic or Ionic
intermediate forms like angé€la instead of the surface gngela. With this
one exception, what I list as surface forms are the transliterations of
the written record. Improvements on how that record should be interpreted

are proposed in chapter 3.
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The system of transliteration adopted from the beginning is as
follows : (a) The rough breathing as well as the aspiration feature
of stops is represented as a superscript h . In autosegmental represen-
tations the notation [h], [v], [-v] stands for [+spread glottis],

[+voiced] and [-voiced] respectively. Thus

is a partial autosegmental representation for?%TﬂQS,transliterated
linearly as hipnos. The [h ], [v] notation also replaces the lengthier
[+spread glottis], [+voice] in writing rules. The voicing and aspiration
features of stops and vowels are represented autosegmentally, as above,
only when the structure of the laryngeal tier is relevant to the point
at hand.

(b) On a full autosegmental representation, which includes
indications of syllabic structure, the two-dimensional page offers no

way of representing more than three tiers without crossing association

lines . Thus in

O,R stand for Onset and Rime.

6 stands for Syllable.

0—x

there is no graphic solution to the problem of representing the laryngeal

tier without having its association lines cross those of the syllabic tier.
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The reader should understand that, unless two lines link the same two tiers,

they cannot cross in the technical sense.

(c) Vowel length is represented by a superscript macron in linear
representations. Tense long mid vowels are written &, 5, lax long mid
vowels are written g€, 9 . The breve sign is sometimes used to underscore
the fact that the vowel is short. Autosegmental representations for
long lax vowels are » X an arbitrary vocalic segment; for long tense

v Vv

vowels they areﬁ/&\ . This notation is justified in chapter 2.
c

(d) No distinction is made between the ei, ou diphthongs and the
spurious diphthongs : from the point of view of the synchronic phonology
of Attic the distinction does not exist and all relevant nuclei are tense

mid long vowels.

(e) No account is taken of either the rough breathing of initial
r's or of the smooth breathing of initial vowels. Accent indications are

likewise omitted.

(f) The songs in the homeric poems are referred to by letters
iranscribing the units of the Greek alphabet, in the sequence of the
Greek alphabet. Capitaels afe used to denote songs in the Iliad, lower
case letters for songs in the Odyssey. Thus D 434 is a reference to
line L34 of the Uth song of the Iliad; ps 5 refers to verse 5 of the

23rd song of the Odyssey.

All other notational conventions used here are standard.



Chapter 1 : The Framework

l. Tiers of representation

1.1. Introduction

Since the appearance in 1976 of Goldsmith and Kahn's disserta-
tions the representations assumed in generative phonology have been
enriched in two respects: Goldsmith introduced the idea of separate
tiers, the tonal and the segmental, running simultaneously and
specifying distinct aspects of the phonolcgical sequence. Kahn
extended this approach to describe syllabic organization; he argued
that the syllable had to be recognized as a unit of description and
that its best characterization was in terms of autosegmental units
rather than as segment sequences contained between syllable boun-

daries.

Both ideas proved fertile. The separate tier line of research
led to important work in the area of vowel harmony (Clements 1977,
1980) and morphology (McCarthy 1979, Marantz 1982). The introduc-
tion of a prosodic approach to asyllable structure led to the view
that syllables are simply phonological constituents (cf. Kiparsky
1979, McCarthy 1979) on a par with the metrical constituents by
which Liberman and Prince (1977) proposed to encode accentual prom-
inence. Later work by Rotenberg (1978) and Mohanan (1982) elim-
inated the possibility of dealing with syllable dependent processes
by introducing syllable boundaries (as in Hooper 1972). Rotenberg
and MolLanan argued persuasively against the conception of morpholog-
ical boundaries as entities similar to segments, which can be
inserted, put in parentheses, deleted: they demonstrated that

reference to boundaries can be successfully superseded by reference
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to morphological and syntactic constituent structure. This removed
whatever appeal syllable boundaries, as opposed to syllabic consti-

tuents, still had.

The theory of phonology adopted in this study is based on the
idea of separate tier representations and on that of phonological
constituents like syllables or metrical trees. The present chapter
will give a detailed inventory of the specific assumptions associ-
ated with these ideas. I begin by reviewing and augmenting the evi-
dence for a distinction between the tier specifying syllabicity dis-
tinctions and the one carrying the actual segmental information: I
will refer to the first as the skeleton, adopting the term intro-
duced by Halle and Vergnaud (1982); I will call the second the
melodic core, sometimes abbreviated as the core, which should invite
the appropriate associations with Goldsmith's tonal melodies. The
units forming the skeleton will be referred to as C or V slots; the
units of the melodic core will be called segments, as they most
closely approximate the traditional notion of segment. The adjec-
tives melodic or segmental will be used interchangeably to refer to

information specified on the melodic core.

1.2 Skeleton/core relations

The initial arguments in favor of separating the segmental and
the syllabic information which form a phonological string were
presented in HcCarthy‘1979, a study of the word formation processes
of Semitic: McCarthy showed that the problem of discontinuous mor-

phemes, endemic in Semitic but not restricted to that family, could
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be solved by allowing morphological information to be carried by
distinct but simultaneous aspects of the phonological string. Most
of the segmental content of a word's consonantism identifies the
root, while the sequence of consonants and vowels on which the seg-
mental content is realized provides derivational and inflectional
information. Representations like the one in (1) were thus

motivated:

(1) root jb}b 'to write'
9th binyan cc C verbs of color or bodily defect
tense
a
diathesis perfective active

linear representation: ktabab

The association of the various morphemes, ktb, CCVCVC, a, was
brought about by association conventions identical to those

motivated for the description of tonal phenomena by Goldsmith

(1976):

(2) Well-formedness Condition

a. Every unit on one level must be associated witl at
least one unit on every other level.

b. Association lines may not cross.

In addition, a specific mapping procedure, given in (3), was neces-
sary in order to characterize the results of associating & binyan

with n C slots with a consonantal root containing fewer than n con-

sonants:
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(3) Consonant Association

Autosegments are associated from left-to-right with appro-
priate slots of the template. Formally,

Template i E f
Melody z
(McCarthy 1979 :251)

The aplication of (3) to the mapping of a triliteral root like ktb
onto a quadriconsonantal binyan like CCVCVC requires that the last
root segment, b, be doubly associated, as shown in (1). Right to

left association would have resulted in *kkatab, *kkaatab, *kkantab.

The necessity of (3) is of some interest since, as McCarthy notes
(1979 :251) and as shown by Williams (1976), tone mapping rules have
the same left—to~right directionality. We shall see below that syl-

labic parsing also takes place from left to right.

Following McCarthy, Marantz (1982), Halle and Vergnaud (1980),
Yip (1982) showed that the analysis of word formation processes like
reduplication and broken plurals as well as that of secret languages
was significantly simplified by the assumption of tlie skeleton/core

dichotomy. Some of Marantz's results will prove useful in Chapter

3.

Recently, evidence of a purely pponological character in favor
of tiered representations like (1) has begun to surface. I will
mention here two types of arguments to this effect, both modeled on
the demonstration, made by Williams and Goldsmith, of the indepen-

dence of the tonal tier from what was then seen as the undifferen-
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tiated segmental tier. I discuss first two cases of proposed con-
tour segments, a term which, by analogy to contour tones, is intro-

duced here to refer to structures like (4)<1>:

(4) a. b's b. p's X,y are arbitrary
\\\E//y \\\V//y units in the core

I then consider the reverse type of many-tu-one mapping, shown in

(5),

(5) a. /\J b. ‘/\,

and successfully used by Schein (1981), Hyman (1982) and Kenstowicz

(1982) in their analysis of geminate segments.
1.2.1 Contour segments

In earlier work (Steriade 1982) I have proposed the following

representations for Latin labiovelars:

(6) a. k u g u
N N

C C

The monoconsonantal nature of these sounds, traditionally spelled

qu, gu, is amply documented by Devine and Stephens (1977): they are
the only consonant clusters which fail to close a preceding syllable
in all periods and poetic styles of Latin. 1In this they contrast

with stop-liquid clusters, which, in the classical and postclassical

poetry may be counted as heterosyllabic. The bisegmental character
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of the Latin labiovelars -- the fact that each labiovelar consists
of two melodic units -- is revealed by their distribution: they can
occur only in prevocalic position, unlike any other consonants.

This restriction follows from the fact that Latin, a language where
word internal syllables obey the Somority Sequencing Generaliza-

tion<2>, cannot syllabify exhaustively any sequence stop - w - con-

sonant. Two treatments are attested for the underlying labiovelars

trapped in pre-consonantal position: the labiovelar may lose its

labial component, as in coctus 'cooked' underlying TTQu—rrr, or as

CvC CVC
in nec 'neither' the apocopated version of nequed3),0r the labial

glide may syllabify as a vowel, as in secutus 'followed', underlying

?epa-to , lingula 'little tomgue', underlying linﬁu—ﬁ (") Two rules
| ug —nens2 1]
CvC Cv cvcC Cv

are necessary to account for preconsonantal labiovelars: rule (7)

applies to a stray labiovelar, a segment that could not be assigned
to any syllable because of the resulting violation of the Sonority

Sequencing Generalization <5, and detaches the latial element:

(7) [+high/u [+high] u <6>
==?
c' c' C' designates an unsylla-
bified C

The application of (7) is illustrated below:
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(8) a. coctus b. lingula a. equus
koku-to-s lingy-1la eku-o0-s
A g 7]
C fv C Vv Ccv rr I/
LL Ok/’ % RO

S 1 S o A
CVC CV C C TV
e /
(o)

Rule (9) inserts a V slot and associates it with the floating seg-

ment u:

(9) u

0
4
4]

Some lexical items, like the root coqu-, are exceptions to (9).

This is an indication that the rule is cyclic, in contrast with rule
(7), which admits of no exceptions. Let us assume then that the
apocope in nec, a postecyclic rule, can be followed by rule (7),
which applies both cyclically and postcyclically: but that it can-
not be followed by rule (9), a cyclic rule. (On the notion of
cyclic rule assumed here see section 4 ). Thus rule (9) will fail
to apply both in items like coctus, which are lexical exceptions to
it and in items like nec, where the environment which could meet (9)

has been created at a point in the derivation when (9) is no longer
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applicable. For this reason the u set afloat by (7) in such forms
will remain unassociated and will fail to surface. The complete

derivations of coctus, lingula and nec are given in (10) below:

(10)
2nd cycle

Q—=
=::
e e D

P . € e (D

040—

n/a

|
I n/a



1
Q5 —m—b

M5

o
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rule (7) n/a n/a
syllab. n/a n/a

erasure of
stray
material n/a n/a

i

2!

The role that syllabification plays in (10) deserves mention. I
have conflated in the application of syllabification at the end of
the second cycle two operations: the ;reation of a syllable from
the stray units CV in lingula and the adjunction of the stray C as
the coda in the first syllable of coctus. I have assumed that stray
melodic material is erased in the output of cyclic phonology and
then again at the end of the derivation: the evidence for placing
this operation in the cycle will be given in Chapter 4. Finally, I

have entered as the input to the second cycle partially syllabified

structures like:
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I attribute the failure of (7) to apply to the cycle final stray

labiovelars on the first cycle, which would result in

rather than

to the fact that cycle final C's are extrametrical in Latin. The
notion of extrametricality employed here is an extension of the
mechanism motivated by Hayes (1982) for stress rules; its applica-
tion to syllabification processes will be explored in Chapter 4.

Thus the stray labiovelars of

nowr o i

become subject to syllabification rules and to rule (7) only on the
second cycle, when they cease to be extrametrical because they cease

to be cycle final.

We have seen that the monoconsonantal labiovelars of Latin sur-
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face sometimes as velars and sometimes as [velar] u sequences,
where the labial element has full syllabic status. This is the evi-
dence for their bisegmental nature and in favor of the representa-

tions in (6).

The other example of a contour segment that I will mention
appears in Keyser and Kiparsky (1982), a study of the interaction
betwern syllabification and segmental rules in Finnish. Keyser and
Kiparsky begin by showing (a) that Finnish allows no VV sequences in
unstressed syllables; and (b) that Finnish, a language in which pri-
mary stress falls on the initial syllable, has an optional secondary
stress on the third syllable. The optional secondary stress and the
VV prohibition are then shown to interact in ways which suggest that
some unstressed diphthongs are contour segments in the sense defined
in (4) above. The rules which test the monovocalic behavior of the
Finnish diphthongs in question are t-Deletion, a rule which deletes
1 after an unstressed light syllable ((11) below), and Consonant
Gradation, which degeminates a geminate stop and lenites a non-
geminate stop before a heavy rime. I repeat tﬁe informal statement

of Consonant Gradation given by Keyser and Kiparsky in (11):
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(11) t-Deletion
ow
/CV__ v
= f
t
(12) Consonant Gradation

p,t,k weakened

pp,tt,kk degeminated / [+son] \

Consider now a form like /talo-i-ta/ 'house-PL-partitive'. It sur-
faces consistently as taloja, a sequence of three light syllables;
this means that the underlying sequence oi has been assigned a sin-

gle V slot, in accordance with the fact that a second syllable can-
not receive either primary or secondary stress, and therefore must

not contain a VV nucleus. taloita, syllabified as

I
1y

can now undergo t-Deletion since the syllable preceding t is both
unstressed and light. When the diphthong occupies the third syll-

able the optional secondary stress produces variants like those

recorded in (13):
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(13) arvelu-i-ta arveluja 'surmise-PL-partitive'
arveluita
mellakka-i-ta mellakkoja ‘riot-PL-partitive’
mellakoita
mellakka-i-na mellakoina 'riot-PL-essive'
mellakkoina

Arveluja results when the third syllable is not stressed; underlying
ui must then be assigned a single V slot, to comply with the prohi-
bition on VV sequences in unstressed syllables and, as a result, t
deletes. If the third syllable is stressed then ui can be syllabi-
fied as a VV nucleus and t-Deletion is blocked, yielding arveluita.

Mellakkoina, showing no effects of Consonant Gradation, results from

the failure of the secondary stress to the third syllable: the oi
diphthong in an unstressed syllable must occupy a single V slot,
hence a light third syllable, before which Consonant Gradation is
inapplicable. Mellakoina is derived if secondary stress does apply

to the third syllable, permitting the creation of a VV rime %%,
which, in turn, triggers Consonant Gradation. The heavy rime %i in

mellakoita, sanctioned by the assignment of secondary stress, has
the double effect of blocking t-Deletion and triggering Consonant
Gradation. In the absence of the secondary stress, the third rime

is compressed to Qi; a structure which allows t-Deletion to apply

but blocks Consonant Gradation: mellakkoja is produced in this way.

Since this account succeeds in organizing a rather complex paradigm
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and selects correctly the two attested variants of underlying forms

like mellaka-i-ta out of the four logically possible outcomes, the

assumptions on which it relies are also supported: in particular,

the assumption that the surface diphthong in mellakkoina and the
immediate input to t-Deletion in taloja, taloita contain contour

segments:

VG
o

AT\ i
V i

1.2.2 Geminates

The skeleton/core distinction allows analyzing geminate seg-

ments, consonants or vowels, as single melody units associated with

two skeleton slots:

(14) a. x b. y

U//A\\C V//N\\V

But, in the absence of further provisions<6>, a tiered representa-

tion of the phonological string will also permit sequences like

those in (15):

(15) a. I I | b. I I

A linear model in which syllabicity distinctions are represented on

the same tier with other feature specifications cannot differentiate



~28-
between (14) and (15).

This section has a dual task: it will establish that both
representations like (14) and (15) are necessary, and will thus pro-
vide more reasons to adopt autosegmental representations. It will
also explore the properties associated with the geminates in (14),

henceforth called true geminates. These properties will serve as a

test for any structures involving two or more skeleton units associ-
ated with the same melodic element. Such structures will play an
important role in the analysis of Attic syllable structure developed

in Chapter 3.

An investigation into the behavior of geminate consonants in

Berber and Arabic led Guerssel (1978) to posit the following con-

straint:

(16) The Adjacency Identity Constraint (AIC)
Given a string AlAé where I&.1 = A2, a rule alters the

adjacency of Alﬁé if and only if it alters the identity
of Al or A?.

This constraint, formulated in a linear framework, had to account
for what Kenstowicz and Pyle (1973) had termed "the integrity of
geminate clusters": geminate consonants cannot be split by
epenthesis (which would alter their ad jacency without altering their
‘identity) nor can one half of the geminate seément undergo a rule
which the other half does not undergo (this would alter the identity
of the cluster without altering the adjacency of its members). The

geminate integrity hypnthesis, as formalized by Guerssel, predicted
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that only one type of rule could apply to a geminate cluster:
degemination, a process which would simultaneously alter the iden-
tity of the cluster and the adjacency of its members. This predic-
tion was to some extent disconfirmed by Guerssel's own discovery
that some heteromorphemic geminates do not obey the AIC: namely,
the heteromorphemic geminates that had not undergone any assimila-
tion rule. For example, both Algerian and Moroccan Arabic have
identical rules cf coronal clusters voicing assimilatioﬁ and
epenthesis between the first two members of a tricousonantal clus-
ter. In Moroccan the voicing assimilation rule applies before

epenthesis, leading 1o derivations like (17):

(17) Assimilation Epenthesis
t-kt @b n/a taktab 'you write '
t-dir ddir n/a ‘you do'
t-drab ddr @b BLOCKED 'you hit’
by the AIC
t-tlag ttleg BLOCKED 'you release'
by the AIC

In Algerian, however, the epenthesis rule applies before voicing
assimilation: it therefore encounters in the forms corresponding to
those in (17) heteromorphemic clusters to which no assimilation rule

has applied. Such clusters, even when they involve geminates, as

/t-t1@g/ does, do not block epenthesis:
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(18) Epenthesis Assimilation
t-kt b taktab n/a
t-dir n/a ddir
t-drab tadrabd n/a
t-tlag tatlag n/a

To reconcile the Algerian facts with the AIC, Guerssel assumed that
assimilation rules, like the coronal clusters voicing assimilation,
had the effect of erasing morphological boundaries. A heteromor-
phemic geminate cluster would fail to be a geminate in the sense of
the AIC since, in the phonological framework assumed by Guerssel,
the intervening morpheme boundary would make the two consonants
non-adjacent. Thus, as long as the morpheme boundary would be
there, the AIC could not block epenthesis from applying to such
clusters and the facts of Algerian would follow. If, however, an
assimilation rule applied before epenthesis, as is the case in
Moroccan, the morpheme boundary would be erased and the cluster of
identical segments would become a geminate subject to the AIC:

epenthesis would then be blocked.

In a linear framework, Guerssel's AIC played a role analogous
to that of the strong and weak clusters in the SPE linear analysis
of stress<7>: it was a nearly correct characterization of the
exceptional behavior of geminate clusters but the very need for a
rather odd condition like the AIC pointed to an inadequacy within
the theory. The necessity to add to this condition the otherwise

unmotivated boundary erasure convention was one more symptom that
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the linear theory itself had to be revised. In presenting an
autosegmental account of the typology of geminates, I will continue
to refer to the AIC as the best statement available within a linear

framework for the pretheoretical proposition:

(16"*) Geminates cannot be split.

In what follows we will explore both the coverage, left open, of

(16') and its correct formal statement.

Since Rotenberg (1978) and Mohanan (1982) have eliminated boun-
daries as a means to delimit morphological units, it would seem that
the members of a geminate cluster are as much adjacent when they
belong to the same morpheme as when they belong to distinct &nd
adjacent ones. The essentials of Guerssel's account of Moroccan and
Algerian epenthesis can, however, be maintained under an autosegmen-
tal analysis of geminates: different morphemes like the 2nd sg.

prefix t- and the root t1@g will have to be entered as distinct

segments wtih distinct associated skeleton slots in the lexicon.

When concatenated, the morphemes will yield a sequence

i

which does not contain a true geminate cluster, in the sense defined
above in (14). Suppose now that (16') applies to true geminates
only: we would then predict that, in the absence of any rule,
heteromorphemic geminates will not be subject to (16'). The pattern
of Algerian epenthesis will then be explained. To account for the

facts of Moroccan, we will assume for the moment that the coronal
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cluster voicing assimilation rule is a gemination rule taking the

form of (19):

(19) [+cor] [+cor] [+cor] [+cor]
o - T

Since in Moroccan (19) applies before epenthesis, the true geminate
created by (19) will be prevented by (16') from undergoing
epenthesis. We have thus established the usefulness of the distinc-
tion between structures like (15.2) and (14.a): they correspond to
the initial cluster of /t-!:lag/ before and after rule (19). The

distinction is not available in a linear framework.

The argument on which this reanalysis of Guerssel's data was
modeled appeared in Schein (1981) and was later discovered indepen-
dently by Kenstowicz (1982): it involves the blockage of the rule

of Spirantization in Tigrinya. Spirantization, formulated by Schein

as in (20), applies to any postvocalic velar stop at the postecyclic

level:
(20) [+cons, +back] ==3 [+cont] / v
Some examples are: d @kHm 'weakness' zakti 'now’ ghza-ka

'house-yours' m2b arak 'bless'. (20) fails, however, to apply to

some geminate clusters: tautomorphemic geminates like those of fik-

kird 'boast-3m sg., perfect', réiqgiq 'thin', g#t#li-kxa 'kill-
>msg.perfect-pron. 2msg..as well as the geminates created across

morpheme boundaries by the operation of gemination rules like those of
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yabara kko 'bless-3msg jussive' (underlying/ylatﬁr\k- t/) )
lV CVé Vl C

b drékka 'bless-2m sg.imperative-pron.3f' (underlying Ia ri['k- a).
v cv
We can attribute the blockage of Spirantization in these examples to

the effects of (16'). We assume that in lexical representations

languages select the least marked of the two possible geminate
structures, namely (14.a). As a result, tautomorphemic geminates
should consistently take the form of true geminates, as they do in
Tigrinya. For the justification of the derived true geminates of
Tigrinya I refer the reader to the paper cited. After showing that
both derived and underlying true geminates fail to undergo Spiranti-
zation, Schein shows that heteromorphemic geminates resulting from
the juxtaposition of identical velar stops do undergo (20): one
example is bardk-ka ‘you-blessed-2m sg perfect' which contrasts
minimally with berdkka, cited above. As in the case of the Algerian
example, an autosegmental analysis coupled with the most natural

assumptions about the form of lexical entries will appropriately

“ distinguish between

baf?k-TT and bafT T
ALCVL cv lLCV@EV
and predict that only the latter will block (20).

Having demonstrated the merits of a two-tiered representation

of geminate clusters, we may now turn to a closer examination of the

constraint on splitting geminates. The facts discussed above
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require that such a constraint recognize the distinction between
true geminates and adjacent identical segments<8>. But a simple

reformulation of (16') as

(16'") True geminates cannot be split.

is intuitively unsatisfactory: having observed that the clusters to

which (16') applies take the form of branching segments

(21) x

N\

C C

it seems that the facts recorded by this constraint ought to follow
from the structure of true geminates. I will make here two sugges-
tions, whose joint effect is to cover most of the facts covered by
Guerssel's AIC. The residue of cases where my proposals will make

different predictions will then be discussed.

Let us begin with the blockage of a rule like Spirantization
when a true geminate cluster is encountered. Facts like those of
Tigrinya have been recorded earlier by Kenstowicz and Pyle (1973) (a
methathesis rule in Kasem fails to apply to the first half of a gem-
inate u) and will be encountered in Chapter 4 of this study (a rule
which turns syllable initial g int§ b in prehistoric Greek fails to
apply to the second half of a geminate g). Some, if not all, of the
rules involved have multiple foci. Suppose that we followed the
practice established in SPE<9> to mark [+ru1e n] each of the seg-
ments meeting the structural description of any given rule n and

added that segments not meeting the structural description of rule n
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are marked [-rule u]. Consider now an item like Tigrinya

fdk ara .

HA
The environment of Spirantization is met by the first C slot associ-
ated with the velar but not by the second one. X will be marked
both [+Spirantization] aund [-Spirantization]: we may assume that
the contradictory diacritics block the rule. The prediction of this
approach is that when both halves of the geminate structure meet the
structural description of the rule no blockage effect will be
observed. The relevant structure has been located by Schein in a
Tigrinya form like mésdkakdrd 'witness-frequentative'. Schein sug-
gests that frequentatives have a doubly attached penultimate root

consonant, thus the frequentative

m s k r corresponds to the
c/// // /f\\\\\ \\\ zero-form
c v vV C

c v ¢

88
C v C VL v , maskdra, from which it has been
\\y‘gzil”" created by the insertion of a
a VCV unit.
a

The velar of misdkakdrd is therefore a geminate of the type given in
(21), yet Spirantization applies to both of its halves. This is so
because both Cs associated with the velar have been marked

[+Spirantization] since they both follow Vs<10>.
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It seems possible then to derive one half of the effects of
(16'), the prohibition on changing the identity of a geminate clus-
ter member, from an extension of already existing conventions on
rule application. To explain the failure of epenthesis to split a
true geminate cluster I will adopt a suggestion attributed in Halle
and Vergnaud (1982) to Jonathan Kaye: "if a V slot is inserted
between the two C-slots in order to syllabify the sequence, the V

slot cannot be linked to a schwa on the melody tier without violat-

ing the crossing prohibition, as illustrated in (4.e):

(4)e. kK 3 "
N K

The proposal implicit in this observation is to assume that a seg-
ment inserted by a phonological rule like epenthesis is assigned to
the main melodic core, in contrast to affixal segmental material
which generally occupies separate tiers, as in the representation in

(1), repeated below, where a is a distinct morpheme from ktb:

(1) root /}( R“ h\\\\C 'to write'
2nd binyan C v causative

Q)

tense-diathesis a perfective active

We have seen so far that the bulk of the cases covered by the

AIC follow from two distinct principles of grammar:
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(22) a. Segments vwhich meet the structural description of
a rule n are marked [+ru1e n]; segments which do
not are marked [-rule n]- rule n applies only to
segments marked [+rule nj.

b. Segmental material inserted by phonological rules
is assigned to the melodic core.
The provisions in (22) make partly different predictions from the
AIC: (22.b) predicts that a vocalic infix will be able to split a
true geminate cluster even though an epenthetic vowel may not. AIC,
on the other hand, cannot distinguish between epenthesis and a mor-
phological infixation process: neither rule may affect the adja-
cency of the geminate cluster. The following example from Saib 1976
shows that (22.b) is the correct constraint. The Ntifa and Zayan
dialects of Tamazight Berber form intensive verbs by prefixing tt-
to the verbal root and by inserting a before the last radical con-

sonant. Formally, the intensive verb template described by Saib is

(23) t Ia
c [ v

root

c]

Saib exemplifies intensive formation in its general form with the

intensive of

/bd 1/ ‘to change' <11>:
[h!

ettbeddal, where g stands for epenthetic schwa and a is the inten-

sive infix. When the last radical segment is a geminate, the infix-

ation mandated by (23) applies as in ettbeddal and we obtain the
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8plit geminates in (24):

(24) Zero Form Intensive Form
/i; / [fezz] [ettefzaz] "to chew
/ig / [gegz] [ettegzaz] 'to gnaw'
/[@ / [bedd] [ettebdad] "to stand up'
The full autosegmental representation ettefzaz can be inspected in
(25):
(25) intensive melody b a At a\
skeleton C C L

lt/p (surface YCCI

melodic core

(root melody and

epenthetic schwas)
The infixation of a in the intemsive form stands in contrast with
- epenthesis, a phonological rule, which may not break a geminate
cluster: eventhesis normally inserts a schwa before a consonant that
could not fit into the CVC syllable template of Berber<12> (a3 in
exdem 'to work' from /xdm/) but leaves internal triconsonantal clus-
ters intact if they contain a geminate (annli 'brain', @igglitt

‘echo’) as well as final geminate clusters (cf. figglitt, fezz,

etc.). While (22.b) predicts correctly that the epenthetic schwa

cannot break a true geminate cluster but that the affixal a of the
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intensive could, Guerssel's AIC will also rule out the split gem-

inates created by the intensive rule.

Another difference in coverage between the AIC and the princi-
pPles listed in (22) concerns (22.a). This principle, when embedded
in an autosegmental framework, cannot prevent certain rule applica-
tions whose linearized outputs look like violations of the AIC.
Consider the fact that geminate stops in Attic Greek can be either
unaspirated, as in pappos ‘grandfather', or half aspirated, as in

Sapph

0: as we shall see in Chapter 3, there are no fully aspirated
geminates in Attic like Bfgh and there are no half aspirated gem-
inates like 2&2. This pattern seems to demand a rule which
deaspirates the first member of a geminate stop cluster. The prob-
lem raised by such a rule is that a linear statement of it will
violate the AIC: only one member of the geminate cluster will be
segmentally ?ffected. An autosegmental solution to this problem
will take the following form: the feature of aspiration will be
shown to occupy in Greek a distinct tier from the melodic core
(Chapter 2, section 4.3; Chapter 3, section 5.5.2). If, moreover,

we assume that aspiration is linked directly to the skeleton slots,

we obtain intermediate representations like (26):

1

c

[h]

Deaspiration can now be formulated as in (27):
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C//A\\C =3 C//A\\ for x an arbitrary segment

i 4

(22.a) will not block the application of such a rule to the first

member of a geminate cluster and consequently

C
|
h

will be generated, corresponding to linear Sapphb.

Let us summarize the results of this section as we will have
occasion to refer to them later in the chapter. The first objective
of this discussion of geminate behavior was to Justify the autoseg-

mental representations in (14) and (15), repeated below,

(14) a. b.
AN /N

(15) a. x x b. y
L L

which express a difference in structure that cannot be translated

into a linear framework. We have shown, following Schein 1981, that

the principles governing geminate behavior, as encoded in (16'),

hold of tautomorphemic geminates and of heteromorphemic clusters

that undervent a gemination rule, but not of heteromorphemic identi-

cal segments: we decided that the most natural representation for

the latter type of sequences was (15). By elimination, (14) was
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arrived at as the structure of the geminate clusters to which (16')
applies. We then set out to derive (16') from the structure of true
geminates: two principles were proposed, (22.a) and (22.b), whose
application to structures like (14) yielded most of the facts which
the original constraint, Guerssel's AIC, had been designed to cover.
Facts on which the AIC and (22) make divergent predictions were then

shown to support (22).

An important consequence of abandoning both the AIC and (16')
is that we may now explore the effect of the abstract configurations
in (14) on phonological rules without having to limit ourselves to
geminates in the strict sense: if Halle and Vergnaud's suggestion
is correct that some segmental assimilation rules are autosegmental
operations, it is possible tlL..t configurations like (28) arise

through the application of assimilation rules:

(28) [;}\f] where F,G,H are variables over features,
/36| [¥G x,8,%, § , £ variables over feature values
§ € and X and Y are variables over C,V slots.
X Y

Our analysis of geminate structures makes it possible now to
test whether partially assimilated clusters have the structure of

(z8): if they do, some of the constraints on geminate behavior

should alsc apply to them. We take up this question below.

1.3 Linked matrices

1.3.1 The autosegmental theory of assimilation rules
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This section develops the suggestion made by Halle and Vergnaud
(1980) that rules of assimilation in point of articulation be stated

autosegmentally, as shown in (29):

(29) a. Structural Description

point of point of
articulation 1 articulation 3
features features
manner 2 manner 4
features features

(9]
Q

b. Structural Change:

> A

I will propose that all (local) assimilation rules involve changes

N

in the association between the melodic core and the skeleton éf the
type shown in (29). I will also suggest that phonological gemina-
tion rules, rules which turn a cluster into a geminate sequence, are
frequently partial assimilation rules, whose immediate output, for-
mally identical to that of (29), contains two columns of identical

feature specifications:
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(30) ) [ F]

The framework developed here for the statement of assimilation rules
will find its applications to the theory of syllabification in

Chapter 3.

Halle and Vergnaud put forth (29) for one implied reason:
assimilations in point of articulation involve changes in all the
features specifying pcint of articulation (coronal, lateral, ante-
rior, high, back...). A linear statement of such rules, which must
list each and every feature changed, cannot explain why it is that
only a certain subset of the features is consistently affected:
within a linear framework, a rule which changes some place and some
manner features is just as highly valued as a rule which affects the
same number_of features, all of each specify place alone. An
autosegmental framework for assimilation, coupled with the assump-
tion of major constituents withia the segmental matrix (1ike place
features and manner features) can successfully distinguish between a
natural rule like assimilation in point of articulation between a
nasal and a following stop, and an unnatural one, like a rule which

assimilates the same cluster in voice and height only.
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The rationale for introducing autosegmental assimilation rules
does not however dictate the particular formalization that Halle and
Vergnaud adopted: at first sight it seems equally possible to
assume that each one of the major components of a distinctive
feature matrix corresponds to a separate tier, indepenﬁently linked

to the skeleton. Such multidimensional representations are shown,

in simplified form, below:

(31) Place place place place
features features features features
| ! > l

anner manner manner“] anner
features features featurgg features

The theory from which representations like (31) follow amounts

to the claim that there is no single constitu_ent corresponding to
the notion of segmental matrix and no single tier of representation
corresponding to what we have called the melodic core. Accordingly,

I will refer to it as the Independent Linkigg Hypothesis, in con-

trast with the Melodic Tier Hypothesis, which dictates structures

like (29) and (30). I should make it clear now that very little
evidence relevant to the choice between these will be introduced 1in
this study. Chapter 3 will provide one instance in which a feature,
aspiration, will have to be represented as occupying a different
tier from other components of the segmental matrix as shown in (26)
above. On the other hand, we will also see that it is useful to dis-

tinguish between the autosegmentalized aspiration of certain sounds
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and the non-autosegmentalized aspiration of others: this distinc-

tion is available within the framework of the Melodic Tier

Hypothesis as the distinction between a structure in which aspira-
tion is linked directly to the skeleton and, thus, defines its own
tier, independently of the melodic core, and a structure in which
the aspiration specifications are part of the segmental matrix, a

unit in the melodic core:

(32) a. Autosegmentalized aspiration
melodic core [place eatures]
[manner features]
skeleton l

aspiration tier [+sprea! glottis]

b. Non-autosegmentalized aspiratiorn
melodic core [place features]
[manner features]
[+spread glottis]

skeleton C

Since it is difficult to imagine how this distinction could be
represented in a framework like that of the Independent Linking

Hypothesis, whose defining property is that all features are

autcsegmentalized, I will adopt here the Melodic Core Hypothesis.

Needless to say, the choice between these theories awaits further

research. //
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Let us begin by introducing the necesséry terminology: I will
refer to structures like (33.a) and (33.b) as being segmentally
linked, by which I mean that the adjacent skeleton slots share a
subpart of their associated matrices; the name identifying such

structures will be linked matrices, which distinguishes them from

unliked matrices, shown schematically in (34) below, as well as from
merged matrices, shown in (35), a technical term for true geminates,

introduced to bring out the formal similarity between the output of

partial and total assimilation rules.

(33)  Linked matrices ga, [ O\ F] b. ¥ G /3G
G Y6 ¢£H SH
§ H £ I
X X
; N/
[ oF]
(34) Unlinked matrices: aF /3F
¥6 Sa
¢ H 7H
X X
(35) Merged matrices: ‘ X F
AG
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1.3.2 Geminates in the output of partial assimilation rules

The first argument in favor of the autosegmental format for

partial assimilation rules emerges as we reconsider one aspect of
the typology of geminates drawn by Guerssel (1978): recall that the
initial problem faced by the Adjacency-Identity Condition (AIC, (16)
above) was that heteromorphemic sequences of identical segments
which had not undergone an assimilation rule appeared to violate
AIC's provisions. Such sequences became subject to the AIC only
once an assimilation rule applied. To explain this fact we assumed
that all cases discussed by Guerssel involved gemination rather than
assimilation rules. Thus, we assumed that the coronal cluster voic-
ing assimilation which applies in Algerian and Moroccan Arabic

should be stated as in (36), rather than as in (37):

(36) Arabic Coronal Cluster Assimilation: a gemination rule
+cor +cor +cor +cor
-3on -son == -son -son
é |
C C C
(37) Arabic Coronal Cluster Assimilation: a voicing assimilation
Tule.
[+cor,-son] ==3 [ &\ voice] / [+cor,-son, O voice]

It was necessary to adopt (36) over (37) in order to obtain the
structures which identify true geminates. But in making that deci-
sion we did not consider the possibility of stating (37) autosegmen-

tally, as in (38):
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(38) Arabic Coronal Cluster Assimilation: an autosegmental
voicing assimilation rule.

3voice O{voice . [voice o\wvoice
+cor +cor +cor +cor
-son -son == -son -son

| — — &

The output of (38) is a pair of linked matrices whose unshared por-
tions contain identical specifiéations for all features. Let us

as3ume that Hheﬁ such structures are created, a convention, stated
below in (39), percolates up all features with identical specifica-

tions:

(39) The Shared Features Convention

H £ H [xH]/\[iH]

Zo o e
b [ 7w

>4
>4
>4

The need for (39) will be discussed more fully below, in section

1.3.4.

The joint effect of rule (38) and of The Shared Features Con-
vention in (39) is to create true geminates in the output of a par-
tial assimilation rule. While the facts of Arabic as described by
Guerssel, are neutral between the alternatives listed above, cases

like the following require that geminate clusters be derived from
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underlying distinct consonants by partial assimilation rules formu-
lated autosegmentally. Our task is to establish two points: first,

that the outputs of the assimilation rule discussed includes true

geminates; second, that the rule must be stated as a partial assimi-

lation.

Saib (1976) notes that many of the geminate clusters of Berber
originate as heteromorphemic sequences of distinct consonants: for

example the diminutives of abud 'knee' and abud 'bottom' are /t-

abud-t/ =% [tafutt], and /t-abug-t/ =9 [tabutt] respectively; the
phrase 'Berber man and Berber woman' becomes, from underl&ing ama-

zi@ & 6-amazig-68, surface [amazigettmazige]. Let us consider this

phrase in some detail, since examples like it indicate that the out-
put of the rule assimilating d 6 to tt<14> is a true geminate: Saib
introduces [amazigettmazige] as an illustration of the phonology of
the Berber Construct Stéte: a noun in the Construct State undergoes
syncope of its first vowel, thus underlying ©amazigé becomes Oma-

zig8. The result of syncope is an input to the rule of epenthesis

discussed above (page 38 ), which would, in the general case, insert
a vowel before any consonant that found itself outside the Berber

CVC syllabic template. Thus n 6-amazig-® 'of the Berber woman', a

phrase which also requires the Construct State, becomes, through
syncope and epenthesis, [neemazige]: epenthesis breaks the inter-
mediate cluster ném by inserting schwa before the second con-
sonant.<15> Recall now that epenthesis does not split true geminate
sequences, in Berber as elsewhere: this observation can explain why

the surface form corresponding to amazig 4 6-amazig-0 is [amazi-

gettmazige] rather than '[amazigtetmazige]. The required derivation
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is seen in (40):

(40) ﬁ'j;%; 1 j-v (I: EI -?
NV N

Assimilation aiEZTT g? ‘ziijzifi
W

Epenthesis amTzi d azigd
T ”@l

VeV %§
Eventually TmT
Ly

The crucial aspects of the derivation in (40) are: (a) the fact

that the assimilation rule creates a geminate structure

(intemediat;/gE );

and (b) the fact that epenthesis inserts the schwa not before the

first unsyllabified C counting from the right, as it usually does,
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but before the second

(thus e ﬁ)

cc
80 that the geminate cluster will not be split. If the assimlation
of @ to © in [amazigettmazige] had not created a true geminate, the

location of the epenthetic vowel could not be explained.

We now need to show that the assimilation rule involved in (40)
is a partial assimilation rule: this can be gathered from the fact
that all coronal clusters whose first member is not a strident agree
in voice. Thus, beside examples like /t-abud-t/ =9 [tafutt],
/qqed-6/ = [eqqett] 'burn it', /sfed-o8/ =3 [es{eyg] 'wipe it',
Saib cites partially assimilated forms like /6-2il/ =9 [e@gil]
"she is good' and /i-qqed-s/ =9 [iqqets] 'he burned you'. In view
of such forms the voicing assimilation rule of Berber must be stated

as in (41):

(41) [ voice] voice [ /Bvoice] [ voice]

+cor +cor TCOT +cor
-son -son -son -son
‘_;strgil ==3 -strid
C C C

c

(41) will yield linked matrices like (42.a) and linked matrices like
(42.1), which can be subjected to the Shared Features Convention and

become merged matrices, i.e. true geminates:
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(42) a. [oavoice_) b. LCavoice
/\

N\

+cor +cor +cor +cor
-30n -30n -son -son
-stri +strid -stri -strid

b .

by (39) a. qvoiﬂ b. Gvoice

+cor +cor
=80n -30n

[-stiid][+stiid] -strid
c c d///h\\b

A partial assimilation rule stated linearly, like (37), will not

explain why some of the outputs of the rule have the behavior of
true geminates; a direct gemination rule like (36) will not succeed
in unifying what are clearly instances of the same process: the
voicing assimilation in [iqqets] and the one in [tafutt]. By this
pProcess of elimination we arrive at the conclusion that the partial

- assimilation rule stated autosegmentally in (41) is unvoidable<18)>.

1.3.3 Partially assimilated clusters and constraints on gem-

inates.

I turn now to a different type of argument in favor of formu-
lating partial assimilation rules autosegmentally: I will consider
the behavior of partially assimilated clusters with respect to rules

that can test for the existence of segmental linking. Such rules
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include epenthesis, since segmentally linked sequences of the type
shown ir (43) should block it in the same way geminates do:
(43) a. *

b.

&xFl

Segmental rules can also be used to test segmental linking: the
shared portion of the segmental matrices in structures like (44b)
should not be affected by any segmental rule whose structural
description is met by only one of the two segments. Thus, suppose
that rule n changes the specifications [+F] of any segment in post-
vocalic position to [-F]; suppose also that there exist in the
language in question consonant clusters linked with respect to [+F].
By convention (22.a) the Shared feature [+F] of such clusters will
receive the contradictory markings [+ru1e n] and [-rule n],
corresponding to the fact that one of the C slots [+F] is indirectly
linked to satisfies rule n, while the other one does not. As a
result, rule n should fail to apply to such linked matrices, exactly

as it would fail to apply to a geminate structure.
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(44) a. Rulen
[+F] ==> [-F]l/ Vv __

b. Linked clusters with respect to [+F]

[+F]

sl
L L

c. Marking the applicability of rule n on linked clusters
[+F] [+a] [+F] [-n]
X ' A 3G
¥H § ¥ |§H
I |
Yy C C v

(+n]  [-n]

I begin by showing that epenthesis fails to apply in Kolami, a
Dravidian language, when its result would be to split a geminate
cluster or a partially assimilated cluster. In what follows I rely
to some extent on Kenstowicz's and Pyle's (1973) analysis of the

Kolami epenthesis and assimilation rules.

Kenstowicz and Pyle presented Kolami as one of the languages in
vhich epenthesis could not split a geminate cluster. The key ele-
ment in their argument was a vowel copy rule which breaks up a root
final cluster of two consonants if it occurs word finally or if the

next morpheme begins with a consonant:
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(45) Vowel Copy (from Kenstowicz and Pyle 1973)

vecce # Note: V and C stand here for
C
==3 12134 the relevant skeleton slots and
123 4 their associated segments.

J will adopt this statement of the rule unchanged, sidestepping the

obvious problem posed by the disjunction {é‘} nothing hinges on the
formulation in (45). Vowel Copy applies in forms like the ones in

the first two columns of (46):

(46) Imperative Past Present
/melp/ melep melep-tan melp-atun  'shake’
/ayk/ ayak ayak-tan ayk-atun 'sweep'
/katk/ katak katak-tan  katk-atun "strike down'

When the verb stem ends in a geminate cluster Vowel Copy does not

apply: rather, the preconsonantal or word final geminate appears

degeminated on the surface, as shown in (47):

(47) Imperative Past Present
/idd/ id ittan<19>  idd-atun 'tell'<20>
/add/ ad attan add-atun 'thirst for'
oo . . e

Since the conclusion that geminate clusters cannot be split by rules
of vowel insertion has by now received comsiderable support, I will
not review in any more detail this aspect of the Kolami facts. I

will concentrate instead on the more significant failure of Vowel
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Copy to apply to homorganic nasal-stop clusters. This fact is

illustrated in (48):

(48) Imperative Past Gerund Present

/pong/ poy pogk-tan ronk-tna pogg-atun 'boil over'
/da:ng/ da:y da:pk-tan  da:pk-tna  da:pg-atun ‘hide’
/mind/ mind mintan<19> mi .0e.19> mind-atun ‘bury’

If Vowel Copy had been applicable to forms like the imperative mind
or the past tense pozk-tan, we would have obtained *minid, *poaok-

How significant is this fact? Can we deal with it by adding a
condition on the rule of Vowel Copy which requires the first member
in the consonant cluster to be a non-nasal? The answer comes from
the observation that the homorganic nasal-stop clusters are created
by a rule which is restricted to apply before voiced stops alone:
sequences of nasal-voiceless 8top are not necessarily hromorganic,

while nasal-voiced stop clusters invariably are<21>. (onsider now

verb roots ending in a nasal-voiceless stop sequence:

(49) Imperative Past Gerund Present
/kink/ kinik kinik-tan kinik-tna kink-atun 'break’
/pank/ panak panak-tan  panak-tna pank-atun 'send’

The forms in (49) differ in two respects from the ones in (48): the
root final cluster is not homorganic and Vowel Copy is seen to apply
as it does in (46). 1I suggest that the solution to our problem is

to write the rule of nasal-stop assimilation autosegmentally, and to
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let its outputs block Vowel Copy by the same mechanism geminate

clusters do:

(50) Nasal Assimilation

?lace 7] r;lace T

| features 1 | features | 2
‘manner " manner |
features 3 features 4
l£+nasall [+voice]

u:son]
Cc C

Structural Change: 1

The root /pong/, to which (50) is applicable, acquires in its output

a segmentally linked final cluster:

[prace]
/\

[+nas] +voice
-son
C

In contrast, the root /pank/, to which (50) cannot apply, ends in a

[}

pair of unlinked matrices,

n k
| |
C

c

which cannot block Vowel Copy.
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The only alternative I can see to this analysis of Nasal

Assimilation involves restating Vowel Copy as in (51):

(51) Vowel Copy: revised

v © ¢ ] 'ﬁ]

<I-nasi> +voice ==3) 12134 Condition: if (a)
b then (b).
-son
a
1 2 3 4

However, the formulation in (51) is simply a roundabout way of say-
ing that Vowel Copy does not apply if Nasal Assimilation does: it
is inconceivable that the facts of Vowel Copy would be the same in a
language in which Nasal Asssimilation did not exist as a rule or was
not subject to the restriction it is subject to in Kolami. I con-
clude tkat (50) must be retained as the formulation of Nasal Assimi-

lation.

Recall now that we raised above (page 4L ) the possibility that
segmental matrices might consist of separate constituents, like
Place and manner features, each of which is independently linked to
the skeleton. I referred to this hypothesis as the Independent

Linking Hypothesis, in contrast to the Melodic Core Hypothesis,

adopted here. I will show now that either alternative accounts for
the fact that Vowel Copy cannot split a segmentally linked cluster.
The representations given by each hypothesis to the homorganic
nasal-stop clusters of Kolami are given in (52.a) and (52.b). In

both cases I represent the ill-formed output of Vowel Copy:
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(52) The output of Vowel Copy as applied to an assimilated cluster

a. Independent Linking Hypothesis

manner manner manner
features features features
+nasal [nasal] nasal ]
+v01ce +voice +v01ce
Place”/;::><<§;;g;/////

* feature feature

b. Melodic Core Hypothesis

r-place 7 place
| features features
 manner | manner manner
* features features features
[;nasal “+nasal ] -nasal ;]
| tvoice | tvoice | +voice
c v ¢

In both cases the segmental link established by the rule of Nasal
Assimilation intersects the association line between the V slot and

the vocalic segment introduced by Vowel Copy.

We have seen so far that partially assimilated clusters have in
common with true geminates the property of blocking vowel insertion
rules, a fact we explained by assuming that assimilation rules

create segmental linking. I now turn to the other property which,
according to the same hypothesis, true geminates should share with

partially assimilated sequences: as already noticed above any unit
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in the melodic core which is shared between several skeleton posi-

tions should be inaccessible to rules whose structural descriptions

are met by only one of the linked matrices. If we can show this to

be the case with partially assimilated clusters, we will have esta-
blished in yet another way the necessity to state assimilation rules
autosegmentally. In other words, our task is to document the type
of situation represented schematically in (44): a segmental rule
which fails to affect one half of a partially assimilated cluster,
in the same way in which Spirantization in Tigrinya, Berber or Bibl-

ical Hebrew fails to affect the first half of a true geminate

sequence.

The case I will discuss here involves the rule of Sanskrit
which turns a word final s into 2 (visarga). Following Whitney
(1889: paragraph 67), I assume visarga to have been a feature of
aspiration associated with the preceding vowel, "a final h-sound
(...) uttered in the articulating position of the preceding vowel"
(Hhitney, loc.cit.). From this description of the phonetics of

visarga I infer that the rule of s =9 2 should be characterized as

the process in (53), whereby h acquires the place of articulation

features of the preceding vowel:
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(53) The Visarga rule
place lace .
features 1 features 2
_[+ chJronal_]J
manner 3 [Manner ™| 4
features features
[+cont]
| [+sp.gl.] |
|
v C
- ]
word
Structural Change: }\\-‘f
3 4

I state (53) as an autosegmental rule, for the sake of uniformity.
Its formulation is not, however, at issue here and a linear state-
ment of the changes stipulated by (53) will do as well for the pur-

poses of this argument.

The Visarga rule applies only after two sandhi rules of assimi-
lation in place of articulation: the first assimilates obligatorily
any coronal to the initial coronal stop of a following word; the
second, an optional rule, assimilates a final 8, to any following
obstruent. I give a preliminary linear formulation of the rules in

(54) and some illustrative examples in (55):
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(54) a. Assimilation to Coronal Stop (obligatory)

[+cor] =P [ & place] / . 110 X place, +cor, -cont, -son ]

phrasal level

b. Assimilation to Obstruent (optional)
[+cor, +cont] =3 [ place]/ [ K p1ace, -son |

phrasal level

(55) 8. Assimilation to Coronal Stop: examples
tat ‘'that’ caksus ‘'eye' == tac caksuh
caksus ‘eye' tat 'that' ==9 cakgus tat
tatas ‘thence' ca ‘'and' == tatad ca
pddas 'the foot' talati 'is confused' == padas talati
<c> notes a palatal affricate, {§) notes the corresponding
continuant;(g) and (§) note the retroflex stop and

continuant,)

b. Assimilation to Obstruent: examples

manus 'the man' svayam ‘self' ==3% manus svayam or
manuh svayam

Indras firas °'the hero' ==% 1Indrad 5ﬁra§ or Indrag 5fraq
tas 'those-fem.' sat 'six' == tﬁg §a§ or tﬁq sat

divas 'of a god' putras 'son ==9 diva¢ putrah or
divap putrah<23>

Nalas kEmam ‘'at will®' ==3 Nalgx kamam or Nalah k@mam<23>

Let us first establish the order of these three rules: from the
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variation illustrated in (55.b) we can tell that the most general
assimilation rule, (54.b), precedes (53). Since (54.b) is optional,
both its output and the ouput of the obligatory (53) surface in the
environments where (54.b) is met. Had (53) preceded (54.b), only
visarga would surface and (54.b) would never be applicable. We can
also tell that (54.2) must precede (53): otherwise Egzgé ca, pAdag

talati would never be produced and only incorrect forms ending in

visarga would éurface. The problem, however, is that if the visarga
rule follows (54.a) and (54.b) it is difficult to explain why

phrases like cakgus tad don't surface as *caksuh tad: the visarga

rule seems applicable in these cases. 1In fact, the failure of (53)
to apply before a coronal stop is, as Kiparsky (1973) observes, the
only impediment in recognizing the relation between (54.a), (54.p)

and (53) as an ordinary case of disjunctive order, with (53) as the

elsevhere case.

An autosegmental view of partial assimilation rules can solve
this problem: both (54.a) and (54.b) create clusters which share
the place of articulation features of the second member. (53),
whose structural description is met by only the first matrix in a

linked cluster, will be unable to erase the shared place features

component.



-64-

(56) a. Assimilation to Coronal Stop: an autosegmental statement

Place | [Place
features 1 features 2
ifci)r] _ i+cor] ]
‘manner = | Manner ™)
_f;eature;e._ 3 features 4
Econt
Eson
C C

Structural Change

u——.
Pom—
l

b. Assimilation to Obstruent: an autosegmental statement

ﬁlace ] 1 place 2
features features
_L+cor]
manner | 3 manner 4
features features
J_:-flcont]_] [-son]

C

Structural Change: as above.

The representation of the relevant portion of any phrase which, like

cakgus tad, had undergone (56.a) will be as in (57):
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(57) place
features
+cor]
manner manner
feature features
[+cont] [-cont]
c

The place features component will now be immune from any rule whose
structural description is not met by both of the matrices sharing
it. Thus, even though a linear representation of the sounds makes

the final s in cakgus tad look like an eligible target for (53), we

understand now why it is not.

The interaction between the Sanskrit visarga rule and the
assimilations in place of articulation documents the situation anti-
cipated in (44) : a shared feature cannot be affected by a
rule whose structural description is met by only one of the matrices
sharing it. This fact finds an explanation in the autosegmental

representation of partially assimilated clusters.

I will conclude this section by pointing to a prediction of the
ideas presented here that I was unable to verify properly but which

strikes me as very likely to be correct.

A primary source for derived geminate clusters are rules like
the Moroccan Coronal Cluster Assimilation (cf. (19) above), the

Proto-Italian rule responsible for correspondences like Lat. factum:

Ital. fatto, the Greek nasal assimilation which turns for instance

/op-mat/ into omma. Such gemination rules typically apply to
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consonant sequences that already have a large number of identical
feature specifications. Conversely, I have not yet encountered gem-
ination rules whose input are just maximally different sequences
like pr, El, Ez. This fact can be explained if the main and maybe
the only source of derived geminates are partial assimilation rules
that happen to apply to clusters differentiated only by the
feature(s) undergoing assimilation. So far, this explanation is
available within a linear as well as an autosegmental framework.
However, the format of assimilation rules presented here further
predicts that all such derived geminate clusters will be true gem-
inates, rather than adjacent identical segments (unlinked matrices,
as in (34)): they have become geminates by undergoing an assimila-
tion rule, which, in this format, is a rule which establishes a seg-
mental link between two matrices and allows the Shared Features Con-
vention to turn the output of assimilation into a true geminate
structure. Note moreover that an autosegmental framework which
recognizes the distinction between ‘skeleton and melodic core but
does not allow partial assimilation rules to be stated as autoeég-
mental operations cannot make this prediction: in such a framework,
the only means whereby an input sequence of unlike consonants can be
turned into a true geminate structure is by disassociating one of
the C slots entirely from its associated segmental matrix and by

reassociating it to a neighboring matrix:
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(58) AF /3F AF A
¥G Sc == M S
¢H XA l_{H L H
L |

But if this is the only possible origin for true geminates we lose
the explanation for why gemination rules apply most frequently to

clusters differentiated by only one or two specifications.

I must leave it to a future typology of geminate clusters to
determine whether derived geminates of the type mentioned are merged
matrices or unlinked matrices. From the cases known to me (rule
(19) and the Tigrinya assimilations discussed by Schein (1981) --
cf. footnote 18), it seems likely that the former conclusion will

systematically turn out to be the correct one.

1e3.4 The need for a Shared Features Convention

One result of the preceding discussion is that geminates and

" partially assimilated clusters are subject to identical constraints:
they cannot be split by epenthesis and their shared features cannot

be affected by rules met in only half of the linked structure. This
being so, one may ask why we need at all the Shared Features Conven-

tion, introduced in (39) and repeated below:
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(39) The Shared Features Convention
[F] oF
_,r’“\\\ .
¥H fi{ >19f Tes I]
X X X

The input to (39) will be sufficient to block epenthesis and will
fail to undergo any rule affecting the shared feature [CKF] unless

the rule is met by both members of the cluster.

The reason why the Shared Features Convention will probably
have to be maintained -- although no real examples supporting it
come to mind -- is that it spares us some odd predictions. To see
this, suppose that (39) doesn't function in a language in which
there are underlying true geminates as well as clusters resulting
from partial assimilation rules; suppose also that this language is
similar to Tigrinya in that it has a rule of Spirantization that
applies to any postvocalic stop. The absence of (39) will predict
the following range of facts: underlying true geminates will fail
to undergo Spirantization since by definition all their features,
including [u continuant], are shared between the two C slots. Clus-
ters resulting from partial assimilation rules will behave as fol-
lows: if there is a rule of continuancy assimilation, the clusters
resulting from it, vhethef geminates or not, will fail to undergo
Spirantization, since [CKcontinuant] will be the shared feature of

the linked clusters. But the clusters resulting from any other par-
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tial assimilation rule, even if they look like geminates, will be

able to undergo Spirantization since their structures will be as in

(59):

(59) [o F]
ABa /3G
$H ¥H
-cont -cont

Because (39) has not percolated up the identical features, the con-
tinuancy specifications of the linked matrices are not shared and
therefore can be affected by any rule met in only part of the clus-

ter.

It is quite likely that Tigrinya is an actual, rather than a
hypothetical test case for this idea: as Schein (1981) notes, some
of the derived geminates of Tigrinya, all of which fail -- like

underlying geminates -- to undergo Spirantization, probably result

from rules of glottal assimilation and assimilation in place of
articulation. If so, the necessity of (39) is established: without
it we cannot explain why a rule which creates in its immediate out-
put clusters sharing the feature [—glottal] or [+high] also prevents
any future application of a rule changing continuancy specifica-

tions.



2. Melody-~skeleton—syllable mapping

I have assumed from the outset the existence of a tier mediating
between syllabic organization and segmental content.
There are however recent approaches to syllable structure in which this

tier, the skeleton, plays no role,

Selkirk (1982),who argues for the elimination of the skeleton along
with all reference to major category features, mentions some of the con-
sequences of this move, She notes that languages which recognize under-
lying consonant and vowel length distinctions must differentiate between

the lexical representations of words like (hypothetical) kapa and kappa.

She agrees that the distinetion is not segmental but structural and
proposes to represent it as an underlying distinction in syllable

structure between

and g

kgre ¢r e
NN VA

This is the only option for the representation of geminates - or of any

underlying length distinction - in the absence of a skeleton tier.

By noting this consequence of eliminating the skeleton, Selkirk
has in fact uncovered the major argument in favor of maintaining it :
it has been demonstrated by Harris (1982) that syllable structure is
not a lexical property but a property assigned by cyclic rules .

Harris showe that segmental feature-changing rules apply in Spanish on
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the first cycle when they are syllable dependent. Had syllabification
been lexical, such rule application would violate the strict cycle.
However, if syllable structure is assigned as part of the phonological
derivation then the non-structure changing applications of the syllab-
ification rules may take place on the first cycle and, because they define
derived environments, their outputs may feed - still on the first

cycle - other cyclic rules.

The highly significant situation uncovered by Harris in Spanish -
syllable dependent cyclic rules changing features on tie first cycle -
turns out to be widespread : similar results were obtained by Simpson
(1979) for Australian English, Kiparsky (1982) for American English
and will be presented here in chapter 3, section 5.5. What this shows
is that syllabification must be assigned as part of the phonological
derivation rather than be an aspect of the underlying lexical entry.
Moreover, an examination of the behavior of geminates in underlying
and intermediate structures reveals that geminates are not necessarily
mapped onto actual positions in the syllable. The analysis of Attic
r-Gemination given in chapter 4, section 7 shows that the correct

analysis of Attic initial geminate r's is

where the first half of the geminate r is syllabically unaffiliated.

To deal with such facts, a skeleton-less approach will have to retreat



to the position that geminates are represented as in (60)

(60) ///*\\ X an arbitrary segment

The structure in (60) is that of a geminate in advance of syllabification
in a skeleton-less format: it is a segment which must eventually be
mapped onto distinct positions in the syllable.

We will follow up on this examination of the disadvantages

stemming from the lack'of a skeleton tier in chapter 2, section 3.2.2.3.

3. Syllable structure and syllabification

3.1. Onsets and rimes

I will assume here a hierarchical, binary branching view of the
internal organization of the syllable. In this I follow McCarthy (1979),
as well as Kiparsky (1979, 1971) and Prince (1980). This view has been
recently challenged by Clements and Keyser, who suggest that no inter-
vening level of structure is necessary between the skeleton and the syl-
lable node. Very little in the Greek material to be discussed here
hinges upon the difference between a hierarchical syllable internal struc-
ture and the flat one advoceted by Clements and Keyser. However, the view
of syllabic parsing that I will put forth in section (3.2) has a certain
interesting consequence for all theories of syllabic orgenization which
recognize the basic onset/rime distinction. For this reason, I will briefly
review here the existing arguments for these syllabic constituents.

They are , to my knowledge, two.



The first goes as follows : there are rules which refer to
the rime (accent rules, quantitative rules of versification, rules
determining what segments may be tone bearers) and there are rules
which refer to the onset (Pig Latin and , we may add, the rule which
deletes w in certain Greek dialects, to be discussed in chapter 2,
section 3). While it is possible to define ad hoc the domains necessary
for such rules - for example by stipulating that quantity sensitive rules
operate on the projection consisting of the part of the syllable
beginning with the nuclear vowel - this is not an answer we want to
meke large-scale use of. The reason is that the syllable internal domains
to be defined ad hoc turn out to be always the seme : the pre-nuclear
part of the syllable (i.e. the onset) and the nucleus plus the post-
nuclear part (i.e. the rime). Unless the domains referred to by Pig
Latin or accent rules genuinely reflected syllable internal constituents
there would be no reason why in one and the same language some rules

could not refer to all of the domains indicated in (61) below :

(61) 4&
cYC

[ ] domain (a)
[ ] domain (b)

[ ] domain (c)
( ]  domain (4)

[ ] domain (e)

In fact, as far as I know, we never need to refer to domains other than

(a) and (e) above or the domains contained within them.



The second argument has been given by Kiparsky (1981),who ob-
serves that subsyllabic and suprasyllabic constituents are referred
to as isomorphic by phonological rules . Elaborating on a point made
earlier by Carlson (1978) and Prince (1978), Kiparsky shows that a rule
of Finnish lengthening applies to what could be generally characterized
as the constituent that follows the accented V (in Kiparsky's terms,
"the w that follows the beat") . This simple statement is contingent upon
syllable and rime internal hierarchical structure of a binary branching

sorte.

I adopt without further comment Kiparsky's view that the structure
of the syllabic constituents is left dominant within the onset and right
dominant within the rime. We will extensively discuss in chapter 4 the
question of whether subsyllabic constituents other than the left branch
and the right branch are necessary, in the sense of having specific proper-
ties associated with them. Let me add that my use of the terms nucleus
and coda  implies no ontological commitments : these are convenient labels

for certain parts of the syllable, not necessarily for constituents.

3.2. Syllabic parsing

3e2.1. |

Some of the works known to me in which an explicit syllabification
algorithm is proposed are Kahn (1976), Lowenstamm (1981), Cairns and
Feinstein (1982). They share one property : the assumption that the
entire string is organized into syllables in one scan ( or one scan

per cycle),



The specifics, on which they differ, are worth examining. Kahn's
algorithm , cited below, is partly a specification .of certain aspects

of the English syllable and partly a parsing device :

(62) Rule I

[% syll] ==> [}syl1]

S
Rule II
i A R b L
S S

where Ci+1 ...Cn is a member of the set of permissible word initial

b- f CpeeeCp =5 =i “n
§

S

clusters but C. C.,.....C 1is not.
i i1 n

where Cl"' Ci is a member of the set of permissible word final

clusters but C CiC.

i} 1 is not (23)

1...
(from Kahn 1976: 55)

The procedure can be narrated in English as follows : find a vowel,
assign to it the node g_(syllable), then attach to s all preceding con-
sonants which 3o not exceed a possible word initial cluster, then attach
to g all following consonants which do dot exceed a possible word final
cluster, If we abstract away from the restrictions concerning permssible
clusters, the procedure is essentially that of constructing a core syllable,
V, to which onset and coda are added in ordered sequence: because the

onset rule comes first a VCV sequence will always be parsed
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Thus Kahn's solution to the formal problem of how to 'maximize the onset'

is an ordering solution : onsets are constructed before codas are <:2h>u

Lowenstamm's algorithm takes the form of a definition of the

Universal Syllable template:

(63) In a string of segments a syllable is a maximal substring
such that :
a. (i) no segment is of lower sonority than both its
immediate members.
(ii) no two segments of equal ranking on the hierarchy
are adjacent.

b. the onset is maximal within the limits of (a).

The sonority hierarchy aside, the content of (63) is that onset

maximization is a well-formedness condition on syllabification in a string.

Cairns and Feinstein propose a more explicit variant on this.,
The string is parsed by a syllable template - which, they argue, is
language=-specific rather than universal,like Lowenstamm's . Such an
initial parsing may result in several analyses of the same string.

These alternative parsings are called the candidate set. From the

candidate set a most highly valued parsing of the string is selected

by the following mechanisms, One, a universal evaluation of the relative
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markedness cf syllabic structures, assigns a markedness index to each
syllable and then computes the composite markedness index of each member
in the candidate set. The candidate with the lowest composite marked-
ness index is then selected. The second mechanism is language=specific:
it states that for certain structures, like the Sinhala nasal-stop

onsets. candidate parsings which select them must be, ceteris paribus,

preferred.

Again, as the formalization may obscure the main point ,
I take the 1liberty to restate what this procedure accomplishes.
There are three building blocks in Cairns and Feinstein's theory:
the language-specific syllable template, the markedness evaluation
of alternative parsings and the language - specific disambiguation
clauses. The effective role of the markedness evaluation is again that
of achieving the result that VCV sequences are universally analyzed
as V.CV, I see no other role that it plays in the parsing.
Specific disambiguation statements have also been wused by Clements
and Keyser (1980) in their analysis of Klamath: the relevant fact there
is that, unlike in English, intervocalic biconsonantal clusters
are always heterosyllabic, even though complex onsets are attested

both word initially and word medially, in longer clusters.

In view of the difference between the assignment of equivalent
clusters in English vs. Sinhala vs. Klameth the universal phenomenon
of onset maximization boils duown to one fact: the universal assignment
of V.CV structure to VCV sequences. This , it seems to me, does not

warrant setting up the complex mechanism of markedness evaluation.
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3.2.2. A proposel

I btelieve that the formally simpler solution given by Kahn
to the disamiguation of VCV sequences is preferable. I propose
to develop it as follows: maximally unmarked CV syllables are
created by a universal first rule in the sequence of syllabification
operations. Since the string is initially parsed by this rule, all
intervocalic C's will become onsets before language-specific rules
creating codas may become applicable. VCV sequences will therefore
be syllabified V.CV by virtue of the ordering between the universal
rule creating CV syllables and and the language specific rule providing
for the formation of codas. This accords with the fact that coda rules,
being language-~specific, may also be lacking. Thus the first step in

the parsing of a string is the application of rule (6L4):

(6L)(C)v  ==a( )T

Taking this proposal one step further, we may suggest that the following
language~specific aspects of syllable structure result from the exis-
tence of ordered language=specific syllable building rules, rather

than from template differences : (a) complex onsets and branching codas

are created by adjunction rules taking the general form of (65) :

(65) a. Onset Rule

c Y ==3 g/p v
0



(65) continued

b. Coda Rule
Y C =9 K}p

A language may lack either (65.a) or (65.b) or both. Languages
may also set different constraints on the applicability of the rules,

involving the segmental contents of the C's to be incorporated of the

relative sonority of tautosyllabic clusters created by these rules.

(v) Differences in the syllabic assignment of intervocalic con-
sonant clusters - like those between Klamath and English - follow
from the different relative order between the Onset and the Coda rule.
In English the Onset rule is ordered first, and therefore may bleed the
Coda rule in clusters where both are applicable. Klamath has the opposite
order between the two operations, which gives prioirity to the coda

rule,

I will refer to the three types of rules mentioned so far, (64)-(65),

as the core syllable rules , borrowing the term core syllables from

Clements and Keyser (1982). I assume that all three are iterative, in
the same two senses in which unbounded foot construction rules are :

(a) each iterates across the string until it covers all sequences to
vwhich it is applicable; (b) when possible the rules iterate on their
own output in creating larger constituents. Thus English limp is created

by two successive operations a restricted version of (65.b) :
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imf (by (65.b)) == i,'mp (by (65.b))
C

i i h

i |
{

Each C slot is adjoined as the immediate sister of the adjacent syllabified

(66) ltmp ==3 limf (by (64)) == i
c
|

skeleton unit: this crestes the right branching structures in the example

above,

Syllable templates, which are generally believed to be indepen-
dent units in the grammar, are used tc state the following types of in-
formation : how many consonants or vowels are permitted in the onset
or rime and what cooccurrence restrictions obtain between adjacent tauto-
syllabic segments. It is worth considering how much of this information
must be stated as part of the syllabic template. Chapters 3 and L will
demonstrate that for at least three languages, Attic, Mycenaean Greek
and Sanskrit, the number of consonants permitted in the onset can be
predicted from a correct statement of the cooccurrence restrictions.

We will see that the onset rule of these languages can be allowed to
.freely jterate on its own output: the number of permissible iterations
per syllable - and therefore the resultant number of consonants in
any given onset - will be restricted by a language=-specific constraint
on the relative sonority of adjacent consonants. The same result obtains
for the Attic coda rule, whose maximum of two iterations per syllable
will be predicted from the required distance in sonority between adjacent

tautosyllabic consonants.
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It is obviously tempting to speculate that when the syllable
structure of other languages is submitted to similar analysis, the
length restrictions on tautosyllabic clusters will be seen to follow
from independent constraints., Clements and Keyser (1982) report - in
quite a different framework - the result that the total number of
consonants in an English word initial cluster follows from a set of
cooccurrence restrictions that mention only two adjacent tautosyllabic
consonants., The restriction to a maximum of two members in any word-
medial onset - frequent in modern Indo-European languages - can be
predicted essentially along the same lines as in Attic. We may
have to stipulate that the coda and maybe the onset rule of certain
languages is restricted to one application per syllable : this seems
necessary in dialects of Arabic like Cairene, where only one non-
nuclear member of the rime is admitted, (I assume, following a sug-
gestion of Morris Halle's , that Arabic long vowels are VC sequences,
therefore deriveable by the Coda rule as stated in (65.b) Such a
restriction is similar to the restriction on binary foot construction

and may be stated in identical form as Dominant nodes must be terminal

(Hayes 1980 : 78).

There is then reason to believe that length restrictions may be
eliminated in the general case from the statement of syllable struc-
ture properties., Cooccurrence restrictions, on the other hand, need
not be stated in template form. Thus the sylleble structure of Attic,

need not be represepted - in oversimplified form - as (67) :
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(67) o
O/\R
v

[-son][+Lon] [+son][-son]

We will see that in Attic a solution like (67) obscures the fact that
the same coocurrence restrictions govern onset and coda clusters.,

We will also see that the more complex clusters of Mycenaean and
Sanskrit cannot be compactly described if the template is given

its maximal expansion, i.e. 1f we list every possible onset and

coda cluster. The simplest statement of the syllabic possibilities

of these langauges turns out to be a condition on the relative sonority
of pairs of adjacent consonants, a purely local constraint to which

any CC sequence in both the onset and the coda is subject.

My proposal can be summarized as follows : I claim that there
are two universal aspects of syllabic parsing: the rule in (64) and
the requirement that other core syllable rules must adjoin stray C's
as the immediate sisters of the neighboring syllabified skeleton slots.
The language~specific properties of syllabification systems have four
sources: (a) the presence of any one or both of the adjunction rules
in (65); (b) the relative order of these rules; (c) their unbounded
or binary character; (d) the existence of speficic segmental well-

formedness constraints on their application.

Some of the empirical merits of this procedure have been sketched

above and will be investigated in chapter 4, I would like to point
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out here some of its conceptual advantages: by eliminating templates like
(67) and relying on ordering and filters alone as our major tools

for differentiating the syllable structures of different languages, we
can factor out the universal aspects of the template (namely the fact
that syllables consist minimally of a rime and a preceding onset, if

a C is found in the relevant position)l as well as the language particular
information predictable from othér aspects of the system (in the case

of Attic, that onsets and coda clusters cannot exceed two members),

We need not state twice, once in the template and once in the language-
specific disambiguation statement, that the syllable structure of a given
language includes certain clusters, like the nasal-stop onsets of

Sinhala : that fact is contained once, in the Sinhala Onset rule

(68)., The fact that such onsets are given precedence over the alter-
native parsing VNGCV follows from the ordering between the Onset

and the Coda rule in this language:

(68) Sinhala Onset rule : ordered before the Coda rule

[#nas] [~Son § [4nas] [~son |
‘ -cont -cont
¢ ¢ =5

&

Another result of the procedure suggested is that it, unlike
known alternatives, predicts rather than stipulates that the nuclear
vowel will always be a member of the right branch. This follows
from the fact that stray skeleton slots are adjoined as immediate

sisters of the neighboring skeleton slots, rather than as sisters to
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the syllable or to any of its constituents., Thus any stray C adjoined

to a CV syllable to its left becomes an immediate sister of the V, thereby
creating a branching rime rather than a * 6€§ constituent. Similarly,

any stray C adjoined to a CV syllable to its right creates a branching
onset rather than a *62% constituent, The immediate-sister condition

on adjunction thus builds left-branching trees in the left branch and
right-branching trees in the right branch of the structure created by

rule (64)., The interaction between this condition and rule (6L4) predicts
that the nuclear vowel will always remain a terminal node of the right

branch <£25) .

3.2.3. Core syllable rules and stray segments
A proposal which complements the one made in the preceding section

is the following :

(69) Core syllable rules apply only to stray segments.

The internal coherence of the system of ordered rules proposed
above requires (T1l): otherwise the fact that the Coda rule follows the
Onset rule in English will not be sufficient to explain why an under-

lying sequence like [1iEbrI cannot undergo the following derivation :
L

L

N

(70) il etri == (vy (6k4)) 1gebiT (by the English version of (65.a))
LI ]
R R

|

' 5
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(70) continued

aTgTTTa (by (65.b)) = *al,geb.ra

VIjT
I\

Derivations like (70) should not be permitted in any language that I

l
v
I

6

know of, regardless of whether the cluster incorrectly syllabified by
the Coda rule occurs in a derived environment or not. Thus an- initial
onset cluster of Latin and Greek when separated by a boundary from

a preceding vowel does not become subjJect to the Coda rule any more

than the br cluster in English algebra is . More on this in chapter b,

Since this is a theory internal justification of (69) I will
introduce here some independent evidence. The argument for (69) should
be centered on the syllabification of derived environments : in non-
derived environments a structure changing application of any cyclic

rule like (65.a-b) will violate the Strict Cycle.

Part of the evidence is contained in Harris's observation (1982)
about the scope of resyllabification in Spanish : Harris notes that
the only type of resyllebification attested in Spanish across word
boundaries involves the transfer of a word final C to the onsetless
initial syllable of the following word, as in en el avion 'on the plane'

syllabified e.ne.la.vyon. Branching onsets, even of the type thet is

well formed word-medially, cannot be created by this process : club lindo

'nice club' does not become clu.blin.do. In our terms, the Onset rule



does not apply to change the coda status of the first word.

Identical facts are attested in Latin : across a prefix or a

word boundary stop ] [ liquid clusters remain heterosyllabic as

in ob-1ligd 'I fasten', consistently scanned ob,1i.go by the meter.
Cairns and Feinstein (1982) also note that the Sinhala Onset rule
wvhich derives nasal-stop onsets should be blocked from reapplying
to change structure : the derived form /and-wa-/ 'put on-CAUS'

is initially syllabified an.d.wa with an unaffiliated middle

d; it becomes an.d.da by the gemination of the Cw sequence, after
which the unsyllabified middle d is lost. The result is an.da,
rather than a,nda , indicating that the Sinhala Onset rule has not
reapplied in the output of the stray d deletion to the syllabically

attached nasal,

3.2.4, Ordering Constraints

The sequence of ordered core syllable rules proposed can be con-
ceived of , much like Kahn's, as a single syllabification process
applying in block. But if the rules proposed are similar in character
to metrical foot construction rules, as suggested by their iterative
mode of' operation and by their possible division into binary and unbounded,
it is also possible that they are operations independent of each other
and that, consequently, there is no unitary syllabification process
but simply a set of structure-~building rules ordered within the pho-
nological component., Whatever évidence bears on this point will be

presented in chapter 3.



In this section I would like to take up a possible objection
to such a view of syllabification: namely that what we call syllabic
parsing cannot be a set of ordinary phonological rules because, unlike
phonological rules, they apply at any point in the derivation when
their description is met <:26;>. To my knowledge, the demonstra-
tion that this is so has not been made : what is required is a case

in which the same syllabic structure is created twice on the same cycle.

I know of no such case.

Moreover, Prince (1980) mentions & fact which conflicts with the
assumption of continuous syllabification. In the interest of brevity
I will assume here some acquaintance with Prince's analysis of Estonian
quantity rules. The relevant background is that underlying rimes
created by the first scan of syllabification undergo the Estonian
quantity rules as follows: (a) the entire non-nuclear part of the rime
is lengthened except that (b) a sonorant lengthens iff it exhausts
the right branch of the rime (i.e. in l [$son] constituents).

%

R

Examples of lengthening are : pat:tu 'sin' (based on the syllabification

pat.tu), lap:si 'child' (lap.si), s83:ma 'eat' (s88.ma), vaa:k:suma

'to croak'(vaak,.su.ma), tark:ka 'wise' (tark.ka), lin:tu 'bird-Part.sg.'

(1in,tu), t8nt:si 'dull-Part.sg.' (t8nt.si), suu:nta 'direction’'

(suun.ta). The significant fact is that forms like @n:tsa'happy' ,
vem:pla 'cudgel', which are derived by syncope from /@ntisa/, /vempela/

behave as if they differ in syliable structure from tark:ka, tOnt:si.




Their sonorants undergo the Quantity rule as if the syllable cut is

still eteees VEN.Pesss as before syncope. An ordering solution to

this problem - placing the Quantity rule before syncope - will not do,
as Prince argues that the former is a 'late rule of phonetic inter-
pretation', There are in fact several solutions to this problem:

Prince chooses to allow stray segments in the output of syncope

(hence vem.g.la). We may suggest the alternative of a rule of Stray
Segment Adjunction (as proposed by Kiparsky 1981), which would adjoin
the stray p to the syllable rauner than to the adjecent m . The output,

(71), will still fail to meet the Lengthening rule :

(71) Tnla
)

The essential point however is that,on any account, the core syllabification
rules have not reapplied to the output of syncope. We might add that, accor-
ding to Prince 's account, syncope is morphologically conditioned and therefore

most likely a cyclic rule.

This is obviously not an argument for conceiving of the core syl-
lable rules as independent phonological processes with distinct ordering
privilqgges: it is however an indication that the prevalent view on
continuous syllabification, which is inconsistent with our proposal,

may be unwarranted.



3.3. Exhaustive syllabification and Stray Erasure

Harris (1982) and Cairns and Feinstein (1982) illustrate the use
of a convention , which I believe harks back to McCarthy (1979),
whereby unattached segments are deleted. I will assume and make
heavy use of it under the name of Stray Erasure Convention and under

the following formulation :

(72) Stray Erasure Convention
Erase segments and skeleton slots unless attached to higher

levels or structure.

By higher levels of structure I mean either a position in the syllable

or cne in a morphological template, The latter possibility is illus-
trated in chapter b4, where the place of the Stray Erasure Convention

in the derivation is discussed.

The adoption of Stray Erasure implies that in the immediate
output of its application all segments and skeleton slots are
attached., In particular, since I assume that Stray Erasure applies
at the end of the cyclical component and then again at the end
of phrasal phonology, this means that in surface structure all strings
are exhaustively syllabified. This may have been a self-evident truth
until recently but can no loager be taken for granted. Chapter L
is , among other things, a dewonstration that there exist stray seg-
ments at intermediate levels of represantation, after the core syllable

rules have applied.



Let me then briefly justify the idea of surface exhaustive syllabif-
ication. The examples, in this case, come from languages which allow
at the beginning and at the end of words consonants that cannot be syllab-

ically incorporated by the core syllable rules.

In English, for example, s-stop clusters are in general heterosyllabic
word medially, indic ting that they cannot qualify for the Onset rule.
Word-initially, such clusters are frequent and behave with respect to
language games like Pig Latin exactly like regular onsets do: the Pig

Latin version of spin is inspay not *sinpay, in parellel to that of

trim, imtray, a word which begins with a possible word medial onset.

Thus s is not stray but adjoined to the onset in the input to & late

process like Pig Latin,

A different test indicates similar results in a dialect of Arabic,
Baskinta, in which all biconsonantal clusters are heterosyllabic word-
medially. Baskinta, like most Arabic dialects, lacks an Onset rule.

Biconsonantal clusters are possible word initially : ktaab 'book',

ntafa 'he benefitted', msiina 'we walked'. We can tell that the initiel
members of such clusters are not exfrasyllabic at late stages in the
derivation by considering the effect of a rule of pharyngealization
which spreads within the confines of a syllable the underlying
pharyngeal quality of a segment, This rule is extensively illustrated
by Abu Haidar (1979), my source for Baskinta. When a moncconsonantal
prefix appesrs on a word whose initial syllable is pharyngealized,

it too will surface as pharyngeal, as if it belongs to the initial
syllable : /t-kassar/ 'passive-to smash' surfaces as tkassar (the

pharyngealized portions are underlined). However if epenthesis applies



in a VC][CCV phrase and yields VCiCCV the word initial cluster is
heterosyllabic, as in word internal position: as a result initial
preconsonantal prefixes do not undergo pharyngealization in such structures,
as illustrated by 'aliil il-xasiyyi ('a.lii.lil.xa,siy.yi) 'lazy’.

Similar examples from Berber can be found in Saib 1978.

The tautosyllabic behavior of initial clusters not derived
by an Onset rule with respect to late rules indicates that rules

analogous to Hayes's (1980) Stray Syllable Adjunction incorporate

their stray members. A proposal along these lines has been made

by Kiparsky (1981) .

The assumption of exhaustive surface syllabification is also
motivated by the pattern of consonant loss that I attribute to
Stray Erasure : the consonant suspected of being lost by failure
of syllabification is always either word initial and followed by
another consonant, or word medial flanked by two consonants.
Under rare circumstances I will have to attribute to Stray
Erasure the loss of a consonant in postnuclear position.
The key fact 18 that the clusters simplified can be shown independently
to contain one or more segments to which néither the core syllable rules
nor the Stray Adjunction rules may apply : these are invariably

the segments that are lost,

3.4, The Sonority Hierarchy

.(The languages whose syllabification systems will be discussed in the

following chapters - Greek, Latin, Sanskrit - obey what Selkirk has termed
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the Sonority Sequencing Generalization (SSG) :

(73) The Sonority Sequencing Generalization
In any syliable there is a segment constituting a sonority peak
which is preceded and/or followed by a sequence of segments with
progressively decreasing sonority values.,

(Selkirk 1982:16)

Versions of this principle have been known at least since Saussure's

Cours d'Introduction and its relation to the process of syllabification

has not escaped attention <27> . However, while the need for the syl-
lable as a unit of segment organization is now widely recognized, the
status of the SSG as a part of universal grammar remains unclear.

The reason is primarily because its validity as a universal has frequent-
ly been questioned: for example, Indo-European languages like English
allow s-stop clusters at the beginning of words and stop-s clusters
at the end of words even though all proposed sonority scales place
continuants higher than non-continuants. In Russian such apparent
counterexamples to the SSG, while restricted to the word edges, take
most extreme forms: mgl,mzd, gé, 1'st are possible word initial
clusters (as in mgla 'mist', mzda 'recompense’, rzang 'rusty',
1'stit! "to flatter'); br, bl, pl are possible word finals (as in

zubr, 'bison', rubl' ‘'ruble', vopl' 'wail' <28>.

I would like to suggest that most difficulties encountered by the
SSG have their sources in two types of misunderstandings about its
content, First, I will argue that the scale on which sonority values
are measured has one puresmeter on which languages may vary. Thus , in

the absence of a theory of possible sonority scales one cannot tell



whether a given tautosyllabic cluster violates the SSG or is consistent
with it, modulo a sonority scale different from the one investigators

tacitly assume.

Second, I will give some evidence that the syllabic structures
which violate the SSG under all assmptions are created by late adjunction
rules: in this they contrast with clusters that have become tautosyl-~
labic eerly in the derivation, by the operation of the core syllable
rules, Let me mention here one clear example, deferring the remainder
of the evidence until chapter 4 : the word initial and word final violations
of the SSG in Russian arise from the operation of a postcyclic rule which
deletes high lax vowels, The post-cyclic character of this vowel deletion
rule has been demonstrated, for example by Pesetsky 1979, where the obser-
vation is also made that , until this late rule applies, the syllable
structure of Russian does not violate the SSG. Chapter U4 will give slightly
di?ferent reasons to believe that postcyclic syllabification.rules are
not constrained by relative sonority: in Greek, Sanskrit and Latin the
onsets created cyclically are all subject to the SSG , although the sonority
scales of the three languages differ. But they represent only a subset
of the underlying word initial clusters: some of the consonants left
stray after the operation of the cyclic core syllabification rules are
adjoined to syllables by postcyclic Stray Adjunction rules. It is these

rules which are responsible for the s—-stop initials of Indo-European

languages. While the reason for this correlation between cyclic rules
and rules subject to the SSG remains unclear, the very fact that the counter-
examples to this principle are concentrated in one component of the phonology

allows us to maintain it.



In the remainder of this section I will outline a proposal
for relativizing the sonority scales against which principles like
the SSG are evaluated, so that different languages are allowed a limited
freedom in computing the relative sonority of tautosyllabic clusters.
My starting point are Harris's observations on tautosyllabic clusters

in Spanish (1982) and Selkirk's comments on them.

Harris notes that five filters by means of which he proposes
to handle most facts of Spanish syllable phonotactics have in common
the fact that they rule out sequences of sounds that are too similar
to each other, like iy ,uw in the rime , [$alveolar][falveolar] in
the onset. Selkirk suggests that the formal means required to charac-
terize dissimilarity constraints are sonority indices. She proposes
a sonority scale, given in (T4), to whose entries she assigns
integer values. The proposal is to give dissimilarity requirements

the form : Position X in the onset/rime must be at least n points

apart from adjacent position Y in the onset/rime on the sonority scale.

(74) sound sonority index
a 10
e,o 9
iu 8
r T
1 6
m,n 5
s L
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(74) continued

f,0 2
b,d,g 1
Pyt,k >

The table in (T4) is proposed as part of a larger program to eliminate
major class features in favor of syllabic representations in which non-ter-
minal nodes in the syllable have sonority annotations: for example
the first position in & Spanish rime has the associated index 8, which
means that it must dominate a vowel., My discussion here will focus on the
statement of dissimilarity conditions, which is a logically independent
issue from the existence of major class features. One such feature,
[syllabic], has been defended above and will do important work for us

in chapter 2.

The statement of dissimilarity reaquirements in terms of
positions én a sonority scale will receive considerable sunport in
this study. However, when we compare the differences between the
statements. required for Greek ,Latin and Sanskrit we see that one
sonority scale with fixed universal values is not the answer,

The main empirical problem which Selkirk's proposal faces is that
different languages seem to assign contradictory values to the same

entries on the scale,

We consider first the difference between Greek and Latin :

Latin requires that all and only stop - liquid clusters be onsets.

Greek, whose facts will be discussed in detail in chapter 3, requires
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that all voiced stop - r, voiceless stop - nasal clusters be onsets

and allows voiced stop - 1 onsets. On the table in (T4) only the Greek

facts can be expressed : a Minimum Sonority Difference (MSD) of 4.5 points

computed on that table will allow voiceless stop —=nasals and voiced stop = 1

onsets as well as onsets whose members are more distant on the sonority
scale (like stop = r ). The Latin MSD is however unstateable on that
same teble. To allow both bl and pl clusters and to disallow pn

from being tautosyllabic we may settle on a MSD of 5 points. But fr
clusters, separated by the allowed 5 points difference, are also pre-
dicted to be tautosyllatic. The metrical evidence shows otherwise:

words like Africa are scanned Af.ri.ca throughout the history of

Latin poetry, compounds like re-frend 'I restrain' are scanned ref.re.nd

in the preclassical poetry, our best testimony for Latin syllabification <é9;2

We will consider in chapter 4 the cnset inventory of Mycenaean
and Sanskrit and discover [-coronal]l[g4coronal] clusters of either
obstruents or nasals, even though other aspects of the onset inventory
indicate that a MSD requirement of at least 1 point governs the syl-
labification rules.- Selkirk's scale dees not contain separate entries
for the coronal and non-coronal members of each major class but, if
we introduce such entries, we make it impossible to state the MSD require-

ment of Greek . The reader can check this against the scale in (75) :

(75) P,k )
t 1
b,g 2



-9 =

(75) continued

f L
e >
v 6
z,6 T
8 8
m 9
n 10
1 11

Some experimentation with the candidates for universal sonority
scales in (75) and (74) should convince one that the answer lies not
in manipulating the sonority values associated with each entry : no
matter what fixed values and what scale we settle on the facts of
Mycenaeaﬁ seem incompatible with those of Greek , which are irrecon-

cilable with those of Latin,

A solution can be found if we give up on the idea that matters
of relative sonority should be dealt with by a single scale with ab-
solute values, Some of the difficulties outlined above come from the
fact thet distinctions which translate into sonority differences
-~ like voicing, continuancy , nasality , coronality = do not always
seem to play & role in the relative sonority computations required
for different languages, Thus, if the sonority scale of Latin could
Be allowed to differ from that of Greek in the inclusion of the feature

[voice] we could solve the first problem raised. I give below the
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sonority scales of Greek and Latin : they differ only in the presence
of the feature [voice] in the Greek scale:and in the presence of [coronal]

on the Latin scale :

(76) Latin sonority scale
[-son,-cont ,-cor] : p,k,b,g
[-son,-cont ,¢cor] : t,d
[-son,$cont ,=cor] : f
[-son,$cont ,4cor] :.s
[$son,-cont 4 nas, -cor] : m
[$son,-cont ,¢nas, +¢or] :n
[$son,$cont ,-nas,$lat ] : 1

[$son,}cont ,-nas,-lat] : r

(77) Greek sonority scale
[-son,-cont ,=voice] : p,t,k
[-son,=cont ,4voice] : b,d,g
[-son,}cont ,=voice] : s
[-son,}cont ,4voice] : z

[$son,-cont,4nas] : m,n
[$son,fcont ,=nas,¢lat] : 1

[${son,$cont ,-nas, -lat]: r

The MSD requirement can now be stated as 6 intervals for Latin end as

4 intervals for Grezk : this will allow all the stop - liquid clusters

of Latin to be onsets except tl,dl ( a2 correct result, as we shall see

in chapter 3) and none of the stop -nasal or continuant - r clusters.,
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In Greek, the scale in (T77) will put a 4 interval distance between
voiceless stops and nasals, voiced stops and 1l , s and r . The first

two classes of clusters are tautosyllabic, the third unattested. Clusters
separated by more intervals than the minimum 4 (in Greek) and 6 (in,Latin)

are also tautosyllabic,

We will see in chapter 4 that scales of this type solve a number
of seemingly intractable problems in Mycenaean and Sanskrit. In closing
this section let me point out that this approach to relative sonority
is quite easy to falsify: implicit in the two scales presented is the
claim that the hierarchy of features present on a scale is fixed univer-
sally. We could not set up a scale in which continuancy distinctions

take precedence over obstruency distinctions, as in (78) :

(78) An impossible sonority scale
[-cont ,=son,~cor ] : p,k,b,g
[-cont ,~son,$cor] : t,d
[-cont,$son,—cor] : m

[ -cont,}son,$cor]: n

[$cont ,-son,$cor] : s

[$cont ,¢$son,cor] r,l

Also we could not introduce one feature in only half of the scale , thus
establishing, for example a one interbal distance between P,k and t

but not between n and m, w and y.

Thus the only allowable parameter of difference between sonority
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scales as viewed here is the inclusion of an individual feature - including,
pace Selkirk, that of major categor features like [sonorant] - as a

dimension of sonority.

4, Lexical Phonology

I adopt here in its principal aspects the model of lexical phonology
elaborated by Pesetsky 1979, Kiparsky 1982, Mohanan 1982. This is a view
of phonology which places cyclic rules within the lexicon, where their
application accompanies the each morphological operation. Morphological

processes are organized in sets called levels or strata, and ordered

as blocks with respect to each other.

For present purposes I define level 1 in Greek phonology as that
of the least productive derivational processes; level 2 as that of in-
flectional morphology and of some highly productive deverbal abstracts;

level 3 as that of compounding and prefixation.

I follow Mohanan in assuming that levels define the domains of
application of phonological rules: a certain rule may enter the derivation
(i.e. become applicable) at level n and it may exit at level n+i .

Between these two points it is expected to be applicable whenever its

environment is met, subject to the Strict Cycle.

I also follow Mohenan in his elaboration of Pesetsky's idea

that at the end of each level internal brackets ci morphological coun-

stituents are erased so that later levels cannot access anything but

the information contained in the phonological string itself,
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I will refer to this principle as the Bracketing Erasure Conventidn.
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Chapter 1 - Footnotes

1. Withgott (1982) proposes the term branching segments to

designate the structures in (4). I have decided to replace it with

contcur segments since branching segment suggests misleadingly a

unit at the segmental level which branches, therefore a geminate, as

in (5).
2. See below, page 92 .

3. <c¢> spells k in the Latin orthography. Surface forms are

cited here in fraditioanl Latin spelling, for easier identification.

4. Torms like lingula, in which the vocalized glide w surfaces
as short u, show that the long U in secUtus results from a morpho-

logically restricted lengthening rule.

5. I show in the work cited that rule (7) is in fact more gen-
eral, since it applies to any unsyllabifiable T » and not just to.

the seconi element of a labiovelar. C

6. Like the Obligatory Contour Principle, a principle devised
by Leben (1973) for tonal phenomena, and held by Leben (1980) to
apply to the melodic core as well. The Obligatcry Contour Principle
prohibits adjacent identical tonal or segmental units and would

automatically turn (15) into (14). 1Its invalidity was shown by

Schein (1981) and Hyman (1982). See below page 32 .

7. See the comments of Clements and Keyser (1982:1) on the SPE

distinction between strong and weak clusters as a paradigm case cf
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the insufficiency of linear representations.

8. I have not discussed in the text the alternative of analyz-

ing the geminates to which the AIC applies as phonologically long
segments: the theory espoused here simply does not have a feature
[:long] available. The reader is referred to Saib 1977, an extensive
demonstration that even if such a feature was available it could not

adequately characterize the behavior of geminate consonants.

9. Cf. Chomsky and Halle (1968:344): "(39) To apply a rule,
the entire string is first scanned for segments that satisfy the
environmental constraints of the rule. After all such segments have
been identified in the string, the changes required by the rule are

applied simultaneously.”

10. Morris Halle (p.c.) points out the following facts from
Hebrew which might represent a problem for my account of the block-
age of Spirantization. Hebrew has a rule of postvocalic Spirantiza-
tion which, unlike that of Tigrinya, applies to all postvocalic
non-emphatic stops (see McCarthy 1981 and Leben 1980). This rule
shares with Tigrinya Spirantization the property that it fails to

affect a geminate cluster (cf. dibber 'he said' represented as

in McCarthy 1981) when only the first member of the cluster satis-
fies its environment; like in Tigrinya, the rule doss affect gem-

inates when both Cs of the geminate sequence are postvocalic (cf.
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libeb 'hearts' [1ife/3], analyzed by McCarthy (op.cit.) es

1idb
it
[
on the split geminate in forms like libeb see below.). The poten-
tial difficulty comes from the fact that Spirantization also applies
to the third C in a trigeminate sequence like the one in sibbeb 'to
turn', surface [sibbe/g]. sibbeb is the linearization of the pi9el
form (prosodic template corresponding in Hebrew to the Arabic 2nd

binyan) of the biconsonantal root /sb/. If the autosegmental

representation of sibbeb is, as McCarthy (1979 : 269) argues,

sb
éC’CVC
L
(22.a) will prevent Spirantization from applying not only to the

first instance of b but also, incorrectly, to the third.

The solution to this prohlem lies in the following observation:
when a Semitic root with n consonants must be mapped onto a prosodic

template with n + 2 C slots there is a morphologically determined
choice between 'trigeminate' forms like sibbeb and rcot reduplica-

tion, as in the binyan known in traditional Hebrew grammar as the

pilpel. Thus the biconsonantal root /gl/ 'to roll' becomes in the

pilpel form gilgél 'to roll (trans.)'. Another case of root redu-

plication meant to fill a template whose slots exceed by 2 the root

consonants is discussed by McCarthy (1979 : 275) under the tradi-
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tional name of p3%al9al: the p&Jal9al form of the first binyan form

s@har 'to go about' is spharhar 'to palpitate'. Departing slightly

from McCarthy's analysis of such forms we can analyze gilg€l and 89~

harbar as resulting from the reduplication of the root consonantism:

We note that in s dharhar the association between the reduplicated

root melody and the last two C slots takes place from right to left:

shr shr =% shr shr ’
[i\ | [i\ []
cvcvceve cvcvceve

in accordance with Marantz's (1982) general observations on the
directionality of the mapping between skeleton and reduplicated
melodies. Suppose now that we extend this analysis to cover the

apparent trigeminates of forms like sibbeb:

sb sb =» sb sb .
/N /N |
CYCCYC CYC vC
i e i L

As in the case of s g harhar the regular right to left mapping of the
reduplicated melody to the skeleton will give priority to the right-
most segment, b, over 8. Since only one C slot needs segmental fil-
ling, the reduplicatsd 8 will remain unassociated and will be
erased. The difference between the more frequent forms like sibbeb
and the less frequent type éil§§} lies in the order between the
association of the third C slot in the template and reduplication:

in sibbeb the third C is already associated to the (unreduplicated)
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root melody when reduplication applies; in gilg€l reduplication
encounters both the third and the fourth C slots empty. This
difference can be attributed to a difference in the order between

reduplication and linking: in gilg€l the reduplication of the root

melody takes place before linking thus

/gl g€l becomes fl gl , then jl gi and finally jlll f?
cveceve CVLCVC VLCVC VCCVC

In contrast the reduplication of sibbeb akes place only once the

root final E_has been twice attached:

sb sb => sb sb .
e L

We can explain this by proposing that no segment can be linked to

more than two skeleton positions. Thus root reduplication is

resorted to, in the general case, only when the root has run out of
eligible consonants, where eligible means consonants that are not
already associated with two skeleton positions. Note that a res-
triction like the one I postulate seems necessary quite indepen-
dently of the analysis of Hebrew Spirantization and the validity of
principle (22.b). We need to explain why biconsonantal roots do mot
have quadrigeminate forms even though the requisite templates exist:
the 11th binyan of a quadriliteral root like /dbrj/: dharjaj
should, in the absence of any contraint on multiple association,
correspond to a form like ®*smammam of the biliteral root /sm/. If
we restrict multiple linking to the maximum of two-to-cne linking

stipulated above we explain the absence of forms like *smaimam and

we obtain the representations like
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A

b s
ce

Qe Y’

cv
[
i

@ s

to which Spirantizaticn can apply in accordance with (22.b) to yield

[sibbeA].

11. Saib writes /bddl/, /fz2/ rather than

/M, g/
[N

CCCi Lgé

i2. I adopt here the basic idea of Halle and Vergnaud's (1982)

treatment of Berber epenthesis..

13. I am interested here only in the process of voicing

assimilation. The geminate interdental resulting from underlying d e,

6

N\

c c
is turned into a non-continuant by a separate rule.

14. A case quite similar to that of the Berber infixation is
discussed by McCarthy (1981). It involves the plurals of nouns of
CVC C form in Classical Arabic: some of these nouns form their

ii

plurals by a general pattern which consists of inserting a long

vowel (whose vocalism is unclear from McCarthy's discussion) before
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the root final C. The results are, in the case of geminate final

roots, split geminates like: pPl. xutuut from sg. xatt 'line’, pl.

ruquuq from sg. rigq "parchment’, Pl. zilaal from sg. zill ‘shadow’.

15. The process of Schwa insertion takes Place in Berber from
right to left: this is why, of the two unsyllabified consonants in

post-syncope

[ [

L lbzc cl
A

the rightuost, 0, is encountered first and triggers first

epenthesis:

16. Two other forms lend additional force to this point: one

is ettbeddal, mentioned above page 37 » derived from underlying

/ I1/
v

-b da
& LA
by Epenthesis (1 ignore here the difference in tiers between affixal
and root consonantism). éttbeddal, which contains an underlying

true geminate, shows the same exceptional pPattern of Epenthesis as

amazigettmazigd: schwa is inserted before the triconsonantal clus-

ter rather than in the middle of it. The other form is surface o0x-

edmem ‘you pl. masc. worked' derived by epenthesis from underlying
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/6-xém-m/. Right to left application of Epenthesis yields progres-

sively

EIIEEE ’ OITdmem EZE;E?SE .

The point supported by ePxedmem is that the adjacent identical seg-

ments

? (the root final consonant) and m (the 2nd pl. masc. ending)
C
do not behave like true geminates with respect to epenthesis: they

have not undergone an assimilation rule which could have linked them

segmentally.

17. The lack of epenthesis in word final geminate clusters

(tafutt, eqqett, esfett) cannot be used as a diagnostic for their

structures: even if such sequences contained unlinked matrices,

epenthesis would not apply, as it does not in amazigé, Gaxaare

'tent', takurt 'ball'. Berber phrases, like English words, appear to

permit a final extrametrical coronal.

18. The germs of this argument are found in Schein's analysis
of gemination and spirantization in Tigrinya (1981): some of the
true geminates of Tigrinya, recognizable as such by their failure to
undergo spirantization, result from what seems to be a general point
of articulation assimilation rule. From the fragmentary data avail-
able on the phonetics of Tigrinya it was unfortunately impossible to

establish that the process of assimilation which derives the gem-



-110-~

inate of yaqqayddu, for example, from /y-t-qay#du/ 'attach-

imperfect’' is in fact a partial assimilation rule.

19. ittan, attan,mintan and mintna result from Voicing Assimi-

lation and Degemination: thus /idd-tan/ becomes itt-tan and is then

degeminated to ittan.

20. I follow here the linear notation used by Kenstowicz and

Pyle (1973) and by our major source for Kolami, Emeneau (1955).
21. This observation is made by Emeneau (1955).

22. I follow here the statement found in Whitney (1889 : 170):
"Before the guttural and labial surd mutes (...) it (viz. 8) is also
theoretically assimilated becoming respectivel& the jihva@mulIya and

upadhmaniya spirants (that is “K_and @ D.S.)."

23, I omit Kahn's resyllabification rules as irrelevant here.

2k, My reference to onsets and codas is not an accurate repre-
sentation of Kahn's view on the matter: Kahn's syllables have no
internal structure. However, since the issue discussed here, parsing,
is independent of the question of syllabic constituents I teke the
liberty to adopt a uniform terminology where no crucial distortions

ensue,

25. Note that Kiparsky's algorithm {1981, 1979) for the construc=-
tion of syllable templates, whose resulting structures are identical

to those produced by the procedure discussed in the text, cannot
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predict that the most sonorous terminal node will occur on the right
branch. Kiparsky's algorithm relies exclusively on the representation
of the relative sonority of adjacentc segments. For a syllable like
bag metrical representations of the pattern of relative sonority

can be either

WS W or WS W .

Only the latter is correct,

26. The continuous syllabification principle is assumed in

McCarthy (1979) and Hayes (1980).

2T. It has been discussed under the name Strength Hierarchy by
Hooper (1972). Kiparsky (1979, 1981) advances the hypothesis that
the S55G is in fact a formal consequence of the existence of sub-

syllabic metrical structure,

28, D.Pesetsky, to whom I am indebted for this data, informs
me that the standard poetic conventions of Russian do not count as

syllabic the consonantal sonorants of mzda, zubr.

29, I follow here Allen (1973) who poinis out that traditional

statements of the muta cum liquida clusters of Latin lump together

stop=liquid and f-liquid sequences on the basis of classical and
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postclassical scanning of compounds like bi-frons 'with two foreheads'.
As Allen notes, the only uncontrovertible evidence comes from tauto-

morphemic f-liquid clusters, which are heterosyllabic.
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Chapter 2

Compensatory Lengthening and Resyllabification Types in Greek

1. Introduction

This chapter will support the following proposition:

(1) An empty C slot in the rime is associated with the segment
in puclear position. Formally,

;-0

I will argue here for the validity of (1) in Greek, although I
believe there is some reason to consider it a universal conven-
tion<1>. I will focus on the two instances of Compensatory
Lengthening (CL), the phenomenon (1) fu.palizes, which are the best
arguments in favor of the general statement given above: any empty
C slot preceded by any tautosyllabic vcwel gives rise to CL. 1In the
two cases to be discussed CL results from the resyllabification of a
segment from syllable final position to the syllable initial posi-

tion of an onsetless syllable:
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(2) T f
v\R/c [ =3 I\/c (by Resyllabification) =
R
t\ Y
\/; 5:) (vy (1))
R

We will see that by considering the cases of CL brought about by
Resyllabification we can broaden our data base concerning possible
types of CL and we can support both the general idea that mechanisms

like (1) are necessary and the specifics of our statement of (1).

The place of CL in our analysis of Greek syllabification
processes was indicated in the Introduction (p. 9 ): if (1) is
adopted then any consonantal segment lost in postnuclear position
without CL effects must have vacated a C slot that did not belong to
the Rime. This type of reasoning will be frequently invoked in the
next chapter, as we analyze the processes which give rise to Greek

codas.

A number of incidental results, concerning both the amnalysis of
Greek syllabic structure and the theory of syllabification, will

also be reached: I will introduce them as we proceed.

2. Compensatory Lengthening and the Empty Node Convention.

The immediate antecedent of the condition in (1) is the Empty

Node Convention proprosed by Ingria (1980) in his analysis of
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Compensatory Lengthening:

(3) The Empty Node Convention
"Empty w nodes which are part of a syllabic coda are to be
associated with the terminal element dominated by the
immediately preceding syllabic nucleus. All other empty
nodes are to be pruned.”

(Ingria 1980 : 471)

Notational differences apart, like the fact that I replace the
reference to syllable internal metrical structure ("empty w nodes")
by reference to skeleton positions ("an empty C slot"), the ideas
behind (1) are very similar to Ingria's conception of CL, as encoded
in his Empty Node Convention (ENC). What makes it necessary to
bring new evidence to bear on these issues is that Ingria's original
evidence for CL from Greek was open to a variety of interpretations,

not all of which were compatible with either the ENC or with (1).

The cases of CL in Greek discussed until now (in works like
Kiparsky 1967, DeChéne and Anderson 1979, and Ingria 1980) are lim-
ited to the consequences of a consonant loss in coda position. They
include: (a) the CL effects following the loss of n before g as in

Eggg =4E§g ‘one’; (b) the CL effects following the loss of h as in .
esmi =» éﬂni => gmi 'I an'; (c) the loss of a metathesized glide, h
(according to Kiparsky 1967) and w (according to Ingria (1980)), as
in @ngelsa =¥ @ngelha =) @Engehla =¥ Engdla "I announce'; or as in
korwos =» kowros =% kOros 'boy'. Most of the rules mentioned will
be discussed more fully below. For the moment let us note that the

evidence that these facts provide for either the ENC or for (1) is
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not overvhelming. Thus DeCh€ne and Anderson (1979) suggest that
universally CL can be attributed to rules of monophthongization
between a nuclear vowel and a glide or a glide-like segment in post-
nuclear position. On the assumption that the pre-g nasal of words

h
like _ens went through a glide-stage<2>, the facts listed above seem

perfectly compatible with this hypothesis, which makes mechanisms
like (1) unnecessary. Even if conventions providing for the associ-
ation of empty nodes in rime position are needed elsewhere<3>, it
may seem striking that all the well-motivated cases of Greek CL
result from the loss of a sonorant. In fact there are clear cases
of obstruent loss in what appears to be coda position which do not
lead to CL: thus stops are lost in absolute word final position
(somat =9 goma 'body'; galakt =) gala 'milk') and coronal stops
are lost before non-coronal stops (kekomid-ka =9 kekomika 'I have
provided') and in neither case do we observe CL effects. This
raises the possibility that CL is limited to the loss of a sonorant
coda. If CL were so restricted, the conventions proposed to explain

it would have to be revised in ways that are not immediately obvi-

cus.

I have given above an outline of the difficulties we have to
overcome in supporting (1) as the correct statement of the phenomena
of compensatory lengthening in Greek. What I propose to show in
this chapter is that CL is attested in the output of resyllabifics-
*ion, a fact that directly contradicts DeCh@ne and Anderson's mono-
phthongization theory. We will also see that the resyllabification
of any consonant, including that of obstruents, will lead to CL.

Thus the facts of resyllabification will require a general statement
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of CL as in (1). The difficulty raised by the loss of stops in

cases like soma and kekomika will be eliminated in Chapter 3.

3.1 Loss of w in Ancient Greek

An onset W was lost in several Greek dialects before our earli-
est records: Ionian, Aeolic and Attic have preserved W only in the
weak position of the nucleus. Elsewhere, a Common Greek w, as
reconstructed from Mycenian and other dialectal evidence had been
deleted or assimilated to a neighboring consonant<4>. The effects

of the Onset w Deletion are illustrated in (4):

(4) a. wanaks 'lord' (Myc. wa-na-ka) =9 anaks all dialects
wastu ‘city’' (Myc. wa-tu) =2 astu all dialects

werg- ‘work' (Myc. we-ka-ta 'worker') =9 erg- all dialects

woikos 'house’ (Myc. wo-i-ko) =2 oikos all dialects
b. elaiwon 'o0il' (Myc. e-ra, -w0) =3 elaion all dialects
newos 'new’ (Myc. ne-wo) =% neos all dialects

klewos 'renown' (Myc. -ke-re-we) =% kleos all dialects
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dweyos 'fear' =9 deos all dialects
h

swekuros 'father-in-law' => ekuros all dialects

dedwoika ‘I feared' =9 dedoika Attic

dedwimen 'we feared' =3 dedimen Attic

odwos ‘threshold' =% odos Attic, Odos Ionic

wiswos 'equal' (Myc. wi-so-wo) =3 isos Attic, Isos Ionic.

ksenwo- ‘stranger' (Myc. ke-se-nu-wi-ja) =

ksenos Att., ks€nos and ksenos in Ionic.
stenwos ‘'narrow' =% stenos Att., sténos and stenos Ion.
perwat- ‘'limit' =% peratos Att, peérata Ion.
derwa ‘'nmeck' =9 dera Att., dera and dera Ion.
orwos 'boundary’' =% oros Att., oros and oros Ion.
kalwos ‘'beautiful’ (Beot. kalwos) =% kalos Att.,

kalos and kalos Ion.

wrinos 'hide, skin' (Myc. wi-ri-ne-jo) =% rinca Attic

wrTzda 'root' (Myc. wi-ri-za) =9 rizda Attic

¥ was lost in both Attic and Ionic with no effect on the neigh-

boring sounds when it .was preceded by an open syllable or by no

‘syllable. CL accompanied the loss of ¥ in Ionic whenever W was pre-

ceded by a consonant (Qdos, ksénos). In Attic and Aeolic the loss

of w did not lead to CL.

I state the rule of Omset w Deletion in (5):
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(5) Onset w Deletion

v
' =P f / in the Onmset
C C

Note that the ctatement of (5) must be significantly compli-

cated in any theory of syllable structure that does not recognize

the two major constituents onset and rime: a 'flat' theory of syll-
able structure like Kahn's (1976) or Clements’ and Keyser's (1982)
will have to collapse the three types of onset positions in which )

can appear

a<l™"

w
I
A%
o]

by writing the environment of the rule as in (5'):

o

(5") Onset ¥ Deletion (in a theory without syllable internal

structure)
W &
| = | 7 _ (© v
c c \l/

o

Let us first examine the CL effects in Ionic. Ingria's ENC or
(1) appear irrelevant here since ¥ vacates in ksenwos etc. an onset,
not a rime position. Following this reasoning, Ingria (1980) sug-
2osts that ¥ is lost in Ionic not postconsonantally but preconsonan-

tally so that the immediate predecessor of ks@nos is ksewnos not

-
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ksenwos. The rule responsible for the reconstructed forms like
ksewnos is, according to Ingria, an Ionian extension of the panhel-
lenic metathesis rule which produces moira ‘fate' from IE*smorya,
Eféiﬂg ‘seem’ from 'Bﬁégzg etc. We shall discuss the facts of
metathesis below in section (4.2). What we need to note here is
that if Ionian loses a preconsonantal w then all VWC sequences, not

only the ones derived by metathesis, should become VC. This is

clearly not the case in any Greek dialect . Ionian examples of VwC
sequenes are provided below. Note that (6.b) contains examples of

heteromorphemic Vw-C sequences, indicating that preconsonantal w

fails to delete in derived and underived environments alike.

(6) a. augé 'light of the sun', aulaks ‘'furrow', auld 'court’,
euny 'bed', keleuthos 'road’', pleuron ‘'rib' etc.

b. e-basileu-s-a 'I ruled', e-kau-s-a 'I burned',

gr§u-s 'old woman', thau-ma and th3-ma 'wonder', trau-ma
and tr3-ma ‘wound’', kheu-ma 'stream’.

A better solution to tLe problem of Ionian lemgthening in
ksenos is one which relates the CL effects to the change in sylla-
bification brought about by rule (5): if the input to (5) were, in
Ionian, structures like ksen.wos then the loss of ¥ must have been

followed by resyllabification. CL would then be predicted.

The lack of CL in Attic could indicate, as Allen (1968) had

pointed out, that the Cw clusters were tautosyllabic in this dialect
at the time of the loss of w. The rime structure of kse.nwos could
not have been affected by the change to kse.nos. This is why no

lengthening took place.
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Several considerations support this account of the difference

between ksenos and ksenos. We shall see in Chapter 4 that the tau-

tosyllabic assignment of Cw clusters is a feature of Common Greek,
probably inherited from IE. The possibility of such syllabifica-
tions is directly attested in the orthographic conventions of the
Linear B syllabary script, in which any onset cluster C C (C )V is

12 3

rendered by inserting after each one of C and C a copy of the
1 2

first vocalic sound belonging to the same syllable. Codas are, in
general, not spelled out.

Thus, a word like Aleksandra, syllabified A.le.ksan.dra, is spelled

A-re-ka-sa-da-ra with the ks and dr onset clusters spelled out and

the coda n of ksan simply omitted. The Linear B spells most Qw
clusters in full, sometimes using special signs for CwV sequences:
this indicates the syllabification of the 2nd millenium ksenwos

(ke-se-nu-wi-ja), odatwenta (o-da-tu-we-ta), wiswos (wi-so-wo) was

kse.nwos, o.da.twen.ta, wi.swos. However, rw clusters are already

spelled out in the manner in which coda-onset sequences are: thus,

ko-wa, ko-wo stand for korwos, korwa ('boy', ‘girl'; Att. koros,

kor€, Ion. koros, k6r§ and koros, kor§), pa-we-a, stands for

h . ' h h h
ﬁparwe a (pl. of 'cloak', Att. p aros, Ion. p @ros and p aros)

—————

showing that the cluster was heterosyllabic. Thus Mycenaean, which
belongs together with Attic-Ionic and Arcado-Cypriot, to the dialec-
tal -ti- =9 -si- group (cf. Nagy 1970: 140), attests both the
tautosyllabic assignment of Cw clusters necessary to explain the
Attic facts and the beginnings of heterosyllabicity (Vr.wV) which

was generalized in Ionian to all Cw sequences.

A look at the prosodic behavior of Cu clusters in the homeric
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language provides a different argument for this analysis. The meter
counts ail consonant clusters, in the vast majority of cases, as
heterosyllabic, in sharp contrast with the widely used possibility
of tautosyllabic assignment attested in Attic for some stop-sonorant
clusters (correptio Attica). That is a sequence VCCV will have a
metrically heavy, i.e., closed, first syllable regardless of the
placement of morpheme and word boundaries. Although the homeric
text transmitted by the tradition does not spell out the w's, their

presence is metrically guaranteed:

(7) esthlon d'6te ti py wepes wepos, ote telessas
you never announce or bring about good luck

(A 108)

The initial w of‘zéggg (spelled éggg) prevents the shortening of the
preceding_§ by correptio epica (the shortening of a long vowel
before another vowel). The initial w of_ﬁgpgg (spelled epos)
creates a cluster together with the preceding s, which turns the

short final e of wepes into a heavy syllable.

- - - w - h -
(8) hgmetergi eni woikpi en Argei tglot i patres

in my house, in Argos, far away from (her) homeland

This is one out of about 2000 instances (Mazon 1942) where a

restored etymological w explains the lack of elision between two
apparently adjacent vowels (eq;_gik§i). More interestingly, word
1nitiale! clusters behave like other word initial CC clusters in

turning a preceding short vowel into a heavy syllable:
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(9) Aidoios te moi essi, plile Dwelure, dwenos te.

I am ashamed in front of you, father-in-law, and fearful

Here the initial dw cluster of dwenos (spelled denos) turns the

apparently unmetrical sequence re d} into the required spondee. The
h h
case of p ile wekure, vhich must be scanned ¥-v~v y i8 slightly

more complicated: hwekure, from underlying swekure becomes
i
ccvecvey

by a rule that we will analyze in Chapter 4. H then becomes an

autosegmentalized feature of aspiration, thus

i

ccve
[n]
leaving behind the word initial C slot. The resulting structure

behaves exactly like a word with an initial consonant cluster yield-

ing in ﬁhile huekure the syllabification

[n] h]

Consider now homeric forms spelled as gonos ('knee-GENsg'),

ddros (‘'oak-GENsg'), olos (‘'hale'), ks®nos, isos, dedimen, which are
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all reconstructed as containing Cw internal clusters. We can tell
that the Ionic long vowels are simply indicating here the heavy
quantity of the initial syllable. In most instances<5> they do not
reflect the original pronunciation of the language in which the
poems were composed: since word initial Cw clusters must be posited
there is no reason to believe that word internal Cw clusters had not
been preserved. Thus we have in the syllabification implied by the
homeric prosody the representations VC.wV required to explain the CL
effects of Q!D in early Ionian. In fact, the coexisting Ionmian

forms without CL (ksenos, stenos, derad, oros etc.) are matched by

homeric forms like 8noito 'it may be finished' (S 473: cf. ane-

tai € anwetai elsewhere; the w appears in syllabic form in the

related verb anuo 'to accomplish'); N¥neka 'because’ (A 110, etc.:
— ——————

cf. eneka A 214, etc.); enate 'the ninth' (B 313 etc.: ®natos B 295

etc.); kéna 'empty' (k 249: kenos G 376 etc.); hupo-d;sate 'shrink

in fear' (b 66 : cf. eddese A33, periddesantes Ps 822, whose gem-

inate spellings represent the word-internal, morpheme initial dw

clusters). Word initial Cw clusters are also found sometimes to fail
to lengthen a pruceding open, short syllable (Th 133, N 163, N 278

“etc.). There is no need to assume that the variation between ksenos

and ksenos (= ksen.wos) in the homeric dialect represents an
instance of dialect mixture, with the forms like ksenos being Atti-

cisms. The homeric ksenos may stand for the alternative syllabifi-

cation kse.nwos, which has yielded the Ionic forms without CL

ksenos, stenos, oros, etc. On this point, one can agree entirely

with Chantraine's judgment:
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Ce flottement dépend de la coupe des syllabes et doit &tre
rapproché de la double scansion pa-tros, pat-ros. Il n'y a
lieu de voir dans les formes sans allongement ni des éolismes
comme on 1l'a pense, ni des atticismes (...), ni le traitement
normal en ionien, mais une possibilité phonétique qui existait
en ionien et dont les aedes ont tiré parti suivant les besoins
de la métrique.

(1942: 161, emphasis mine)

The key to this explanation of the difference between Attic ggéégg
and Ionic ks€nos lies in the assumption that Attic had preserved a
version of the Common Greek syllabification system (as represented
by the Mycenian spelling convention) for a longer time than Ionic
did, and in particular that Cw clusters were obligatorily tautosyl-
labic when rule (5) entered Attic, but only optionally so in Ionic.
That Attic was more conservative in its syllabification than Ionic
is shown by the fact that the typically Attic tautosyllabic assign-

ment of stop-sonorant clusters is closer to .he Mycenian principles:

of syllabification, according to which any sequence of consonants
can be an onset if it is increasing in sonority<6>, than to the

Ionian generally heterosyllabic assignment of all clusters.

3.2 The formal statement of CL effects and of Res;ilabifica-

tion

The preceding section has presented some of the evidence that
compensatory lengthening is caused by the resyllabification of any
consonantal segment in postnuclear position. As mentioned in sec-
tion (1), this is the type of evidence that supports the view of the
CL phenomenon behind (1) and its predecessor, the ENC. Before

introducing the remaining Greek evidence for (1), I will turn to the
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formal aspects of our results. I will begin by sketching an account
of the interaction between Resyllabification and CL as stated in
(1). I will then justify the formal details that set off (1) from
conceivable alternatives, the ENC among them, and will explore the
consequences of adopting (1) for the statement of resyllabification

rules and for the analysis of onsetless syllables.
3.2:1 The interaction of Resyllabification and CL.
The statement of (1), repeated below, requires that an empty C

slot in a rime be filled by association to the nuclear segment:

(1) An empty C slot in the rime is associated with the segment
in nuclear position. Formally,

A
rr

Consider now the output of the Onset w Deletion, rule (5), in a form

like Ion. Tsos:

(10)

< —

s
|
C

A
W
J,

Qo

The empty onset C of the second syllable has been vacated by the
deleted w. To the representation in (10) the resyllabification rule

in (11) applies:
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(11) Resyllabification 1
X
c',
Lo
: bk
(11) associates the syllable final segment to the empty onset C, and
disassociates it from its former skeleton position leaving behind a
syllable final empty C. In a case like Ion. Isgs, the output of

Resyllabification 1 meets the specifications of condition (1), as

can be observed below:

S

o M
Fﬁ’/ == II{C V (by (11)) ==» §CT i (vy (1))

{ [ I

Two questions can be raised concerning a derivation like (12).
First, the rule of resyllabification stated in (11) is a composite
operation which includes an association and a disassociation step.
It is fair to ask if simpler rules are also attested, which solve
the problem of the onsetless syllable in one step, by reassociation

only. We will see in section (4.2) that this is in fact the case.

Second, we know that resyllabification rules do not in general
lead to CL. This is the case both across word boundaries and within

words. An example of each type will have to suffice: in both the
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Latin and the Greek prosody the syllabification indicated by the
meter of phrase internal ...VC] [V... sequences, where the brackets

indicate word boundaries, is

as in, for example, the first dactyl of the Iliad m§hin aéde 'sing

—————

the wrath', syllabified mg.ni.na (ee.). The resyllabification of
word final codas indicated by the meter is obviously not accompanied
by CL: had it been so, the resyllabified structures would be metri-

cally equivalent to the non-resyllabified cnes and irn m§nin a¥de we

would be faced with the unmetrical sequence *mg.nT.na.8.de.

A word internal example of resyllabification where no CL

effects are observable is the case of cycle final V [liquid] w]

sequences discussed in Steriade (1982). Briefly, alternations like

those between Latin solud and soliitus ,

both on the root /ggix/ 'to release','require that the first cycle

syllabification
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Q

where the final glide is extrametrical, be changed to

O (=t

-

qQ

before a consonant initial suffix like the participial -to- in

801Utus. The change involves turning

u into T ’
v

)

followed by the resyllabification of the rime final 1:

i

- m—C)

OR
\
o

)

Q

This instance of resyllabification is never accompanied by CL

effects, a sigrificant fact insofar as Latin attests CL in other

cases{7>.

Before adopting (11), we need to explain why the predominant

type of resyllabification is not accompanied by CL. Note first that
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there is no difficulty in stating in autosegmental notation a resyl-

labification rule that will not feed condition (1):

(13) Resyllabification 2

aly!
LY

(13) is the formal equivalent of (11) on the skeleton tier: the

v v

rime final C is associated with the initial onsetless syllable and
disassociated from the preceding syllable. Because, unlike in (11),
the transfer affects a skeleton position rather than a segment, no
empty C is left behind: this is why CL, as stated in (1) is not

applicable in the output of such a rule.

Thus the question is not how to avoid predicting CL in the out-
put of every resyllabificatior rule but rather how to explain the
complementary distribution between a rule like (13), which applies
in the across-word-boundary case and in cases like solflitus, and a

rule like (11), which applies after Onset w Deletion.

The answer is rather simple: a rule like (11) is not applica-
ble unless the ‘onsetless' syllable begins with an empty C slot.
This -- we must assume -- is not generally the case with onsetless

syllables: structures like
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(as in is.os after rule (5)) can only the products of rules which,

like rule (5), delete a segment at the beginning of a syllable. No

such rules have applied in the two instances of resyllabification
that are not followed by CL. Thus the simple juxtaposition of a

closed syllable

f‘? and an onsetless syllable I

R R

y s,

will never feed a resyllabification rule like (11) and, for this
reason, will never lead to CL. On the other hand, rule (13) is not
applicable to the output of a segmental deletion like rule (5),

since it requires a syllable beginning with a V slot rather tnan one

beginning with an empty C slot.

It is also easy to see that the complementary applicability of
the resyllabification rule which yields CL effects, (11), and of the
one that does not, (13), is not stipulated by an arbitrary choice of
_formalization but rather explained by the autosegmental notation: a
hypothetical rule of reayllabifiation which is applicable to the
...VC][V... case and which will lead to CL will have to be comsider-

ably more complex than (13):
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|

(14) T Z

e

v ==P

!

Note that (14) must include the insertion of a C-slot and the unre-

Y a9

lated transfer of the syllable final segment Y to the C irserted in
syllable initial position. Similarly, a hypothetical rule of resyl-
labification applying to the output of a rule like Omset ¥ Deletion
and which will not lead to CL will have to be considerably more com-

plex than (11):

S O R O O
C f vV == Vv cVv

LT NI
L L ]

(15) must make the odd stipulation that the rime final C slot and

its associated segment are transferred to the next syllable just in

case that syllable begins with an empty C position.

It seems obvious now that in the absence of any data about CL
one would choose (13) over (14) and (11) over (15). The simpler
rules also turn out to predict the right interactions between resyl-~

labification and (1), a clear indication that we are on the right

track.

Note an interesting consequence of this explanation for why
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only certain rules feed a resyllabification type that leads to CL:
we must assume that there are two types of intermediate 'onsetless’
syllables. The most frequent type, which is literally onsetless,
lacks a syllable initial C. This type includes all morphemes or
words that begin with a vowel. The less frequent type consists of a
syllable beginning with an empty C slot and occurs only in the
immediate output of segmental deletion rules like Onset w Deletion.
If our analysis of the interaction between resyllabification and CL
is correct, then we will have also shown that the representation of

run-of-the-mill onsetless syllables may not include an empty

syllable-initial C slot, and therefore, not an empty onset node at
all<8>. « This is a significant result since there is considerable
temptation to explain the fact that resyllabification is obligatory
vhen applicable by representing onsetless syllables as beginning
with an empty node. Kaye and Lowenstamm (1981), for example, attri-
bute the seemingly automatic character of resyllabification as
applied to onsetless syllables to the requirement that empty nodes
be eliminated whenever possible by resyllabification: their
representation of all syllables lacking a segment in onset position
includes an empty onset node, which resyllabification is supposed to
eliminate. The syllabic representations they assume are not
directly comparable to the ones adopted here because they lack a
skeleton tier: but the argument made here extends to their

skeleton-less format. If all syllables have an onset node, empty or
not, how can we distinguish the output of Onset w Deletion in Ion.

is.08, represented as
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R

(=3 (.4
and a regular onsetless syllable?

3.2.2 CL, Degemination and Resyllabification

In this section I show that the statement of the CL mechanism
must involve reference to an empty skeleton position, as the statement
of (1) does. I contrast this analysis of CL with one in which the
empty position to be filled by association to the nuclear segment is
not a skeleton position but a non-terminal position in the rime tem-
Plate such as an empty Coda node. For the purposes of this argument I
will discuss a particular class of theories of sylilabic representa-
tion, those presented by Kaye and Lowenstamm (1981) and Selkirk
(1982): these theories lack a skeleton, a tier mediating between seg-
mental content and syllabic organization and must use non-terminal
nodes in the syllable template, such as coda and nucleus, to do some
of the work done by C's and V's in the format adopted here. Even
though I will restrict myself to the discussion of such skeleton-less
representations, my argument carries over to any statement of the CL
mechanism that does not identify the empty position to be filled by CL

as an empty C slot.

Consider the syllabic representation of an intermediate form like

Attic gﬂpogai (eveﬁtually eﬁ’§ai) ‘they have' dictated by a skeleton-

-less theory of syllable structure:
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h
I
The nasal preceding g is deleted by a general rule of Greek, which I

state below:

(17) n ==d L/ s

When applied to a form like ekhonsi, rule (17) yields an immediate

output in which an empty Coda node figures:

(18) h

P R
B—0

Q

[
~~
W—z\._'_

vhich suggests that a workable alternative to (1) in a skeleton-less

format might be (19):

(19) An empty Coda is associated with the segment in

nuclear position.
What (1) achieves by mentioning an ompty C slot (19) is meant to
accomplish by mentioning a non-terminal node in the syllable template,
the Coda. Otherwise (19) is remarkably similar to (1), which is what
makes it interesting to discover that the two are empirically distin-

guishable. The facts that distinguish them are presented next.
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3.2-201 Degemination

Attic is one of the Greek dialects in which geminate s8's degem-

inate. I consider here three classes of derived geminate

'R

clusters. The first type results from a series of processes discussed
in Chapter 3, whereby a sequence of two coronal obstruents become a

cluster that agrees in voice and aspiration<9> and whose first member

is [+continuant]:

(20)  place
features
_[+corona1 ]_
manner
features

[-sonorant]

+gpread
L glottis _

[+continuant] [...]

C

¥hen the continuancy specifications of the linked matrices in (20)
happen to be identical, the Shared Features Convention takea effect
and creates a geminate s. This happens, for example, in the deriva-
tion of aorist forms on coronal final stems like dikad- 'to judge',
komid- ‘'to provide', anut- ‘to accomplish': the aorist suffix -g-

preceded by the coronal stop undergo voicing and aspiration assimila-
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tion and the stop becomes a continuant. The resulting structure,

(21) "+cor |
-son

+spread
glottis

[+cIn/t]/hont]

becomes a true geminate s by the Shared Features Convention:

(22) +cor |
-son

+8pread
glottis

+cont
—— et

o

The geminate g8 of the coronal stem aorists are attested in the homeric
dialect, where degemination is either non-existent as a rule or

sporadic: edikassa, ekomissa, Bnussa. In Attic the corresponding

forms are edikasa, ekomisa, Bnusa.

The second class of geminate s8's results from a morphologically
restricted rule, one of whose environments is represented by the
Dative plural suffix -si: before -8i a nasal stop assimilates

entirely to s.
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(23) Dative Plural Gemination

[+nas] 8
|
c

== [+nas] 8

c C / Dative plural

Thus the plural suffix of an n stem like poimen- 'shepherd’ or daimon-
'deity' is poimesi from /poimen-si/ and daimosi from /daimon-si/: the
steps here are (a) rule (23) and (b) the Attic degemination of s.

Note that we need to posit rule (23) in order to account for the con-
trast between daimosi and @ from intermediate gkhons . In gﬁ-
onsi, because no geminate s has been created,n was deleted before g by
rule (17). The result of this rule is, as usual, lengthening of the
preceding vowel. The same derivation, if applied to /daimon-si/ would

have produced *daimosi<10>.

The third class of geminate g's arises at the boundary between
tke prefix sun 'with' and a verbal stem beginning with a consonantal
sonorant or a continuant<11>: underlying /sun-raptg/ ‘stitch
together', /sun-red/ 'flow together', /aun—lambang‘"/ ‘collect', /sun-

- N h . - -
legg/ 'gather’', /sun-mak e/ 'be in alliance', /sun-mnemgneug/
‘remember at the same time’, /5un~s‘§main§/ ‘signify one thing along

with another’, /sun-a‘l‘te§/ ‘have one's meals together with' and simi-

h
lar forms become surram, aurreg, sullambang, sulleg, sunmak .eQ,

sunnen@zﬂ, sussgmaig, susdl tj_g.
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(24) sun-Gemination<12>
n [ & obstr, -k strid] n [ ARobstr, - A strid]
=P

The geminate 8 resulting from (24) is simplified only in preconsonan-
tal position: from underlying /sun-skeuazd§/ ‘pack up', /sun-spag/
‘contract’, /sun-stoikheud/ 'etand in the same line' one obtains sur-

face suskeuazdg, suspaQ, sustoikheu§. As in the preceding cases of

degemination considered, the charge of susskeuazdg§ etc. to suskeuazdg

is not accompanied by CI<13>.
3.2.2.2 Why Degemination does not trigger CL in Greek

The significant fact introduced so far is that the rule of s-
Degemination does not lead to CL. Nor do, according to the survey
presented by DeCh€ne and Anderson (1979), most other rules of degemi-
nation: the failure of the Attic degemihation rule to cause lengthen-
ing of the preceding vowel is thus not an isolated phenomenoa. The
autosegmental notation of true geminate clusters developed in Chapter
1 in conjunction with (1) as the formal statement of the CL mechanism
can explain this fact. Note first that the autosegmental theory
should allow two possible statements of a degemination process: the
deletion of one of the skeleton positions associated with the branch-
ing segment, as in (25) and the disassociation of the branching seg-

ment from one of the skeleton positions it occupies, as in (26):
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-(25) 8 a. s b. 8

-» . or ~

(26) 8 a. b. s

A\ = \ or /
C c c

Let us consider first (25), es a possible degemination rule. Observe

the interaction of (25) with (i) in the derivation of Attic posi

'feet-DAT' from underlying /pod-si/ through the geminate stage possi

(attested as such in the homeric dialect):

o

(27) a. 08 i b. pos i
iy [
1l il
'R R
o0

Degemination Degemination
(as in (25.a)) pos i (as in (25.b)) 08 j
| Y ;lv %
!

Q<%

Q
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Resyllabification n/a Resyllabification 2 [

I
(as in (13)) r cr
L

vy

CL (as in (1)) n/a CL (as in (1)) n/a

O

Either version of (25) yields eventually a representation to which (1)

is not applicable. KNote in particular that (25) creates a sequence

cve v
V|
OR R
vl

which must be resyllabified by the removal of the rime-final C, (rule
(13)), rather than by the removal of the rime final segment alone

(rule (11)). Thus, whether or not this version of Degemination will

feed resyllabification, it will not lead to CL.
3.2.2.3 PFormulating CL without a skeleton

What we have seen so far is that two statements made available by
the three~dimensional representations of the autosegmental theory,
(25) and (1), permit an explanation for the lack of CL effects in the
output of Degenination. We have also seen that the same theory of
phonological representations predicts that Degemination may also some-
timos be a rule to the output of which (1) is applicable: this is not
a bad result, since at least one such case is in fact attested in

Hindi, according to DeCh®ne and Anderson (1970 : 528). But the
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essential point is that processes of Degemination that do not lead to
CL can be explained. We can consider now what range of analyses is
available within a skeleton-less format like Selkirk's or Kaye and
Lowenstamm's for the intcraction between Degemination and CL. Follow-
ing the remarks made in Chapter 1 (page 71 ) on the representation of
geminates in theories without a skeleton tier, I assume that the rule

of Attic g- Degemination will have to take the form of (28):

(28) s ==

The notationlg‘indicates that g must be associated with two syllabic
positions. The Degemination rule disassociates g from one of these
positions. Consider now the interaction of one version of (28) with

(19), the mechanism whereby a skelcton-less format will have to derive

CL effects.

(29) (by (28)) =» # s i (by (19))

(NI
Al

o

== [ o
N

I\
b/p

i
I
o ON
|
R

A==
&7
$) el e

o

Q

Vhat (29) shows is that if rule (28) erases the left association line
between 8 and the syllabic tier, (19) becomes applicable and yields
#posi, an unwelcome result. If, on the other hand, (28) disassociates

8 from the Onset node by erasing the right association line, we obtain
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N

a representation which must be resyllabified. This is the point where

our previous discussion of resyllabification types becomes relevant:

could be resyllabified in such a way that the conditions for CL will
not arise, for example by stating resyllabification as the deletion of

the coda node:

(30) Resyllabification 3

b ¢

SN
| [

We know however that, as all other accounts, an analyeis of CL based

O =——p{

on (19) will also need a resyllabification rule which does lead to CL.
That rule could be stated as in (31), where the empty Coda node

resulting from the application of the rule qualifies its output for
CL.
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(31) Resyllabification 4
]
Co O ==3)

|
i

The problem lies not in the fact that necessary rules cannot be formu-

——— Y e )
qQ—m—g

lated. Rather, the difficulty is that the two necessary resyllabifi-

cation rules apply to identical inputs:

q—m——-s;—-"
(=]

12

It is not possible to-predict that the rule which will apply after
Degemination is (30) rather than (31). It is also impossible to
predict that (31), rather than (30), will apply to the output of Onset
¥ Deletion. The problem, I should stress, is not technical: rule
orderiﬁg can solve the technical problems involved in deriving the
égrrect Greek forms. The difference between the analysis of CL based
on (1) and the one based on (19) is that the former predicts that

deletions that affect a segment in syllable initial position will be

accompanied by a resyllabification rule which leads to CL, whereas the

latter predicts nothing<14>.

As we continue now our reanalysis of the CL phenomena in Greek,

we will encounter another case in which this prediction made by (1)
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turns out to be correct.

4. CL after g-Deletion

The main topic of this section is the analysis of CL effects in
the Ionic-Attic forms where  is lost in postconsonantal position:
underlying /V-angel-s-a/, for example, becomes historically @ngelha
and surfaces in Ionic-Attic as §gg§1_. I will begin by showing that
the long vowels which surface in forms like angela after the loss of g
can be analyzed as due to the application of Resyllabification 1, rule
(11), which entails CL. I will then show that such an account is not
only possible but necessary. A secondary theme of the section will be
the characterization of the dialectal difference between the outcomes

of h-loss in Lesbian and Thessalian, where it ieads to the gemination

of a neighboring consonant, and Attic, where it leads to CL.

4.1 The analysis

Syllable initial 8 became h in Common Greek, a rule we shall
extensively justify in Chapter 4. The Common Greek syllable structure
was such that any consonant sequence of increasing sonority qualified
as an onset. S-sonorant sequences were thus among the onset clusters:
accordingly, 8 underwent the change to h in words like esmi 'I am’

(e.smi), selasna 'moor.' (se.la.snd), sislawos 'propitious’

(si.sla.wos) yielding later Attic omi, gglEEE,Ikglggg, Lesbian-
Thessaljan emmi, selanna, illaos. The syllable structure of Greek
changed drastically at the beginning of the first millenium BC: the
class of onset clusters was reduced in Attic to a subset of Btop-

sonorant sequences, in other dialects probably to fewer clusters,
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though the evidence is scant. No pre-consonantal 8 could occupy the
onset initial position any more. This change in the syllabic structure
of Greek must be in large part responsible for the fate of the s =» h

rule in historical times and in particular in Attic. First and
foremost, the rule became cyclic and stopped applying in syllabically
defined environments: intervocalic 8 and post-sororant 8 occur in
Attic morpheme internally, as in basileus 'king' or arsgn ‘'male’
(later Attic 22552). Second, it became, at least in Attic, a rule of
8-Deletion, as we shall see later in section (4.3). Third, it acquired
morphological conditioning: for example the intervocalic s of the
future and aorist morphemes are not deleted whereas most other a's
that occur in pre-sonorant position as a result of suffixation will be
subject to the rule<15>. The data illustrating the operation of g-

Deletion in Attic is given in (32):

(32) a. neuter -es- stems

Nominative Genitive Dative

/genos/ /genes-o0s/ genes-i/ ‘kind'

n/a geneos genei by s-Deletion
genos by contraction

b. comparative suffix -ios-

Accusative sg. Nominative pl.
/ple-ios-a/ /plei-os-es/ 'more’
pleioa Pleioes by s-Deletion

pleig pleios by contraction
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Cc. root final -8

present 1st sg. aorist 1st.sg.

/bus-§/ /V-bus-gl§¥n/ 'to stuff full of'
bug n/a by s-Deletion

bug ebust1’§h eventually

present 1st sg. present 3rd sg.

/es-mi/ /es-ti/ 'to be'

emi n/a by g-Deletion and CL
emi esti eventually

d. s-aorist of sonorant final roots
/V- men-g-a/ 'I remained’

eména by g-Deletion and CL

e. s-initial suffixes

/V-lip-e-80/ 'I left for myself'
elipeo by s-Deletion
elipo by contraction

The facts of (32) can be covered by rule (33). I omit mention of

the morphological environments to which (33) does not apply.

(33) g-Deletion

8 == 4 / [+sonorant] [+sonorant]

The class of forms we are interested in is (32.d4): here s is lost in
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postconsonantal position yet, as in the case of preconsonantal s-loss,

esmi =¥ ‘emi, we observe the effects of CL.

The analysis I propose for these forms is identical to the one
defended in section (3.1) for the CL effects in Ion. koros from
kor.wos. S is deleted in emensa in syllable initial position, it
leaves an empty C slot behind and the resulting configuration triggers

the resyllabification rule (11) which leads to CL.

(34)

a
l
ff (by (33)) ==3 (by (11)) ==

q‘;ou
Q—y—<—r0
q‘=:§L—~<:::g

1IN

VeV }v (bvy (1))
I

ROR

Y

Recall that this is intended as a synchronic Attic account of the

A/ﬁ'alternations attested in that dialect. It departs in two related
réspects from what has become, since Kiparsky's study of sonorant
clusters in Greek (1967), the standard analysis of the CL in ggSpa and
related forms: the account sketched in (33) assumes a direct g =% ﬂf
rule, rather than an intermediate } stage for g; and it omits the

metathesis between g (or ) and the preceding sonorant postulated by
Kiparsky.

4.2 Sonorant -h metathesis
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According to Kiparsky, all sonorant -l sequences of Common Greek

were metathesized to h- sonorant as part of a more general metathesis
process which included the change of sonorant -y to y-sonorant in
forms like morya ==» moira. Since the postconsonantal -prevocalic
change of g to h is attested only after sonorants, it is possible to
consider all such h's as eligible for Kiparsky's generalized
metathesis rule. Thus emenha would have become emehna by metathesis,
after which the coda h lost segmental status leading to CL in Ionic-
Attic and gemination in Aeolic. The idea of sonorant -h metathesis is
attractive because it promises to allow a maximally simple statement
of the difference between Attic-Ionic CL and Lesbian-Thessalian gemi-~
nation. The Aeolic geminates correspond to the Ionic-Attic vowel
length both in items that lost h in preconsonantal position (cf. Les-
bian emmi, corresponding to Ion.-Att. emi from /es-mi/) and in items
that lost h in post consonantal position (Lesb.-Thess. emenna
corresponds to Ion.-Att. emena). Kiparsky's metathesis hypotheais
will account for this fact: a metathesized vowel-h-sonorant sequence,
like an underlying one, will undergo loss or autosegmentalization of h
followed by CL or gemination depending on the dialect. Ome may assume
that the Aeolic gemination was a language specific rule stateable as
in (35). 1If so, Ionic-Attic differs from Lesbian-Thessalian in only

one respect: the former lacks the gemination rule.

(35)

A,

=l

Q= O ===C2 ==k
qQ—w—
Q—o—
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It seems that the analysis proposed in the preceding section for the
loss of postconsonantal 8 in Attic cannot provide an equally satisfy-
ing account of the difference between Attic-Ionic CL and Aeolic gemi-
nation. We will have to assume that Aeolic differs from Attic in two

respects: it has rule (35), which Attic lacks, and it treats the

sequence

x
l
C
l
R
I
T

Q—O—=Q0

the input in Attic to rule (11), by linking empty onmset C to the

Preceding consonantal segment:

(36) Aeolic resyllabification

Z
|

/

:s#

r
E
!

a—o—a

Q——a

Rule (36), the mirror image of the other Aeolic source of geminates,
(35), will derive emenna, wnether or not we assume an intermediate

stage h for the disappearing 82



(37) e-men-s-a emen a ean a
% LLL & s == LLLLCL (by a-Deletion) ==» iLVCCL (vy (36))
1V |£ IIVIL 'ny l
ROR O ROR O R
A AR |

The only defense for adopting the more complex analysis based on CL-
from-resyllabification over CL-from-metathesis would be to show that
the additional rule required by the former, rule (36), is indepen-
dently needed. This is in fact the case: (36) applies in the case of
the loss of postconsonantal w in Aeolic, yielding the expected gem-
inates. Aeolisms like gonna 'knees' (/gonw-a/ syllabified gon.wa),
ksennoi ‘'foreigners' (ksen.woi before the loss of ¥), enneka 'because’

(en.we.ka), perras ‘limit' (per.was), stennos 'narrow’ (sten.wos),

derra 'meck' (der.wa) are cited by grammarians (in Thumb 1909:240,

Meister 1882:145). Thessalian inscriptions give proksenni@n, prok-

sennion (Thumb 1909:240) and a Lesbian inscription attests isso-

theoisi (is.wo-) 'equal to the gods-DATpl' (Meister 1882:134). Kallis-

Egg (kal.wis.tos) appears in Alkaios 108, perratgn in Alkaios 84<16>

ennosi-gaios 'Earth shaker' (ep-wosi... on the root woth of Gtheg 'to

thrust') is cited by a commentator to Hesiod (Meister 1882:143) as an
Aeolic version of the epic first member of compound spelled variously

as ¥popi- (Snosj-phullos ‘with quivering foliage'), enosi- (enosi-

khthgn °'Barth-shaker') and ennosi- (emnnosi-gaios). (We recognize in
the first two spellings the alternative syllabifications en.wo.si,

e.nvo.si discussed above, page 12U ).

Such forms were dismissed by Buck (1973) and others as
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“hyperaeolisms", presumably because the lack of gemination is also

attested: kora (Sappho 52,4; Alkaios 14), eneka, enatos (Lesbien

inscriptions cited in Thumb 1909:258), kalos (Sappho 27,79,101), gona
(Alkaios 39). However, sporadic degemination is attested throughout
the Aeolic territory for cluaters of all origins, including h-

sonorant, sonorant-h sequences, whose geminate treatment in Aeolic had

never been in doubt. Meister summarizes the facts aptly: "Die einer

Liquida benachbarten Spiranten werden in Aeol. der Liquida assimi-
liert. Die dadurch enstandene Gemination des Liquida findet sich in

der Schreibung nicht selten vereinfacht." (Meister 1882:137)<17>.

Thus, gonna, proksennion etc., are genuine representatives of the

geminate outcome of postconsonantal w in Thessalian and Lestian. The
unmarked option of providing an empty omset C with segmental content

by association to a preceding segment is instantiated in these Aeolic

forms.

We have shown in this section that a rule of resyllabification
like (36) is needed in Aeolic, independently of the analysis of s-
loss. Given the need for (36), simplicity considerations no longer
rule in favor of the metathesis theory: on either account one out of

the three classes of Aeolic geminates (ksennos, emmi, emenna from Cw,

h-sonorant, sonorant-h original clusters) must be derived by a

separate rule.

In the next section we examine the direct evidence available in
Greek for the displacement of h and conclude that the metathesis

analysis should be abandoned for synchronic Attic as well as for Com-

mon Greek.
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4.3 The autosegment h

The word and phrase internal sandhi facts from Attic which I list
below show that h must be associated to a segment in syllable initial

position:

)<} h
(38) a. kai atero ‘and the other' == k ateros

i - h
nepta—hﬁheros ‘of seven days' ==9 ephth§meros

h ‘o . h h
nukta 0l%n ‘night-ACCsg. whole-ACCsg.' ==9 nuk t ol3n

h S . h .

to "imation 'the garment' == +t oimation

h, ' . ' h
tetra “ippos 'driving four horses' == tet rippos
pro- Bodos  ‘entrance’ == pthdos

The structure of an h-initial form like higgos is indicated below:

(39) ?
| [h]/#
|

H is not ; segment in the sense that it does not take up a skeleton
position by itself. Had figggg begun with a C slot it would not
behave as a vowel initial word with respect to resyllabification,con-
traction and elision: it would not allow contraction or elision, the
tvo rules eliminating one of two adjacent nuclei that have applied in

(38), and it would block the resyllabification rule (13) from applying
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in phrases like d§hasin.h§heterois, scanned ~~"/"""/ 7 (in Aristo-

phanes Peace 115) because syllabified

after the application of (13). Given the need for representations
like (39) we must assume that h is an incompletely specified matrix,
having values for manner features alome or for Just [spread glottis].
We can attribute the fact that it does not have an associated position
on the skeleton to the fact that it is not a complete segment: the
hyrothesis would be that melodic units lacking one of the major com-
ponents of a segmental matrix, the place or the manner features com-
ponent, may not take up a skeleton position, though they may be asso-

ciated to one, if a "real” segment also is.

We may turn now to the facts in (38): 1let us consider first

forms like g'rodos, thoimation and tethrippos, in which h seems to

have been metathesized with the preceding sonorant. These forms, like
all in (38), result from either one of two rules that eliminate one of
two adjacent nuclei. Contraction, the rule deriving the long nucleus

of pbf3dos. thoimatioq can be stated in simplified form as in (40):
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(40) Contraction
v Vv
bhow
LL T L]

The segments associated with the two V's that become tautosyllabic in
the output of (40) undergo a complex set of assimilation rules that
will be ignored here. The result of Contraction is transparently

reflected in jlbimatign. whose syllabic structure is
t oim rirn .
L R
[ ]
ORORR
2'Y

Elision, the other rime reduction rule that applies in (38), elim-

inates not only the first of two adjacent rimes but also the V's asso-

h h
ciated with it: the result of Elision are forms like tet riggos. kK g-

hh
teros., nuk t olgn. Elision is stated below:

(41) Elision
(V)y v ['4

-]

-

I assume that the rime and syllable node associated with the deleted

“ pucleus are pruned automatically.
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Elision will be followed by the reassociation of the onsets left

3tray after the elimination of the first syllable. This step is shown

below:

(42) a. f ateros b. r
11 |

V CIC

EFlision rai r

Onset cai
reassoc. [ ///,T I
(1]
D, (

i
| 14

Note that the constituent structure of the syllable part left intact

h
by Elision is not affected: in tet rigzgs the syllable whose rime was
deleted by Elision had « branching onset (Eg). That piece of struc-

ture is carried intact into the new syllable created by Onset Reasso-

ciation, a rule stated below:
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(43) 0 R == \/R
!

To turn the output of Onset Reassociation or of Contraction into the
surface forms glhtergg, tet}}igggs, 2}¥5dos. we need to reassociate
[h]. vhich finds itself in syllable medial position, with the syllable
initial skeleton slot. The necessary rule is not a metathesis pro-

cess: in forms like phiados, that is

11N/

v

/
(k]

h has skipped over two skeleton positions before reaching the syllable
initial_g: Accordingly, I state it as the reassociation of h to the
syllable initial skeleton slot. Note that the formulation of the rule
makes crucial use of the assumption, unjustified until now, that h

occupies a distinct tier of the phonological representation:

(44) h-Reassociation

X...I§:. ==

[h]

X,Y a variables over
skeleton slots.

12

The reassociated h will now be in a position to trigger aspiration

h
assimilation in forms like nuklkl%lgn.__gp tlsheros from intermediate

(post rule (44)) forms
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We will see the relevance of rule (44) to the statement of aspiration

assimilation in the next chapter.

We have motivated so far one rule of h-displacement, rule (44),
vhich must apply in the synchronic phonology of Attic. This is not
the metathesis rule hypothesized by Kiparsky: it specifies that the
landing site of h is syllable initial position no matter where in the
syllable h originates; it applies within one syllable only rather than
across syllables (otherwise we would get not only k}hteros but also
'grhi ateros); it displaces a melodic unit that has no independent

skeleton position and does not acquire one.

Suppose now that the rule affecting inter-soncrant s's in Attic
was a rule changing 8 to h and suppose that the metathesis rule
required by Kiparsky's hypothesis also operates in Attic. The latter
will have to operate before h loses segmental status since its output

will have to be forms like

2—4
B
= el

in vwhich the loss or displacemont of h must leave behind an empty
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position in the rime. The necessary order of operations would there-
fore be: (a) somorant-h sequences are metathesized to h-sonorant; (b)
h loses segment status and becomes an autosegmentalized features of
aspiration; (c)‘ngeassociation applies. Consider now a derivation of

espéra 'sow-aor.-1st sg.' from /V-sper-s-a/:

(45)

ur espehra
}V (by s =» h) == ILE%}L& (by Metathesis)
OL R L

(by (44))

rf (by h-auto-segmental- == L 'V Ii

( iiﬁ?ion and ?T)) [5”f I

Jor T 0%7
oy

with the initial stop of the second syllable. By the rules motivated

above a tautosyllabic h should turn a syllable initial stop into an

h h o
aspirated stop (as in t oimation, p rodos). No difficulty arises if

we omit Metathesis from the derivation and attribute CL to the effects
of the Resyllabification rule (11). One must conclude then that there
is no rule of Metathesis in the synchronic grammar of Attic (and, to
the extent that the facts of (38) are panhellenic, in the grammar of
any historical Greek dialect). Consequently, the facts concerning CL
in the sigmatic aorists of sonorant-final stems are to be derived by

resyllebification.
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The analysis of h-Reassociation motivated here also gives the
reason why in the synchronic grammar of Attic the rule eliminating s
between sonorants must not derive an intermediate h-stage. To see

this consider the derivation of the genitive of an s stem like etos

'year', /etes-os/:

(46) etesos tehos t
LL"%E =) E%LZLl (by 8= b) I%I /CYF (by h-autosegmen-
lIﬁV L ”i II[h]IV talization)
RO iI 0 ROR
w0

The C left empty by the autosegmentalization of h will have to delete
in order to allow Contraction to apply in such forms. Contraction
will however create the conditions for h-Reassociation, whose result

h
will be ®*et 08, an incorrect form: the correct output is et3s:

(47) eff ir

(' (by Contraction) ==9 =2 (by h-Reassociation)

(1]
N

eventually .i I?\T

A

ZN
oég-;
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Before concluding let us try to determine whether the h-sonorant
metathesis could be a fact of Common Greek, even though Attic lost the

corresponding rule.

We know that the aspiration resulting from 8 landed outside of
its own syllable in prehistoric Greek. Lejeune (1972: 95) gives the
following rule: “la spirante h issue de ®*-s- entre voyelles s'est
souvent reportfe devant la premidre des deux voyelles si celle-ci

8tait initiale de mot." The clearest examples are:

(48) ewsy 'burn' ==3 eulf ==a heu§'

iseros 'holy ==3 iYeros == l'lieros

In preconsonantal position the aspiration resulting from s appears,

again, frequently on the initial vowel:

h h
(49)  Fsmai 'I sit' ==d § mai == Fhai
s 0 ] h h : h
wesnumi 'I wear ==P we numi ==% w ennumi ==% ennumi

The examples below are cited as illustrating an h migrating from

postconsonantal position to the initial vowel:

(50) ansi® 'rein' ==# h§ni§' (epic)
awsgs 'dawn’' == h"vhgs == hfa’g's n=) h§§s (Ion., epic)

arsma’'fitting' ==® arhma and hama

\.

It seems clear that h, when separated from the word initial by

only one nucleus was occasionally "metathesized” (in a loose, non-
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h h
technical sense) with that nucleus as in i eros ==3 _ieros and glmai

== 1‘Einai. The rule should be formulated to metathesize an entire

rime of the form

v (c)
with a following h. We may choose to state it as a variant on h-
Reassociation, assuming that, as in historical Greek, the prehistoric

displacement of h affected a floating segment:

(51) Attach h to the vowel of an immediately preceding

R constituent.

o

But whichever formalization we select, one consequence must be shared
by any statement: h lands in pre-nuclear position. Its displacement
and later loss of segmental status cannct lead directly to CL. For

pre-historic Greek too, CL effects in rﬁ. emgna etc. must be attri-

buted to resyllabification, not to metathesis<i18>.

5. Conclusion

We have seen that the conditions for compensatory lengthening are
created in Greek not only by a rule which deletes a segment in coda
position but also by rules which remove a coda segment from the syll-
able final C and resyllabify it. The resyllabified segment may be a

sonorant, as in
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EY T Y

a=8<F—%
=3

A==

—a—w
<S8

a=R3—¢

Q

or an obstruent as in

is o8 ==

iR
" Ih{lff /!

the Ionic outputs of Onset ¥ Deletion. Compensatory lengthening is

o

observed in both cases. The same type of derivation has been shown to

be necessary for an account of postconsonantal s- loss in the Attic
and Jonic paradigms of the sigmatic aorist of sonorant stems. The

statement of (1) as the mechanism of CL in Greek was thus

defended<19>.

By investigating interaction of (1) and resyllabification we have
also reached the conclusion that there exist two types of onsetless
syllables, and that each will acquire an onset segment by a different
type of resyllabification rule. We have seen that a three-dimensional
framework which includes a skeleton tier, can represent the difference

between the two types of onsetless syllables and predict which rules

derive what type.

I have left implicit so far a comsequence of this analysis which

concerns the representation of the surface temse: 1lax distinction
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exhibited by Attic mid‘long vowels. Attic distinguishes betweep lax
mid long vowels (as inlﬁ ‘whose -pl. masc.',h;g'n ‘whom-sg.fem') and
tense mid long vowels (as in On 'therefore', € 'if'). In such forms
the distinction must be considered underlying. Derived tense vowels
are created by the operation of (1), as in f§g_(from Eggg) 'one',f§g
‘whom-pl.masc.’' (from fégg) as well as by certain contraction types.

Since we have established that the long vowels resulting from (1) have

the structure

(52) x

N\

v c

vwe may suggest that their fenseness is simply the phonetic interpreta-

ion of the fact that they are linked to a VC sequence. This implies

that all tense vowels of Attic have the structure of (52) and, by

elimination, requires lax vowels to have the structure:

(55)
/\v

There is in fact independent support for (53) as the representa-
tion of lax vowels in Attic, and thus indirectly for (52) as the
structure of tense vowels. This comes from the analysis of the aug-
ment (part of the morphology of inperfeét and aorist) and of the per-
fect reduplication. We will see in the next chapter that the redupli-
cating syllable in the perfect consists of a CV prefix with no associ-
ated segmental melody. The V slot will be associated to a root segment

h
when the verb root begins with a vowel, as in the case of gp €1§ka,
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h
the perfect of 3p €17 'I owe':

N\

[n]

The result is a lax long mid vowel. We obtain the same result in the
augmented forms of the imperfect and aorist of vowel initial roots. I

assume that the augment is a segmentally empty V prefix:

h [] ] h-
(55) a. ¥st ion eat-imperfect-1st.sg.' (present est io)
sti-o-?

v.vé%u-c
(n]

b. §the1§sa ‘want-aorist-1st.sg.' (present Ethelij)

ANM]
[I]

The long lax vowels of the perfect, imperfect and aorist must be

attributed to the prefixation of a V slot to the already existing ini-
tial V of the root skeleton: there is simply no other way to charac-
terize the lengih/laxness distinction between augmented and unaug-
mented forms. Thus the need to represent lax vowels as VV sequences

410 established independently.

By eliminating the tense: 1lax distinction from the underlying

phonological inventory of Attic we can explain why it is manifested on
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the surface only by long vowels: short vowels are, by definition

linked to a single skeleton position<20>.

Finally, if ve take seriously the idea that all long vowels
resulting from CL must be VC units, we may be able to explain why cer-
tain languages like Finnish, while displaying vowel length contrasts,
do not exhibit any CL effects.<21> The reason might be that some
languages do not permit vocalic segments to be linked to C slots:
Finnish might be such a language. This hypothesis opens up the possi-
bility that CL is indeed a universal phenomenon, pace apparent coun-

terexamples like Finnish.
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Chapter 2 - Footnotes

1. I will not discuss here, for lack of relevant evidence, the
status of (1) as a convention rather than as a rule. The fact that CL
effects are encountered with remarkable reguls;ity in many languages
might suggest that the mechanism that gives rise to them is a univer-
sal convention. On the other hand, there are testable differences
between the ways a rule and a convention operate: omne would expect a
convention to take effect whenever its environment is met, in contrast
with a rule, whose applications are limited to once-every-cycle.

Before such evidence becomes available the issue musi be left open.

2. DeChéne and Anderson note that the intermediate development
of the nasal before s into a glide is attested in Aeolic, where the
glide, y, corresponds to the Ionic-Attic vowel length in forms like gk_h-
oisi (Ion.-Att. ektﬁ'si? from underlying /ekh-o-nti/ ‘they have'; pais
(Ion.-Att. _pE) from underlying /pant-s/ 'all'; tois nomois (Ton.-Att.
108 nomBs) from underlying /t-o-ns nom-o-ns/ 'the laws-ACC'. (The

h
change from /ektbnt:l/ and /pant-s/ to intermediate ek onsi, pans is

due to separate processes). We should, however, note that if the
monophthongizgation theory were to be seriously pursued, the Aeolic

h
glides in ek oisi, tois nomois etc., could not serve as models for the

glides that must be hypothesized for Ionic-Attic. N could not have
become a glide like y or v in Jonic-Attic since in cases like /pant-s/
the change of n to either y or w will yield *pais or "’_pgl_li, forms
vhich cannot be corrected into the attested La'_s_ by any stateable rule.
Thus, in order to account for the CL effects in Ion.-Att. ﬂ:h_is_i , p_'&'g,

t0s nomos the monophthongigation theory will have to posit either
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unattested types of glides that can be later contracted with the
preceding vowel or a direct contraction of the vowel-nasal sequence

into a long vowel.

3. Clements (1978 and 1982) and Sezer (1982) argue for such con-

ventions on the basis of data from Luganda and Turkish.

4. On the assimilation of w to a neighboring nonsyllabic
sonorant see Kiparsky 1967. On the evolution of the kw,tw clusters

see Lejeune 1972: 80, 182).

5. There do exist cases in which the restoration of an etymolog-
ical w will be disallowed by the meter (cf. Chantraine 1942: 116;
Parry 1934) and the existence of such cases opens up the possibility

that genuine forms of a w-less dialect were also part of the original

text.
6. More on this in Chapter 4.

7. A clear example of CL effects in Latin is the following:
before a continuant, 8 or f, the sequence vowel-nasal becomes a long
vowel, nasalized or not depending on the dialect or historical stage
of Latin. The rule is almost identical to that of Greek n =% g/
__8, the only difference being that the intermediate stage of the
pasalized vowels is recorded by the classical Latin orthography. Thus
classical spellings like consul must have stood for [kﬁbul] or
denasalized {kosul], as the archaic, but more sincere spelling cosul
indicates. The Romance languages inherited long denasalized vowels

from the word internal sequences vowel-nasal-continuant.
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8. Recall that we assume the labels Onset and Rime to have no
reality independently of the existence in the syllable of a left or
right branch. Thus, if there is no syllable initial C-slot, there is

no left branch and, by definition, no onset node.

9. Voice, irrelevant here, will be ignored (see Chapter 3, sec-

tion 5.5.3).

10. Note that stems ending in -nt like geront- 'old man’',
eleppant- 'elephant’, luont- 'loosen-pres.part.' have regular dative

- h- - o - 3
pPlaurals like gerosi, elep asi, luBsi, since rule (23) yields

. h . . . .
geronssi, elep anssi, luonssi, degemination reduces the nss sequence

h
t0 g3, and n is dropped before g, with CL as in _ens =9 _es, etc.

The long stem-final vowels of gerosi, eleph@si, lubGsi tell us that the

dative plurals of nasal stem endings are not exceptions to CL:
rather, they are subject to rule (23), which is followed by Degemina-

tion, which never gives rise to CL.

11. The class of segments to which (24) applies is more simply
stateable as: segments equal to or higher than 8 on the sonority
scale. I note that vowels, in particular high vowels, cannot occupy
non-nuclear positions in Greek, which excludes them independently from

the structural description of (24).

12. A more restricted version of (24), to which only stems
beginning in l,n,m and sometimes r are subject, applies after the pre-
fix en 'in': /en-lemma/ 'defect’, /en-mengy/ 'abide in', /en—rapt§/

‘sew up in' become ellemma, emmeng, erraptg though forms like enraptd

are also found.
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13. An alternative interpretation of these facts is that g can-
not be syllabified in inter-obstruent position -- a fact we will
establish in the next chapter -- and, as a result, is eliminated not
through Degemination but through the convention providing for the
erasure of stray segments an& skeleton slots. If so, the lack of CL

effects in the output of the simplification of susskeuazdg to

suskeuazdd will not be significant. The reason why I attribute the

cluster simplification in suskeuazd§ to a restricted version of Degem-

ination is that a cycle initiel unsyllabified consonant, like the ini-

tial 8 in the second member of sus-skeuazd§, is not eliminated, as

shown by compounds like ek-spag 'to draw out', ek-skeuos ‘without

equipment’', ek-strateuma 'expeditionary force', ek-stasis 'displace-

ment'. Note also that the sequence mmn (sum-mnemoneugd), which

includes mn, a cluster whose prosodic properties are identical to

those of s-stop clusters, surfaces unaffected by Stray Erasure. Since

Stray Erasure fails to apply in ek-spaQ and sum-mnemoneuJ we cannot

invoke it sus-skeuazd.

14. Note that this argument does not rely on the assumption that
any skeleton-less format will share with Kaye and Lowenstamm's

representations the property of positing empty onset nodes for all
vowel initial syllables. The argument is thus logically distinct from

the one made at the end of section (3.2.1).

15. For a list of the morphological environments in which 8 does

not delete see Smyth 1976 : 154-155.

16. Spelled peraf§n but containing a metrically guaranteed ini-

tial heavy syllable.
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17. Some examples of Aeolic degemination: emi 'I am' for emmi
€== ehmi, in a Thessalian metrical inscription where the meter indi-
cates that the spelling emi is not a scribel error (Thumb 1909 240);

epi-menios, mgna, both on mEEhk 'month' which usually yields -mgnnios,

menna (Meister 1882 :68); en-k’ee aleo spelled en-kheue (Alkaios 41,

cited by Meister 1862 :95) from khewlé, underlying /kheu-s-e/ ' pour-

aorist-3rd.sg', where the light quantity of the second syllable indi-
h

cates the degemination of the geminate w cluster of regular k ewwe;

h
bola (cited by Meister 1882: 143) for bolla &== bol a, Att.-Ion.

bGlg 'counsel’; imero-phanos (Sappho 39) 'with lovely voice', whose

h
first member, Att.-Ion. h![meros ‘desire' ( €== i amero-; cf. Skr.

ismfs- 'God of love', is- 'to desire') should be immero- in Aeolic.

One can also easily explain why 'degemination' is more frequent for
underlying Cw clusters than for underlying Rh,hR sequences: recall
that the assignment of Cw sequences seems to have been variably
heterosyllabic and tautosyllabic both in the homeric dialect and in
Ionic. Some amount of variation in this matter can also be attributed

to Aeolic, in which case forms like ksenos, gona will have two

sources: the degemination of attested ksennos, gonna (from earlier

ksen.wos, Egp.wa) and non-degeminated ksenos, gona (from earlier

kse.nwos, §9.nwa). If the incidence of correptio Attica is an indica-

tion in this matter, one may note that there are a few cases of tau-
tosyllabic assignment of Tr clusters in Sappho and Erinna (gathered in
Goebel 1876): it is then possible to claim that Cy clusters also

allowed, if marginally, the same tautosyllabic assignment.

18. Lejeune (1972:129) suggests a different metathesis theory,

according to which sonorant g sequences become g-sonorant and proposes
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an additional argument for it: Osthoff's Law, which shortens a long
vowel before a sonorant-C sequence, had not applied in m&nos

é=/mgns-os/ 'month-GENsg.' , Lesb. mgnnos, or in Att.-Ion. Gmos &=

Omsos ‘shoulder' . Had it applied, the Att.-Ion. forms would be

menos, omos, with the long tense vowels resulting from CL and replac-

h
ing intermediate shortened mén os or m&nsos, 6m 08 or Smsos; and Les-

bian would show m€nnos. If we assume metathesis, whether of

sonorant-s or sonorant-h sequences, and if this rule precedes

Osthoff's Law, then we can explain the Att.-Ion. forms. If, moreover,
Osthoff's Law precedes the gemination rule which turns Aeol. mgpnos

into m§nnos, that form too is accounted for. Note that the entire

argument turns in fact on the existence °f‘E§2225' since all Att.-Ion.
forms are explained if h-autosegmentalization and resyllabification
precede Osthoff's Law. One should also note that the metathesis
theory, insofar as its goal is that of explaining exceptions to
Osthoff's Law, must restrict metathesis to the intervocalic position:

h -
awsri- 'tomorrow' (on the root of .§§s) becomes aurion not #*gurion;

ptgrsn@ 'heel' (cf. Skr. parsnih, cited in Lejeunme 1972:219) becomes

Att. pterng. In both cases the original long vowel was shortened, as

if no metathesis was involved. This limitation on the proposed rule

seems arbitrary and reduces the merits of the argument for metathesis.

19. I have not addressed directly the question of whether the

lost consonant and the vowel lengthened in compensation for its loss

must be tautosyllabic. We know that 1lcss of an onset W, when not
accompanied by the resyllabification of a preceding segment does not
activate CL: ne.wos 'young' becomes n€.os in all dialects that lose w.

But we do not know in advance of analysis whether a postnuclear
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consonant which is not in the onset and not in the rime (as in (i))

will delete with or without CL:

(1) 4
c

Q= 0~ i N
ao—

qQ—O—aQ—N

o b
I
L

Q—o —a—n

The statement of (1) assumes that the consequence of an operation like
(i) will be no CL. The reason is formal: in order ot rule out CL as
a direct consequence of the deletion of an onset segment (like the
loss of w in newos) it is easier to restrict the environment of CL to
tautosyllabic segments, as we have done in (1), than to etipulate that

lost segments in the onset are disregarded.

20. We will continue to have to stipulate, as all other
accounts, that only mid vowels give a phonetic interpretation in terms

of tensenesas to the VV : (? contrast.
v %X
X

21. Paul Kiparsky (p.c.)
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Chapter 3 : Attic Syllable Structure

1. Introduction

This chapter contains the main elements of an analysis of Attic
syllable structure: it discusses the available evidence on the sur-
face syllabic assignment of consonant clusters; it builds from it an
analysis of Attic onset and coda structure; it puts forth a hypothesis
about the relation between phonotactics and syllabification in this

dialect; it argues for a number of ordering statements about syllabif-

ication operations.

The chapter is built around one of the proposed syllable building
rules of Attic. This rule, given in (1), says that a stop may be
incorporated into a rime just in case it is segmentally linked (in the
sense discussed in Chapter 1 section 1.3.1) to a following position in
the word template: a skeleton slot already incorporated into syllabic

structure or an extrametrical wcrd final slot.

(1) 7 ?\\

X C C == X C C ~ iff C is segmentally linked to
1 2 1 2 1

-80n -80n 2 2
-cont -cont
The interest of rule (1) is that it provides us with important

information on the process of syllabification. Thus the environment

of (1) mentions a skeleton slot, C, » whose syllabic status must

C and C is in the word template.
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already be determined by the time (1) applies: qz is in the word tem-
plate by virtue of holding a position in e following syllable or by
virtue of being the extrametrical comsonant allowed at the end of
Greek words. This implies that the rules determining whether Cqis or
is not part of the next onset apply before rule (1): I will take here

the position that the rules providing for the creation of Attic onsets

are ordered before (1).

Rule (1) will also figure prominently in clarifying another
aspect of the derivational history of Attic surface syllabification:
in discussing the assimilation rules that bring about the segmental
link mentioned in rule (1), we will discover that many of them require
that the segments undergoing them be heterosyllabic. We will see for
example that minimally different clusters like po and bn differ in
their ability to undergo a rule of nasal assimilation: bn becomes mn
but m does not. This fact will be seen to correlate with a differ-
ence in syllabic assignment: p is an onset cluster in Greek whereas

bn, and any other voiced stop -nasal sequence, is not. We will

observe however that underlying clusters satisfying the description of
Attic onsets also act heterosyllabic in that they do undergo certain
assimilation rules when they are separated by a major (level 2) suf-
fixal boundary. This, we will attribute to the fact that the sylia-

bification rule creating complex onsets like pn is a leve;=1 rule

which stops applying after level 2 affixation. The segmental linking

condition on rule (1) will provide one of the steps in this argument:

a cycle final sequence like
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cannot be fully syllabified on the relevant cycle because the stop

does not satisfy the conditions of rule (1). The cycle final p is

stray and thus ia in principle available for syllabic incorporation on

the next cycle: it should undergo the onset formation rule responsi.-
ble for onset clusters like Ppn, if a sonorant follows. If it does, it
should become inaccessible to assimilation rules requiring heterosyl-
labic clusters. Thus the observation that such assimilation rules do
apply when an underlying cluster like EE.is separated by a level 2

suffixal boundary is an indication that the relevant onset formation

rule ceases to apply at level 2.

This partial difference between the syllabification of different
levels is quite revealing. If syllabification processes are
structure-building rules with the same ordering privileges as cyclical
phonological rules then we would expect exactly this sort of si*ua-
tion: some syllabification rules could be restricted to certain lexi-

cal levels, others will apply throughout the lexical component, still

others could be post-lexical.

The structure of the chapter is as follows: after selecting what
I think are the only reliable indicators of the syllabic assignment of
. consonant clusters, I give an analysis of the Attic onset structure.
The analysis of coda structure which follows requires a long excursus
into the segmental assimilation rules that create the conditions of
applicability for rule (1). I establish what clusters of stop - con-

sonant are segmentally linked matrices and, in some cases, I give
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arguments based on the Greek evidence that the relevant assimilation
rules must be autosegmental operations. Finally, I show how onset and
coda structure interact in predicting which underlying clusters will
be exhaustively syllabifiable and which ones will be only partially
80: We will see that only the syllabified portions of the latter sur-

face word internally.

2. Bvidence for syllabification in Attic

Eduard Herrmann mentions in the introduction to his 1923 study of
syilabification in Greek and Indo-European six sources of information

used by him in determining syllabic divisions in Greek:

(a) The so-called Rhythmic Law governs the alternation between

-otero-/ -gtero- and -otato-/-Jtato, the comparative and

superlative allomorphs. The versions with a lengthened theme
vowel follow in general a light stem final syllable. So from
clear contrasts like kagmoteros ‘lighter’': ne§teroa 'younger'
one can hope to determine the syllabification of less clear

cases like makroteros 'longer’.

(b) Wheeler's Law is an accent retraction 9henomenon: final
accented words of dactylic rhythm G—GEE#Q retract their
accent onto the penult. Again, the behavior of some clear
cases like ®*poikilds =» poikflos ‘variously colored' is
used to determine the syllabification of clusters whose

assignment is debatable like ®patrasi = patrési.

—————




(c)

(a)

(e)
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Partial and total assimilation rules: Herrmann assumes that
such assimilations take place only among members of a hetero-
syllabic cluster. He provides a list of systematic and
sporadic cases of assimilation documented throughout the

Greek territory.

Compensatory Lengthening (CL) following loss of a segment:
Herrmann is aware of the fact that the prosodic weight of
& syllable, which he assumes CL is meant to preserve,

concerns only rimes, not onsets. Thus the loss of a

nsegmeﬁfmﬁiiiwénsuing CL is used as an indication that it

had occupied a rime position,

Prosody: here Herrmann takes the position that a syllable
scanned as heavy by the meter is closed or contains a long
nucleus<1>. Accordingly, the prosodic behavior of consonant
clusters, their ability to 'make position', is taken as

evidence of syllabic assignment.
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(f) Spelling: one dialect of Ancient Greek, Cypriot, has a
syllabic script whose limited inventory of signs (only CV,
V syllables correspond directly to a sign in the Cypriot
syllabary) requires special conventions for representing
complex onsets and codas. These conventions appear to
depend on the syllabification of consonant sequences:
clusters are broken up into CV units by copying after
each consonant the nuclear vowel of the syllable to which
that consonant belongs. Less useful indications about
syllabic boundaries come from frequent geminate spellings
of the type essti (for 2333), which Herrmann takes to show

that the geminate consonant is ambisyllabic.
I would like to add the following remarks on Herrmann's tests:

(a) The Rhythmic Law is clearly not an alternmation reflecting
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