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ABSTRACT

This thesis investigates some consequences of the theory of formal feature-
checking in the minimalist program for linguistic theory (Chomsky 1992, 1994a,
1995b). More specifically, I will explore the significance and implications of the
theory of multiple feature-checking. The main purpose of this thesis is to demon-
strate that the theory of multiple feature-checking enables us to give a natural and
consistent explanation of some less-familiar phenomena in the literature under the
generative tradition, phenomena in which some of the grammatical functions al-
leged to be associated with a certain grammatical relation are split up from them
into some others (Grammatical Function Splitting).

Part I offers a brief sketch on the previous studies on “grammatical relation”
and “grammatical function” (Chapter 1) and a concise introduction of the funda-
mentals of the theory of multiple feature-checking together with the other minimal-
ist notations/techniques particularly prerequisite to the discussions that follow in
this thesis (Chapter 2).

In Part II (Chapter 3 and 4), it is shown that some raising constructions, which
have been scarcely studied in the literature under the Principle-and-Parameters ap-
proach, can be offered a consistent account by the theory of multiple feature-
checking.

Part III (Chapter 5 and 6) argues that the theory of multiple feature-checking
provides a clue for elucidating the optionality of movement, which is sometimes al-
leged to be seriously problematic under the theory of economy and movement in
the minimalist program of Chomsky (1992, 1994a).




Part IV (Chapter 7, 8, 9, and 10) deals directly with phenomena involving
grammatical function splitting. There it is demonstrated that these varieties of
grammatical function splitting can be given a natural and consistent explanation
with the aid of the theory of multiple feature-checking,

Concluding remarks together with a comment on the further applications of the
theory of multiple feature-checking will come in Chapter 11.

Thesis Supervisor: Noam Chomsky
Title: Institute Professor
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ABBREVIATIONS

The following abbreviations are used in this thesis:

1,2,3

COMP
cop
DAT
DEC
DEL
DES
DET
DUB
EP
ERG

FV
GEN

HON
HT
IMPF
IND

" INF
INST
INV

NEG
NOM
NOMINL
OBIJ

firs, second, third person
ablative

absolutive

accusative

active (Apachean)
adjectiviaizer (Tamil)
article

associative

aspect marker
classifier
complementizer
copula

dative

declarative (Korean)
delimitative (Quechua)
desiderative
determiner

dubitative

epicene

ergative

expletive

female

future tense

final vowel (Bantu)
genitive

habitual marker
honorification marker
honorific title (Korean)
imperfective
indicative

infinitive
instrumental

inverse (Apachean)
male

neuter

negation

nominative
nominalizer

objective (Dutch)

PART
PARTIC
PASS
PAST
PERF
PL
POSS

POT
PROG
PRES

REC PST

REF
SG

SS
TOP
TRNS
VAL
VERBL
vbl

EXP
OBJ

SUBJ

particle

participle

passive

past tense

present perfect
plural

possessor /
possissive-marker

potential
progressive

present tense
interrogative marker
recent past (Bantu)
relative marker
reflexive

singular
same-subject marker
topic marker
transitivizer
validator (Quechua)
verbalizer

variable

experiencer
logical, underlying
object

logical, underlying
subject
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Chapter1
GRAMMATICAL FUNCTIONS AND
GRAMMATICAL RELATIONS

0. Introduction'

Grammatical relations have been traditionally (e.g., as in Panini’s grammar (cf.
Kiparsky & Stall 1969, Cardona 1994, and, especially, Kiparsky 1981)) and are
presently regarded as intermediary abstract entities that fill the role of relating se-
mantic roles such as “Agent”, “Patient”, etc. with their surface representations (cf.
Marantz 1984, Andrews 1985, and Miiller-Gotama 1994). It has been commonly
held that they are formally encoded by means of case-marking or word-order. Irre-
spective of the important question as to what grammatical relations are or how
they are defined (cf Marantz 1984), however, it is widely postulated under most
syntactic theories that an argument with a particular grammatical relation assumes
particular functions in syntactic respects (notably under Relational Grammar (cf.
Johnson 1974a,b, 1977; Perlmutter & Postal 1983b; and Perlmutter 1984)). The
“subject” in a clause, for example, is believed to assume the “subject properties”

such as the abilities to induce subject agreement, to bind a (subject-oriented)

! I wish to thank Noam Chomsky, Alec Marantz, Ken Hale, and Howard Lasnik for
their assistance to my writing this chapter.
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reflexive, to control (the missing subject in a coordinated clause, in a rationale
clause, etc.), etc. (cf Keenan 1976a, Li & Thompson 1976, Schachter 1977, Perl-
mutter 1984, Foley & Van Valin 1984, Andrews 1985, Comrie 1988, 1989, Dixon
1989, inter alia).” In this thesis the properties that an argument with a particular
grammatical relation is believed to bear will be called GRAMMATICAL FUNCTION: For
" instance, the aforementioned syntactic properties that the “subject” in a clause is

believed to have are called suBJECT functions.’

Despite this purported correlation between grammatical relation and grammati-
cal function, it has sometimes been pointed out that if we take a closer look at
things concerned cross-linguistically, we readily realize that such grammatical
functions that an argument with a particular grammatical relation is believed to
bear are not absolute ones, but they vary from languages to languages or even
from constructions to constructions in a single language (see Andrews 1985, Com-
rie 1989, Bhat 1991, and Palmer 1994, among others). These kinds of phenome-
non in which grammatical functions are split up, therefore, can hardly be given any
‘consistent account under the theory that regards grammatical relations as absolute.
Since grammatical relations are regarded as intermediary abstract entities that re-
late semantic roles with their syntactic functions as mentioned above, the existence

of grammatical function splitting seriously challenges the usefulness of the notion

2 See Harley (1995a) for discussion on the subject properties and a survey to the
other approaches to them from the viewpoint of the recent PP-approach.

’ Hence they should be distinguished from such notions as “Agent”, “Patient”, or
“Experiencer”, which are sometimes referred to as “grammatical (or semantic) roles” (e.g.,
Foley & Van Valin 1984, Comrie 1989, Dixon 1989, Palmer 1994, and others), though
they are called thematic-roles (6-roles) in the PP-approach. Cf. Chomsky (1981). The usage
of “grammatical functions” here is, hence, essentially equivalent to their usage under Lexical
Functional Grammar (cf Bresnan ed. 1982, Mohanan 1994, and, especially, Kaplan &
Bresnan 1995).
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Grammatical Functions and Grammatical Relations

“grammatical relation”, as a lot of authors have pointed out (most notably, Keenan

1987, Comrie 1989, and Bhat 1991).

This thesis is devoted to exploring a uniform treatment of these grammatical
function splitting phenomena under the minimalist program developed by Chomsky
(1992, 1994a, 1995b) and others. Thus, it is inevitable to touch upon the issues
concerning the notion “grammatical relation” and its relevance to GRAMMATICAL
FUNCTIONS. In what follows in this chapter I will (very succinctly) sketch out some
major approaches to those issues and, after that, I will, in advance, indicate the
consequences the theory of multiple feature-cheking advocated throughout this

thesis brings to those issues.

1. Approaches to Grammatical Function Splitting

As indicated above, to give a consistent account of grammatical function split-
ting is very hard for the theory that regards grammatical relations as the only and
absolute method to determine GRAMMATICAL FUNCTIONS. Under such frameworks
as Lexical Functional Grammar (LFG) or Relational Grammar (RG), both of which
regard grammatical relations as primitives, therefore, they are trying to capture
those grammatical function splitting phenomena by assuming that each particular
GRAMMATICAL FUNCTION of an argument is not necessarily linked exclusively to a

particular “grammatical relation” that the argument bears. More specifically, they

introduce two types of representation/relation: In LFG (or its more recent version,

Lexical Mapping Theory (LMT) (cf. Bresnan & Kanerva 1989)), some GRAMMATI-
CAL FUNCTIONs of an argument are linked to the role the argument bears in GF

(Grammatical Function) Structure and the others are linked to the role the
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argument bears in SEM (Semantic) Structure (cf. Levin 1985a, Mohanan 1994,
and, especially, Kaplan & Bresnan 1995). In RG, some grammatical functions of
an argument are linked to the “relation” the argument holds in the “initial stratum”
and others are linked to the “relation” the argument holds in the “final stratum” (cf.
Perlmutter 1982, 1984, and Blake 1990).*

Although I will not touch on those frameworks let alone others such as HPSG
any more in this thesis, I should comment, here, that these frameworks, regardless
of how they succeed (or fail) on empirical grounds, are never compatible with the
view according to which the theory of grammar consists of minimal assumptions
that are prerequisite on conceptual grounds alone (i.e., the minimalist program (cf.
Chomsky 1992, 1994a, 1995b)), the view which is premised in this thesis. For in-
stance, some of the aforementioned frameworks assume several types of artificial
representation that are devised for theory-internal grounds alone (LFG and RG) or
some of them assume a version of the phrase structure rules (HPSG (cf. Pollard &
Sag 1994)). Those artifacts were also assumed in the so-called GB theory, but
have been discarded in the minimalist program for the reason that they have no
virtual conceptual necessity for the study of human language (cf. Chomsky 1992,
1994a). In this thesis I will attempt to provide a minimalist theory of grammatical
function/relation with the aid of the theory of (multiple) feature-checking. This
means that the theory of grammatical function presented/developed/advocated in
this thesis is supposed to be free from any conceptually unnecessary

assumptions/devices.

More specifically, the theory proposed in the present thesis is intended to de-

rive a situation where we have to have nothing in order to explain all the things

4. For some discussion on the treatment of grammatical relations in several frame-
works and their comparison, see Hoekstra (1984), Marantz (1984), and Williams (1984).
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with respect to grammatical functions/relations (including grammatical function
splitting phenomena): All we have to have for this purpose should be conceptually
necessary for the science of natural language. In this sense, as long as the minimal-
ist program is valid for the study of human language as Chomsky (1992, 1994a,b,
1995a,b) extensively claims in depth, the theory of grammatical function/relation
that will be advocated in what follows is conceptually superior and preferable re-

gardless of its empirical validity.

2. GF Splitting in the PP-Approach

In the principles-and-parameters approach (PP-approach) to the theory of
grammar, grammatical relations have been regarded as not absolute but derivative
(cf. Chomsky 1981 and Marantz 1984), following, basically, Chomsky’s (1965)
idea that they should be structurally derived.” However, there are very few remarks
on grammatical function splitting in the literature under the PP-approach. This
could be because it has been presumed under this framework that grammatical
relations are very closely related to structural relations. Chomsky (1981: p.42), for
example, proposed that the notation “[NP, S]” (NP that is immediately dominated
by S) expresses the “subject of S”; that is, [NP, S] assumes the GF (grammatical
function) of suBJECT (cf. Marantz 1984). Because, under the so-called GB theory,
structural relations are unambiguously determined owing to the Projection Princi-
ple and the ‘conventional’ X-bar theory (cf. Williams 1984), it is hard for this

theory to give an account of the case where the grammatical functions that are

> Perlmutter & Postal (1983b) attempted to show inadequacies of Chomsky’s (1965)
structure-based definition of grammatical relation, though they merely showed that the cor-
relation between grammatical function and grammatical relation is not uniformly deter-
mined. That is, they showed that grammatical function splitting cannot be handled properly
under the structure-based theory of grammatical relations.
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supposed to be linked with a certain grammatical relation are split up, unless we

reinforce it with other notions like “D-strucure positions” (cf. Belletti & Rizzi

1988). Put differently, under this theory, positions at “S-structure” and D-
structure” were very crucial to determine what kind of grammatical function/rela-
tion an given argument bears in the clause ® And structural positions were unambi-
guously determined by the Projection Principle and the ‘conventional’ X-bar

theory.”

3. A Minimalist Approach to GF Splitting

Under the minimalist framework that was initiated by Chomsky (1992) and has
been being developed and elaborated by the subsequent work such as Chomsky
(1994a, 1995b), the Projection Principle and the ‘conventional’ X-bar theory have
been abandoned due to their lack of (virtual) conceptual necessity; as a conse-
quence, the structural relation of a given element, under the minimalist syntax, are
defined in terms of the relation the element has in connection with other elements
in the structure (Chomsky 1994a and Ura 1994a). In other words, structural posi-
tions are not unambiguously determined. This gives rise to a situation in which we
can no longer relate grammatical relations to structural relations in a uniform fash-

ion, for, structural relations are no longer absolute in the minimalist framework.

6 Cf. Williams (1984), where it is pointed out that 6-roles and nominal cases are also
crucial in this respect under the PP-approach. Cf, also, Marantz (1984).

7 Muysken (1982), which tried to derive the structural relation of a given element,
not from its geometrical position in the structure, but from the relation it holds to other ele-
ments in the structure, is an exception in this regard. As will be eveident, this is closely re-
lated to what I will propose in this thesis. Thanks to Noam Chomsky (p.c.) for bringing this
point to my attention.
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~ Nevertheless, there is a relationship that can be absolutely (and unambiguously)
determined in the minimalist theory; namely, relationship that is created by formal
feature-checking. In the theory of Chomsky (1995b), it is assumed that formal fea-
tures such as Case-features or categorial features are syntactic primitives and that
they play the role in entering into checking relations. Therefore, it is natural to hy-
pothesize under this theory that grammatical relations/functions are related to

ckecking relations.

Here it is important to note that, as long as the feature-checking theory is free
from conceptually unnecessary assumptions, the theory of grammatical functions
and relations just sketched in the above passage is also free from them. Thus, it
should be emphasized that it has a good advantage on conceptual grounds over the

other approaches.

In this thesis I claim that, in addition to its superiority on conceptual grounds,
this theory, also, has empirically wide advantages: As I will demonstrate, in depth,
in the chapters that follow, it provides us with a good apparatus to handle ap-
propriately the aforementioned phenomena concerning grammatical function split-
ting, if the theory of multiple Specs and multiple feature-checking, which I will
develop and elaborate in what follows, is assumed; for, according to the theory of
multiple feature-checking (cf., also, Chomsky 1995b, Collins 1995a, and Ura
1994a), there may be a case where a head H enters into more than one feature-
checking relation (see Chapter 2: §2 for more detail). Now suppose that if an argu-
ment y has a feature-checking relation with Infl, then y assumes the grammatical
function suBsEct. Then, in a language that allows Infl to enter into multiple
feature-checking relations with arguments, there may be multiple subjects in a

clause.® Moreover, a certain grammatical function of SUBJECT is automatically

See Ura (1994a) for several instances of multiple subjects in a variety of languages.
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function that is concerned with the ability to control (the missing subject in an ad-
verbial/subordinate/coordinate clause) is linked exclusively to ¢-feature checking
with Infl (as suggested by Chomsky 1995b). Thus, only the argument that enters
into a ¢-feature checking relation with Infl assumes this property of suBJECT and
nothing else has this property of SUBJECT unless it enters into ¢-feature checking
relation with Infl even though it counts as a suBJEcT for the reason that it enters

into a checking relation, say, nominative Case-checking relation, with Infl’

Moreover, the theory of multiple feature-checking advocated in this thesis pro-
vides a natural account of another kind of grammatical function splitting. Marantz
(1991: p.234) holds:

Recent investigations of languages with nich morphological case and agreement sys-

tems strongly indicate that the relationship between abstract Case and morphological

case and agreement is indirect, at best.
This kind of disparity between case morphology and agreement is naturally ex-
pected under the theory of multiple feature-checking, according to which several
formal features of a single head can be checked by an independent element. As we
will see in Chapter 9, the ¢-feature and the nominative Case-feature of T in Japa-
nese , for example, can be checked independently; therefrom, the so-called Dative
Subject Construction, where the dative DP checks the ¢-feature of T and the

nominative DP checks the nominative Case-feature of T, results naturally.

This approach to grammatical functions by means of the theory of (multiple)
feature-checking has a consequence with regard to the notion “grammatical rela-

tion”. Under the theory of (multiple) feature-checking advocated in this thesis, the

s See Ura (1994a) for several instances of multiple subjects in a variety of languages.

? In the chapters that follow, we will see a good deal of empirical evidence in favor of
this claim.
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notion “grammatical relation” is, at best, of little use. To tell what kind of gram-
matical (syntactic) function a given argument bears under this theory, it is suffi-
cient for us to discern what kind of checking relation it enters into with what kind
of functional head. Recall that it has been traditionally assumed that an argument
with a grammatical relation like SUBJECT or OBJECT has the common grammatical
functions, and that grammatical relations are regarded as intermediary abstract en-
tities that relates these (syntactic) functions to the argument with a particular
thematic-role. Now that we can establish this relation between grammatical func-
tion and an argument without referring to grammatical relation, the notion “gram-

matical relation” is of no use in this regard.

In this thesis, by applying multiple featﬁre-checking (see Chapter 2 for detail)
under the minimalist theory of Chomsky (1992, 1994a, 1995b) I will pursue the
hypothesis introduced above with regard to grammatical function. The purpose of
the present thesis is, thus, to establish a theory of grammatical function/relation in
the minimalist program for linguistic theory, through exploring the phenomena
concerning grammatical function splitting with the aid of the theory of multiple

feature-checking.

4. The Organization of the Present Thesis

This thesis is organized as in the following way: In Chapter 2 the fundamentals
of the theory of multiple feature-checking are introduced together with other mini-
malist notations/techniques relevant to the discussions that follow in this thesis. In
Chapter 3 the “long distance” raising constructions that Ura (1994a) tried to deal

with under the “Multiple Subject Hypothesis” are reexamined under the theory of
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multiple feature-checking. Chapter 4 deals with the construction in which multiple
genitive-marked DPs appear in a single DP and its interaction with the so-called
“Possessor-Raising”. In Chapter 5, it is shown that the cross-linguistic variety of
the so-called “Double Object Construction” can be neatly accounted for by a very
simple parametric difference in terms of the ability of a relevant feature to enter
into multiple feature-checking relations. In Chapter 6 it is demonstrated that Japa-
nese allows an optional overt object shift, and the theoretical consequences of the
optionality of Japanese object shift will be considered under the multiple feature-
checking theory. Chapter 7, 8, 9, and 10 deal directly with phenomena involving
grammatical function splitting. Chapter 7 deals with “Active/Inverse Voice Al-
ternation”, Chapter 8 “Anti-Impersonal Passives”, Chapter 9 “Dative/Quirlky Sub-
ject Construction”, and Chapter 10 “Locative Subject and the Existential
Construction”. We will see in those chapters that the theory of multiple feature-
checking advocated in this thesis provide a natural account of all these phenomena
with grammatical function splitting in a very consistent way. Concluding remarks
together with some comments on the further applications of the theory of multiple

feature-checking will come in Chapter 11.
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Chapter 2
MuLTIPLE FEATURE-CHECKING AND
MINIMALIST ASSUMPTIONS

0. Introduction

Throughout this thesis, I assume, as its main framework, the minimalist pro-
gram for linguistic theory initiated by Chomsky (1992) and advocated by his and
others’ subsequent work, and I particularly adopt some of the leading ideas devel-
oped by Chomsky (1994a) and, especially, by Chomsky (1995b), in specific con-
texts. Putting aside the general issue of the entire validation of the minimalist
theory as the theory of grammar of human language (cf. Chomsky 1992, 1994a,b,
1995a,b), I will, in this chapter, just briefly sketch out some of the major concep-
tions and assumptions of the minimalist theory, which will turn out to be crucial in
the discussions in the chapters that follow.' In the sections that follow §1 I will an-
tecedently introduce the core parts of some major proposals presented in this the-

sis, leaving full discussions on them to relevant chapters.

! For a more extensive introduction of the minimalist program, see Lasnik (1993) and
Marantz (1995). Thanks to Noam Chomsky, Chris Collins, Ken Hale, Howard Lasnik, To-
shi Oka, and Asako Uchibori for their comments on an earlier version of this chapter.
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1. Outline of the Minimalist Theory
1.1. Conceptual Backgrounds

According to Chomsky (1992, 1994a, 1995b) the minimalist program for lin-
guistic theory aims at establishing the theory of grammar of human language by
postulating only minimal assumptions that are necessary and essential on conceptu-
al grounds alone. As a consequence, there exist a few (hopefully, only one) set(s)
of universal pn'nciplé and a finite array of options as to how they apply (namely,
| parameters). This is the way to approach the so-called Plato’s problem (Chomsky
1986a, 1988, 1991a,b, 1995a) or the “perfectness” of language (or language facul-
ty of human being) under the minimalist program (Chomsky 1992, 1994a, 1995b).
Now the task of the minimalist program is to show by utilizing these highly re-
stricted options in UG, that the apparent richness and diversity of linguistic phe-
nomena is illusory and epiphenomenal and that it results from the interactions of

the principle(s) and limited sets of fixed parameters.

In the minimalist theory advocated by Chomsky (1992, 1994a, 1995b), two lin-
guistic levels are postulated and only those levels are assumed: they are necessary
and essential for the linguistic theory as interface with the performance systems
(namely, articulatory-perceptual (A-P) and conceptual-intentional (C-I) systems).
It is also assumed that there is a single computational system C,; for human lan-
guage and only limited lexical variety, whereby, variations of language are essen-
tially morphological (Chomsky 1994a: p.3). C,; should be interpreted as mapping
some array A of lexical choices to a pair (7, A), a linguistic expression of a particu-
lar language L, where 7 is a PF representation and A is an LF representation, each
consisting of legitimate objects that can receive an interpretation. Chomsky

(1995b: p.223) maintains that C; is strictly derivational, but not representational,
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in that it involves successive operations leading to (m, 1).> Thus, C,; (namely,

computation)

typically involves simple steps expressible in terms of natural relations and proper-
ties, with the context that makes them natural “wiped out” by later operation, hence
not visible in the representation to which the derivation converges. Thus in syntax,
crucial relations are typically local, but a sequence of operations may yield a repre-
sentation in which the locality is obscured. [Chomsky 1995b: p.223]

A particular language L is an instantiation of the initial state of the cognitive
system of the language faculty with options specified, and L determines a set of
derivations (=computations). A derivation converges at one of the interface levels
if it yields a representation satisfying Full Interpretation, a condition which requires
that every entity at an interface level be interpreted. A derivation converges if it

converges at both interface levels, otherwise, it crashes.

The array A of lexical choices, which is mapped to (w, A) by C,;, is the thing
that indicates what the lexical choices are and how many times each is selected by
C,; in forming (n, A). Let Numeration be a set of pairs (LI, /), where LI is an item
of the lexicon and 7 is its index, which should be understood to be the number of
times that LI is selected. Then, A4 is a numeration N, C; maps Nto (m, A). C
proceeds by selecting an item from N, reducing its index by 1. C; crashes if all in-

dices are not reduced to zero (cf. Collins 1995b).

At some point in the computation to LF (i.e., the computation from N to 1),
there is an operation SPELL-OUT, which applies to the structure X already
formed. SPELL-OUT strips away from Z those elements relevant only to , leav-

ing the residue ¥, which is mapped to A by syntactic operations. The subsystem of

2 See Collins (1995b), Ura (1994b, 1995a), and, especially, Collins (1996) in addition

- to Chomsky (1995b) for more discussion on this successive nature of the derivation of

structures and its relation to the Economy Condition. Cf §1.5 and §3.4.3 below.
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C,; that maps X to = is called the “phonological component”, and the subsystem of
C,; that maps X to A is called the “covert compornent”. The pre-SPELL-OUT
component is called the “overt component”. In this system, therefore, there is no

direct relation between A and &}

1.2. Derivational Model for Structure Building

Given the numeration N, the operations of C; recursively construct syntactic
objects from items in NV and syntactic objects already formed (cf. Kitahara 1994).
One of the operations of C,;, what we will call Select, is a procedure that selects a
lexical item LI from N, reducing its index by 1, and introduces it into the deriva-
tion. Another operation, what we will call Merge, takes a pair of already formed
syntactic objects and replaces them by a new combined syntactic object. The op-
eration Move forms a new syntactic object A from two already formed syntactic
objects k and o, where k is a target and o is the affected, by replacing x with {I",
{a, k}} (= A).* Since (syntactic) structures are formed only by these three opera-

tions, they are built derivationally in a bottom-to-top fashion.’

3 See Brody (1995) for a different view in this regard.

4 I" is the label of A. The label of K, which identifies the type to which K belongs, is
determined derivationally (see Chomsky 1994a, 1995b for detail).

3 See Watanabe (1995b) for more extensive discussion on structure building under
the “bare” phrase structure theory of Chomsky (1994a, 1995b).
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1.3. Formal Features and Their Checking

Following Chomsky (1995b), this thesis premises the following assumptions

concerning formal features:

@ Formal features (FFs) are the features that have the fdllowing properties:
()  They are syntactic objects accessible in the course of C,, and
(ii) they are encoded in (or assigned to) a lexical item.
Among them, ¢-features like gender, person, or number, Case-features like nomi-
native or accusative, and categorial features like D-feature are important in this

thesis.

@ FFs undergo the operation Feature-checking, which derives movement un-

der the Last Resort Condition (cf. §1.5 below).
@ Feature-checking always takes place between two features of the same sort.

® Feature-checking takes place only within the checking-domain of one of the

features to be checked.’

® Checked FFs are deleted when possible (see §2 below). Deleted FFs are
erased when possible. Deleted FFs are invisible at LF, but accessible to syntactic

operations. Erased FFs are not accessible at all in Cy.

® There are [+interpretable] and [-interpretable] FFs. [—interpretable] FFs

must be checked and deleted at LF, at the latest, while [+interpretable] ones need

s As we will see below, feature~checking should not necessarily be a one-to-one rela-
tion. One-to-many, many-to-one, or even many-to-many relation is possible for feature-
checking. For feature-mismatch, see Ura (1994a,c) and Chomsky (1995b: §5.6).

7 See Chomsky (1992) for the definition of MINIMAL DOMAIN and CHECKING DOMAIN.
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not be checked or deleted. [—interpretable] FFs that remain undeleted at LF cause

the derivation to crash.

® There are strong FFs and weak FFs. Strong FFs must be checked and de-
leted before SPELL-OUT, while weak ones can be checked at LF. Strong FFs that

remain unchecked at PF cause the derivation to crash.®

Throughout this thesis I adopt Chomsky’s (1995b: §4.5.6) stipulation that
elements introduced by Merge in its 6-position cannot enter into any checking rela-
tion at that position. For example, SUBJ introduced in a Spec of v never enters

into any checking relation unless it moves to somewhere else.

1.4. Agr-less Feature-Checking Theory

Throughout this thesis, following Chomsky’s (1995b: §10) proposal that
AGR-projections, which have played a very crucial role in the earlier minimalist
theory (Chomsky 1992, Lasnik 1993, and Watanabe 1993, inter alia), should be
discarded on conceptual grounds, I assume the Agr-less feature-checking theory
suggested by Chomsky (1995b: §10), according to which the nominal feature of
SUBJ and that of OBJ in an active transitive clause are supposed to be checked off
at a Spec of T and at a Spec of the higher head of the two-layered VP-shell (cf.
§3.2 below), respectively, if these checkings are supposed to take place before
SPELL-OUT, as illustrated in (2-1) below (see §3.1 below for discussion on the
placement of the shifted OBJ and the base-position of SUBJ):

s This statement is imprecise, however. See §3.1 and Appendix in this chapter for the
strength of FFs.
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Following Chomsky (1995b), v is meant to stand for the higher head of the two
layered VP-shell for a simple transitive verb. (Throughout this thesis I use SUBJ
and OBJ to refer to the logical, underlying subject and the logical, underlying ob-
ject, respectively (see §3.2 below for the notions “the logical, underlying” subject

and object).)

1.5. Economy of Operations and the Theory of Attract

The leading idea of Economy is as follows (cited from Chomsky 1995b: §2.1):
At a particular stage X of a derivation, we consider only continuations of the d¢ri-
vation already constructed; in particular, only the remaining parts of the numer-
ation V. Application of the operation OP to X is barred if this set contains a more
optimal (convergent) derivation in which OP does not apply to £ (cf. Ura 1994b,
1995a, and Collins 1995b, 1996). Chomsky (1995b) assumes that the operations
Select and Merge are “costless” in terms of economy consideration (cf Bobaljik
1995b and Collins 1995b).

In the system of Chomsky (1992, 1994a), several kinds of economy condition
were independently stipulated. Greed and Minimal Link Condition (MLC) were

such conditions, and they individually played a role in constraining the operation
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Move (cf. Lasnik 1993, 1995 and Takahashi 1994). By reinterpreting the operation
of movement as “attraction”, Chomsky (1995b) claims that the required effects of
those conditions have been incorporated in the definition of A#tract, as in the fol-
lowing fashion:’

(2'2) K attracts F if F is the closest feature that can enter into a checking
relation with a sublabel of K. (Chomsky 1995b: §5.6)

Now it is evident that the notion “closeness” is essential for the economy
condition (on operation). Chomsky (1995b: §10.2) defines it as in the following:
(2'3) IfB c-commands o and 7 is the target of raising, then B is closer to T
than o unless B is in the same minimal domain as (i) T or (ii) o.
In the chapters that follow we will observe a lot of cases where both (i) and (ii)
should be true on empirical grounds (cf. §3.4.2 below, and Oka 1993a,b, 1995,
and Ura 1994b, 1995a).

Chomsky (1992) assumed the stipulation that, if a head H, head-moves onto
the head H, that selects the maximal projection of H, as its complement, the mini-
mal domain of H, extends to the minimal domain of H,. Importantly, I am assum-
ing, following Chomsky (1995b), that there is no such extension of the minimal

domain of a head.

There is another independently stipulated economy condition: Procrastinate.
This condition states that covert movement is more economical than overt move-
ment. Although Chomsky (1995b: §4.4) hints that, given the theory of movement

of FFs, this condition can be deduced, I will leave to future research to investigate

i Note that this definition also encompasses Last Resort Condition, the core part of
which can be epitomized as follows: Move raises o to target K only if a feature of o enters
into a checking relation with a sublabel of K. Incidentally, a sublabel of K is a feature of the
zero-level projection of the head H(K) of K (Chomsky 1995b: §4.4).
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the issue as to how Procrastinate is subsumed under the more general economy

condition (see §2.3 for more discussion)."

2. The Theory of Multiple Feature-Checking
'2.1. Multiple Specs and Violability of Procrastinate

As Chomsky (1994a, 1995b) repeatedly notes, the minimalist assumptions
about phrase structure (i.e., “bare” phrase structure), unlike the ‘conventional’ X-
bar theory, permit multiple Specs to be projected by a single head. Koizumi
(1994a, 1995) and Ura (1994a) provide plenty of empirical evidence in favor of the

existence of multiple Specs projected by a single head.

In Ura (1994a) I claimed (I) that multiple Specs of a head H are possible only
if H has multiple sets of FFs, and (II) that the possibility of H to have multiple sets
of FFs is determined by a (lexical) parameter in a particular language: In a lan-
guage L, for example, T may have multiple sets of FFs but v may not; on the other
hand, neither T nor v may have multiple sets of FFs in another language L,. Chom-
sky (1995b), basically maintaining this claim concerning the parametric variation
on the possibility of multiple Specs, has refined the mechanism of multiple Specs to
accommodate it to the theory of formal features introduced in §1.3 above: He
claims that multiple Specs of H appear if a strong feature of H may escape dele-
tion. For example, where H’s strong feature can escape deletion once, two Specs
of H can appear. How many times a strong feature of H can escape deletion is

parametrically determined.

10 Chomsky (1995b: p.264) attributes this idea to Hisa Kitahara and Howard Lasnik.
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Chomsky (1995b: §10) further speculates that it might be better to derive mul-
tiple Specs as in the following manner: The guiding idea is that there is a parameter
concerning the “violability of Procrastinate”. Now let us suppose that H has a
strong feature that must be checked off before SPELL-OUT. If H does not have
the parameter-setting that allows H to tolerate an unforced violation of Procrasti-
nate, then H can project only one Spec, to which the checker for H’s strong fea-
ture is attracted. If H may tolerate a single unforced violation of Procrastinate,
another element &€ may be attracted to an outer Spec of H after H’s canonical (i.e.,
innermost) Spec is filled with the element that entered into the first checking rela-

tion with H, under the condition where € enters into a checking relation with H."

This approach to multiple Specs differs from the former one under which the
parameter that allows a strong FF to escape deletion is assumed, in that it opens up
the possibility that a head with a weak FF allows multiple Specs. In this thesis 1
will provide several pieces of empirical evidence in favor of the latter approach. In
passing, I will, in §2.3 below, give a conjecture upon the conceptual basis of the

notion “violability of Procrastinate”.

2.2. Multiple Feature-Checking and Parameter-Setting

Collins (1995a) was the first article that e:plicitly elaborated the theory of mul-
tiple feature-checking under the feature-checking theory of Chomsky (1994a,

! Behind this it is presumed that € is in a Spec of H if (i) or (ii): (i) € enters into a
checking relation with H (Ura 1993a, 1994a); (ii) € is assigned an (external) 6-role of H by
H. I take an external 6-role of H as the most highly ranked one in the Thematic Hierarchy
among the 6-roles encoded in H’s argument structure (cf Williams 1981, 1994 and Grim-
shaw 1990). Cf §3.2. below. As Chris Collins (p.c.) pointed out to me, it is true that the in-
troduction of the Thematic Hierarchy is very ‘“‘unminimalist”. I expect that Hale & Keyser’s
(1991, 1993) approach will remove the “unminimalist” flavor with its effect being intact.
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1995b). After extending Ura’s (1994a) idea about the feature-checking relation be-
tween multiple Specs and their head to the feature-checking relations between two
heads, he has recast it under the feature-checking theory of Chomsky (1995b) and,
finally, reached the conclusion that the one-to-many (i.e., multiple) checking rela-
tions should hold between individual formal features, but not between a head and
positions (specifiers) or not between a head and another head. Therefore, the pa-
rameter concerning multiple checking should be set not upon each head as Ura

(1994a) assumed, but upon each formal feature of a head.

This gives rise to a situation in which a head H has formal features, each of
which differs from the others in terms of its parameter concerning the possibility to
enter into multiple checking relations. For example, the Case-feature of T in Imba-
bura Quechua may enter into multiple feature-checking relations, while its ¢-
feature cannot, which results in some grammatical function splitting (see Chapter
8: §2). Moreover, it is natural to extend this idea to strong features: I propose that
each feature (of a single head) may differ from the others in terms of its strength.
Therefore, it may be the case that while (finite) T in a given language has a weak
Case-feature, its EPP-feature is strong. I will claim that this case, indeed, happens
in Bantu, which results in active/inverse alternation. In this thesis, I entirely adopt

this theory of multiple feature-checking and its parameter-setting.

2.3. Theoretical Basis on Violability of Procrastinate

In §2.1, I maintained, following Chomsky (1995b: §10), that the notion “viol-
ability of Procrastinate” derives multiple Specs. The following question soon

arises; What is the intuition behind the “violability of Procrastinate”? It might seem
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that this kind of notion leads us to the question as to which principles of UG are

violable and which are not. Given that some principles of UG are “violable”, one -

might be tempted to further conjecture that the notion of “violability” is parallel to
the similar notion in Optimality Theory (cf. McCarthy & Prince 1993 and Prince &
Smolensky 1993)."

The notion “violability of Procrastinate” should not be viewed as a conception
like the ones in Optimality Theory. First, it is very clear that this conception is not
applied to representation as a kind of “filter”. Secondly, to admit this conception
does not lead us to say “such and such principles of UG can be violable and the
others are not”. As we stated, the notion “violability of Procrastinate” simply im-
plies that, when a head H may tolerate an unforced violation of Procrastinate, H
has a formal feature such that it is not required, but allowed to be checked off be-
fore SPELL-OUT.

Now suppose, following Chomsky’s (1995b) suggestion (cf footnote 10
above), that Procrastinate should be derived in the following manner: Before
SPELL-OUT, categories can be moved by A#fract, while at LF only FFs are at-
tracted. Since it is natural that a feature that is contained in a category is lighter
than the category in general. It follows from this that covert movement is prefer-
able to overt one in general. Let’s suppose that this is the rationale of Procrasti-
nate; for, the general economy condition prefers movement of lighter elements, as
Watanabe (1993) suggests. Nevertheless, it is not unnatural to presume that a cer-
tain formal feature F of a head H in a language L weighs the same as categories in
L in terms of the weight relevant to the general economy condition. If this is the
case, then the movement of a category is not less economical than the movement

of F in L if the category is attracted by H in order for F to be checked off by the

12 Thanks to Naoki Fukui for bringing my attention to these questions.
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category. Now assuming that, when H in L may tolerate an unforced violation of
Procrastinate in terms of F, F of H weighs the same as categories in terms of the
weight relevant to the general economy condition, we can derive “violability of

Procrastinate” without regarding it as a filter or a condition on representation.

3. Overview of Major Proposals

In this section I will introduce some of the major theoretical proposals to be
made in the present thesis, leaving the discussions on their empirical validity to the

following sections.

3.1. Strength of Features and Merge—Attract Interaction

Chomsky (1995b: §2.1) proposes that, given that the derivation D has formed
a category C that contains o with a strong feature F, D terminates if (i) F remains
unchecked, and (ii) C is not projected by a. I will propose another more restricted

condition on the checking of strong features:

(2:4) D terminates if F has not been checked at the stage of derivation where
F can be checked off by some operation.

(2-4) is not to supplant Chomsky’s condition; rather, it is to supplement it.
This proposal brings an interesting consequence to the issue concerning the
base-position of SUBJ and the placement of overtly shifted OBJ, the issue which

has recently given rise to much controversy in the minimalist literature (e.g., Bo-

baljik 1995a, Koizumi 1993, 1995, and Jonas 1995). According to Chomsky’s
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(1995b) Agr-less feature-checking theory, SUBJ is generated at a Spec of v and
OBJ has its nominal feature checked off at a Spec of v if the checking takes place
before SPELL-OUT, as we argued in §1.4 above. Then, a question arises: Which
one comes in the canonical (i.e., innermost) Spec of v and which comes in its outer

Spec?

Now suppose that v has a strong nominal feature, which attracts OBJ overtly
to its Spec. The question is: What must happen after the stage of the derivation

where this v has been introduced by Merge?

(2-5) vP
(pre-SPELL-OUT)
VP

\" OBJ

\4
[strong FF]

One might think that, because Merge is cost-free, the application of Merge to
SUBJ targeting vP in (2-5) should happen, deriving (2-6) from (2-5):

(2:6) * yP
/>\ (pre-SPELL-OUT)
SUBJ
v VP
[strong FF) /\
\'% OBJ

This derivation is blocked by (2-4), however; for, the strong nominal feature of v in
(2-6) remains unchecked after this operation™ in spite of the fact that it would be

checked off by OBJ if OBJ moved to the Spec of v, as illustrated in (2-7):

27 vP
/>\ (pre-SPELL-OUT)
OBJ,
L v VP
checking [strongFF] /\
- \" t,

' Recall the stipulation ®in §1.3.
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After (2-7), SUBIJ is introduced by Merge into an outer Spec of v, as in (2:8) be-
low. It is reasonable to assume that the (thematic) relation between SUBJ and v is
properly established in (2-8) because SUBJ is in a Spec of v, given Ura’s (1994a)

definition of specifier (see footnote 11 above)."*

(2-8) vP
(pre-SPELL-OUT)

\% t,

It is important to note that at the stage where OBJ is attracted to the canonical
Spec of v, the general economy condition is violated because Move/Attract is se-
lected over Merge, which is always more economical than Move/Attract. But one
should notice that this violation of economy is permissible because it is the only

way to save the derivation from crash.

To summarize, our hypothesis predicts that, where v has a strong nominal fea-
ture, the position to which OBJ is overtly shifted is always lower than the base-
position of SUBJ. Interestingly enough, this result corresponds exactly to what the
so-called Split VP-Hypothesis (Koizumi 1993, 1995 and Bobaljik 1995a) is trying
to argue for."’ According to Chris Collins (personal communication), the base-
position of SUBJ is always higher than the shifted OBJ in Ewe and some other
African languages. Koizumi (1995) draws good evidence in favor of this from Zar-

ma, a language spoken in Niger.

1 This possibility was first suggested (to me) by Jonathan Bobaljik in personal
communication.

® Jonas (1995) has found that in Icelandic, the base-position of SUBJ is always lower
than the shifted OBJ, contrary to the claim of the Split VP-Hypothesis. However, we will
see below that we can give a consistent account of the Icelandic case, too. See Appendix in
Chapter 5 for more extensive discussion.
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Instead, suppose that v in (2-5) has a weak nominal feature, but it may tolerate

an unforced violation of Procrastinate. The situation is illustrated in (2-9):

(2°9) vP
(pre-SPELL-OUT)

y VP
[weak FF] /'\
\" OBJ

Then, the application of Merge to SUBJ targeting VP in (2+9) always beats the ap-
plication of Move/Attract to OBJ to VP in the economy competition at the stage il-
lustrated in (2-9). This is because Merge is more economical than Move/Aitract.
Notice that the application of Move/Attract to OBJ to VP in (2-9) is not required,
though it is allowed due to the parameter of v, which allows v to tolerate an un-
forced violation of Procrastinate. Therefore, (2:10) is permitted, but (2:11) is not

permitted in this situation:

(2:10) vP
/>\ (pre-SPELL-OUT)
SUBT |
[weaXFF] /VP\
\'% OBJ
(2:11) * P
/>\ (pre-SPELL-OUT)
OBF,
Ls v VP
checking [wealFF] /\
\% f,

After (2-10), the application of Move/Attract to OBJ to VP in (2-10) is allowed
thanks to the parameter of v, deriving (2:12):

(2-12) vP

OBJ,
SUB]

(pre-SPELL-OUT)
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Hence, our hypothesis predicts that, if the base-position of SUBJ is always lower
than the shifted OBJ in a language L, then v in L has a weak nominal feature, but it
may tolerate, at least, one unforced violation of Procrastinate. In Appendix of

Chapter 5 I will demonstrate that this state of affairs is empirically attested.'®

3.2. Syntactic Mapping of Argument Structure

~ As mentioned in §1.4 above, this thesis adopts the two-layered VP-shell for the

underlying structure of a simple transitive verb, which is delineated in (2-13):"

(2:13) WP

/>\ (pre-SPELL-OUT)
SUBJ
v VP
/\
\% OBJ

Here it is rather obscure, however, what SUBJ and OBJ in (2:13) correspond ex-

actly to: With what kind of 6-roles are they generated at those positions?

I will assume, following Chomsky (1994a, 1995b), that v, the higher V in the
two-layered VP-shell for a simple transitive verb, is a kind of light verb which has

the ability to assign AGENT, and that THEME is discharged within the minimal

16 So far we concentrated our attention to the case where a strong feature of H is

checked off by substitution (i.e., X™ movement to a Spec of H). As soon as we tum our
eyes to X’-movement, a problem arises. Take, for example, T, which has both a strong
EPP-feature (i.e., D-feature) and a strong V-feature (like T in French type languages). Our
condition on strong FFs leads us to the incorrect prediction that the derivation including
such a T always crashes, because one of the strong features always fails to be checked off at
the stage of derivation where the other is checked off. We will return to this problem at the

end of this chapter (i.e., Appendix).

7 As was argued in §3.1, the base-position of SUBJ in (2:13) is not accurate if OBJ is
required to be attracted to the canonical Spec of v. It is, however, true that SUBJ is gener-
ated at one of the possible Specs of v. Cf. §3.1 above.
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domain of the lowest V in a given VP-shell (cf. Hale & Keyser 1991, 1993). T am
further assuming that LOCATIVE, too, is discharged within the minimal domain of
the lowest V in a given VP-shell. Probably, LOCATIVE is discharged to the Spec
of the V and THEME is discharged to the complement of V, as illustrated in
(2-14):

(2:'14) vP
/>\ ‘ (pre-SPELL-OUT)
Agent
v VP
Locative

/\
Vv Theme

This is compatible with Jackendoff's (1972) and Grimshaw’s (1990) Thematic
Hierarchy in which LOCATIVE is ranked more highly than THEME, given that an
argument A, is base-generated at a position higher than another argument A, if the
B-role of A, is ranked more highly than that of A, in the Thematic Hierarchy (cf.
Speas 1990)."*

I will use the technical term SUBJ (which should be read as the logical, under-
lying subject) to refer to the argument that is introduced by Merge at the highest
position in a give clause (or, more precisely, Complete Functional Complex in the
sense of Chomsky 1986a), and OBJ (i.e., the logical, underlying object) (or, DO
(the logical, underlying direct object) when three arguments appear in the clause)

for the argument that is introduced at the lowest position in the clause.

18 It is not crucial for me to insist that LOCATIVE be generated at a higher position
than THEME. In fact, many authors including Speas (1990) and Mohanan (1994) assume
that LOCATIVE is lower than THEME in the Thematic Hierarchy. The discussions in what
follow in this thesis, however, will not be affected if THEME is generated at the Spec of V
and LOCATIVE at the complement of V, as will become evident later, though I will keep
assuming (2-14) for expository purposes. In passing, this kind of mapping of theta-roles
with the aid of the Thematic Hierarchy should be deduced owing to its “unminimalist” fla-
vor, as mentioned in footnote 11. I believe that it will be able to be deduced from Hale &
Keyser’s (1991, 1993) approach, though I leave to future research to pursue this possibility.
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Where is a 0-role such as EXPERIENCER, GOAL, or BENEFACTIVE dis-
charged in the underlying structure? I propose that there is an individual (light)
verb with the ability to assign those 6-roles to its Spec, and that this light verb
(what will be called V_,,,
THEME as its complement (i.e., V in (2:14)) and is selected by the light verb as-

“hereafter) selects the verb with the ability to discharge

signing AGENT to its Spec if AGENT is to appear in the structure. Thus, for ex-
ample, the full underlying structure in which AGENT, GOAL, and THEME are

discharged looks like:
(2-15) vP
(pre-SPELL-OUT)
Agent
v V...P
Goal
A\ VP
/\
A% Theme

This represents the underlying structure for a ditransitive verb like give in English.
In Chapter 5 it will be demonstrated that this structure offers a natural explanation
of several crosslinguistic and language-particular phenomena concerning the

double object construction.

One of the consequence of this proposal is as follows: In a simple transitive
clause, THEME cannot be attracted to an A-position that is higher than AGENT
unless it beforehand moves to a position within the minimal domain in which
AGENT is located. This is because AGENT is always the closest to the target un-
less THEME enters the minimal domain in which AGENT is located. (Recall that
we are assuming that there is no extension of minimal domain (§1.3 above).) In
many places in this thesis we will encounter this effect. Another interesting predic-

tion is that either LOCATIVE or THEME can be equally attracted to a position if
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there is nothing intervening between the target and these elements. This is because
they are already in the same minimal domain (of V) in the underlying structure. It
will be shown in Chapter 10, that this prediction is indeed borne out with other in-

teresting results.

3.3. Equidistance, Multiple Specs, and Overpassing

As was mentioned in the preceding subsection, THEME (i.e., OBJ) in (2:16)
below, which represents the underlying structure for a simple transitive verb, can-
not be attracted by H beyond AGENT (i.e., SUBJ) unless it beforehand enters the

minimal domain in which SUBJ is located:

(2-16) /\
H =
~ ~—
vP
(order irrelevant)
SUB J(acent)
X v VP
N
A OIBJ(THEME)

Instead, if OBJ is attracted by v in (2-16) for some reason and SUBJ is introduced

by Merge, the structure where H has been introduced looks like:

2-17) TN
H I~
\
vP
(order irrelevant)
SUBJ
OBJ,
v VP
[ Py
\" ,I["
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If H in (2-17) has a feature that can attract OBJ and OBJ retains the ability to
check off the feature, then OBJ in (2-17) can be properly attracted by H without
violating the MLC and the Last Resort Condition of the definition of Aftract/Move,
because SUBJ and OBJ in (2-17) are in the same minimal domain and, hence, they

are equidistant from H.

To generalize this story, we can come to the conclusion that an argument A,
can jump over another argument A, that is located in the minimal domain different
from the minimal domain where A, is located only if A, beforehand enters the mini-
mal domain where A, is located. This is the theory of argument-overpassing to be
advocated in this thesis.'” In what follows, we will observe that many instances of
argument-overpassing (e.g., Superraising (Chapter 3), Active/Inverse voice al-
ternation (Chapter 7), Locative Inversion (Chapter 10), etc.) can be naturally ac-

counted for by this theory.

3.4. Optonality

Given the theory of formal features (cf. §1.3) and Procrastinate, an economy
condition which requires the application of Move/Attract to take pIace at covert
syntax unless its application before SPELL-OUT is the only way to save the deri-
vation from crash, one might be tempted to draw the conclusion that overt move-
ment applies only when a feature responsible for the movement is strong. One

might, furthermore, gather from this conclusion, that overt movement applies only

19

This analysis of argument-overpassing is an extension of Ura’s (1993c, 1994a), un-
der the more articulated theory of feature checking proposed by Chomsky (1995b). As far
as I know, Tada (1993) is the first that provides an idea of multiple Specs for argument-
overpassing phenomena (in a minimalist program), though he reached the idea through ex-
amples totally different from mine under the non-bare X-bar theory.
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when it is required (by feature-checking); otherwise, overt movement never ap-
plies. This leads to the conclusion that optional movement (i.e., movement that can
apply optionally before SPELL-OUT) never exists. On the contrary, this kind of

reasoning/conclusion is not true under the system assumed in the present thesis.

Needless to say, a lot of instances of optional movement can be found in natu-
ral language. In this thesis some of them will be discussed. Here I will sketch out a

theory of these phenomena.

3.4.1. Suraface Optionality of Raising and Violability of Procrastinate

As argued in §2 above, the notion “violability of Procrastinate” plays a very
important role in this thesis. Now let us suppose that a head H has a weak nominal
feature and that it may tolerate an unforced violation of Procrastinate. Then, an
element & with the nominal feature that matches with H’s nominal feature may be
attracted to a Spec of H before SPELL-OUT. In other words, the overt movement
of € to a Spec of H is not required, but allowed. This movement, not being re-
quired, violates Procrastinate if it takes place before SPELL-OUT, however, one
should note that it is permissible. This is precisely because H has the parameter-
setting that allows it to tolerate an unforced violation of Procrastinate. To con-
clude, upon the condition that H may tolerate an unforced violation of Procrasti-
nate, optional movement can exist if the movement is motivated by the checking of

a feature of H.

In the chapters that follow we will observe a lot of instances in which optional

movement takes place under this mechanism.
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3.4.2. Optional Attraction before SPELL-OUT and Equidistance

Another instance of optionality comes from the following case: Given a target
T, either of the two elements €, and €, can move to t. Oka (1993a,b) (and, also,
Ura (1994b, 1995a)) observe that the illusory cancellation of superiority (as in
(2-18)) is an instance of this optionality:
(2-18) a. Where, did you buy what t,.
b. What, did you buy t, where.
Since the [+wh]-feature of C in English is strong (cf. Watanabe 1992 and Chom-
sky 1992), the wh-phrase that is closest to C is required to be attracted to the Spec
of C. Suppose that the adjunct wh-phrase where is adjoined to the maximal projec-
tion within which the argument wh-phrase what is located before the application of
Attract to either of them.™ Then, the fact follows from the theory of Attraction
sketched in §1.5 abové, that either of the wh-phrases in (2-18) can be attracted by

C, because the wh-phrases in question are equidistant from C in (2-18).%

That is to say, two elements within the same minimal domain have the equal
possibility to be attracted to 1. In other words, the choice as to which of g, and g,
is to be attracted to 7 is totally optional only if €, and €, are in the same minimal
domain at the stage of derivation where the application of A#tract to either of them

is executed.

One of the most direct consequences of this proposal can be found in the fol-

lowing examples:

® See Oka (1993a,b) and Ura (1994b, 1995a) for details.

A T'will not touch upon wh-movement any more in this thesis, though. For a treatment
of wh/operator-movement under the feature checking theory, see Branigan (1992), Oka
(1993a,b, 1995), Kitahara (1994), Reinhart (1994), Takahashi (1994, 1995), Tsai (1994),
Maki (1995), and references cited therein.
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(2-19) English (Guéron 1994: p.173)
a. e is [; John, my best friend, ]
b. John, is [ t, my best friend, ].
c. My best friend, is [ John t, ].
Moro (1991) argues that (2:19b) and (2:19¢c) are derived from the common under-
lying structure (2:19a) (cf. Stowell 1981). Suppose, following Rothstein (1987),
that the copular involved in (9:19) is equative and that the underlying structure of

the small clause in (9:19) looks like:

(220)  SC

John
be my best friend

That is to say, the small clause is headed by the equative be. (2:21) is derived from
(2:20) if T is introduced by Merge:

(9-21) [[p T [sc John be my best friend ]]

In English the EPP-feature is strong, as a consequence, something is attracted to
the Spec of T in overt syntax. In (2:21) John and my best friend are equidistant
from T because they are in the same minimal domain of be. Then, we predict that

either of them can be attracted to the Spec of T, resulting in (9-19b) or (9-19¢).*

In what follows in this thesis I will demonstrate that various kinds of phenome-

non can be naturally explained by the mechanism just sketched here.

z As Pollock (1989) and Chomsky (1989) extensively argue, the English copular be
moves overtly. Note the following examples:
(1) a Bill considers [, Mary a doctor ].
b. Mary, is [ t, adoctor].

, c. *Adoctor, is[(cMary t, .
The prohibition of the alternation between (i)b and (i)c may be due to the fact that the NP a
doctor in these examples acts as a predicate. See Rothstein (1987) and Stowell (1989) for
the structure of the clause with a predicative NP. See Moro (1991), Heycock (1994), and
Guéron (1994) for more discussions on the impossibility of the alternation shown in (i).
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3.4.3. Derivational/Local Economy

As I explicitly stated in §1.5 above, I will adopt throughout this thesis a strictly
derivational/local economy condition on syntactic operations in C,;, the core of
which is recapitulated as in the following: At a particular stage X of a derivation,
we consider only continuations of the derivation already constructed; in particular,
only the remaining parts of the numeration N. Application of the operation OP to
Z is barred if this set contains a more optimal (convergent) derivation in which OP

does not apply to X (cf. Ura 1994b, 1995a, and Collins 1995b).%

With this in mind, consider the following situation in overt syntax:
(2:22) e XC0f) ... [yp» WP() ZP(.f) Y ... (before SPELL-OUT)

In (2-22), the head V has formal features /, and £, and WP has only f, but ZP has
both £, and f,. Since WP and ZP in (2:22) are in the same minimal domain of the
head Y, they are equidistant from X. Now suppose (I) that the feature £, of X, like
the EPP-feature of Infl in English, is a strong feature, (II) that the feature of £, like
the ¢-feature of Infl in English, is a weak [—interpretable]-feature, and (III) that the
feature f, of ZP, like the ¢-feature of DP, is [+interpretable]. Then, what should
happen in (2:22) at the next step?

As argued in §3.4.2 above, either WP or ZP can be attracted by X’s strong fea-
ture £, to the Spec of X without violating the MLC as well as the Last Resort
Condition of the definition of Atfract/Move, because they are equidistant from X.
Suppose that WP is attracted to that position in (2:22). Then, in order for the deri-

vation to converge, the feature f, of ZP must move up onto X to check off the

s See Collins (1996) for detailed discussion on derivational/local economy vs. global
economy. He proposes a more rigorous definition of derivational/local economy, which
brings broader consequences in the theory of feature checking as well as the theory of
movement. '
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feature f, of X at LF. Instead, suppose that ZP is attracted to the Spec of X in
(2-22). Then, there is no extra movement necessary for convergence; for, ZP at the
Spec of X can check off the feature £, of X (at LF). Now compare these two deri-
vations: Whereas there is one extra step at LF necessary for convergence if WP is
overtly attracted to the Spec of X in (2:22), such an extra step at LF is not neces-
sary if ZP is overtly attracted.

From this, advocates of the global economy might conclude that the general
economy condition demands that the former derivation (i.e., the derivation in
which WP is overtly attracted in (2-:22)) should be blocked by the latter one (i.e.,
the derivation in which ZP is overtly attracted in (2:22)), because the former needs
more steps than the latter for convergence. On the contrary, in the chapters that
follow, I will provide several pieces of empirical evidence that both derivations
should be allowed. More specifically, I will demonstrate that the derivations de-
picted above are both involved in the Bantu active/inverse alternation, the Bantu

locative inversion, the Dutch experiencer inversion, etc.*

One should notice that both derivations are properly éllowed if one adopts the
strictly dérivational/local economy condition, which was stated above: This is Be-
cause the movement of WP to the Spec of X and the movement of ZP to the Spec
~ of X are equally economical at the stage of the derivation illustrated in (2-22) and
there is no need to worry about any operation that could happen at a later stage of

~ the derivation under the derivational/local economy.

# Drawing data concerning the so-called English quotative inversion, Collins (1995c¢,
1996) provides good evidence in favor of the derivational/local economy.
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3.5. Feature-Checking as a Syntactic Operation

In this thesis, I will sometimes use the terminology “Checking” instead of “to
enter a checking relation with” in Chomsky’s (1995b) terminology. The reason for
its use is that I would like to emphasize feature-checking as a syntactic operation
like Merge or Attract/Move. By explicitly counting Checking as an operation, I
propose that Checking, like Attract/Move, be subject to the general economy
condition. This means that Checking takes place only when it is required for

convergence.

According to Chomsky (1995b), if F is in the checking domain of a head H, F
is in a checking configuration with f, a sublabel of K, and if, furthermore, F and f
match, then F is in a checking relation with £ Now that Checking is an operation
subject to the general economy condition, it is not always the case that F automati-
cally checks off (i.e., enters into a checking relation with) f when F is in a checking
configuration with f. F checks off (i.e., enters into a checking relation with) f only

if it is required for convergence.

Let us consider the following hypothetical case: T has a strong EPP-feature
and a (weak) Case-feature. Due to the strong EPP-feature, a DP is attracted to the
Spec of T, and checks off (i.e., enters into a checking relation with) the strong
EPP-feature. Naturally, the DP has Case-feature, too. Does the Case-feature of the
DP always checks off (i.e., enters into a checking relation with) the (weak) Case-
feature of T in this context? The answer is no under the hypothesis that Checking
is an operation subject to the economy condition. This is because the Case-feature
of T, not being strong, is not required to be checked off before SPELL-OUT. The
DP, therefore, may undergo further raising and enter into a feature checking rela-

tion with something somehow. The Case-feature of T can be checked off by the
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Case-feature of another DP at LF. This derivation can be delineated as in the

following:
(2:23)
DP,
W P~
l—) FE \
TP N
tl
I;T >_\
Epp ... t, .. DP .
Case |

In Chapter 3 we will argue that this kind of derivation really exists, and, hence, it
lends strong support for the hypothesis that Checking is an operation subject to the

general economy condition.

3.6. Grammatical Functions and [*Construable]-Features

As I briefly mentioned in Chapter 1, the hypothesis advocated in this thesis
concerning GRAMMATICAL FUNCTION is that grammatical functions are tightly linked
to checking relations. Fbr example, it will be argued that the ability to bind a
(purely) subject-oriented reflexive, which has traditionally been linked to the gram-
matical relation sUBJECT, is indeed yielded by an EPP-feature checking relation
with Infl (=T) (see Chapter 4, 7, 8, 9, and 10). It is natural that the ability to in-
duce subject-agreement should be linked to the ¢-feature checking relation with
Infl (=T). However, there are a lot of other grammatical functions in this sense *
Then, one should ask, what kinds of feature-checking relation yield the ability to
control, to launch a floating quantifier, to be controlled, etc. There is no a priori

answer to this question on conceptual grounds; rather, it should be answered on

» See Chapter 1 and references cited therein.

56



Chapter 2
Multiple Feature-Checking

empirical grounds. In the last chapter of this thesis I will return to this question and
give a (tentative) answer to it, an answer which can be made from the observations

in this thesis.

As for the grammatical function suBJECT, I tentatively hypothesize that an ele-
ment that has a [+construable]-feature checking relation with Infl assumes subject-
hood; in other words, an element X that has no [+construable]-feature checking
relation with Infl bears no subject properties.® A [+construable]-feature is the one
that remains undeleted at either or both elements involved in the checking relation.
For instance, the EPP-feature (i.e., D-feature) of T is deleted if it is checked off,
but it remains undeleted in the DP that checks it off; hence, D-feature counts as a
[+construable]-feature, even though it is deleted from T after its checking. But
note that the EPP-feature (i.e, D-feature) of T, though [+construable], is
[interpretable], because it must be deleted at LF due to Full Interpretation. In
short, all the [+interpretable]-features are [+construable] regardless of whether it is
deleted or not from the element that possesses it when the element is introduced in
the derivation. Therefore, EPP-features and ¢-features count as [+construable],
but Case-features are [-construable].”’” In the chapters in Part IV I will examine the

above hypothesis and elaborate it in the light of empirical data.

* A natural extension of this hypothesis is that an element has no object properties un-
less it enters into a [+construable]-feature checking relation with v. See Chapter 7, 8, and 9.

7 There is another type of [+construable]-feature; namely, [+wh]-feature. See Tsai
(1994) and Maki (1995) for relevant discussion on this feature and its checking.

57




Hiroyuki Ura

3.7. The Impersonal Parameter

In this thesis I will propose another type of parameter, which is expected to

cope with the problem involved in the following kind of examples:

(224) a. German (Safir 1984: p.211)
Er sagte, daB3 getanzt werden wird.
he said comp danced be will
‘He said that there will be dancing.’

b. Arabic (Postal 1986: p.9)
Julisa fi al-dari.
sat(PAss) in the-house
‘There was sitting in the house.’

¢. Modern Hebrew (Hermon 1984 p.214)
Kar/Harm/Tov/Mesha amoen li.
cold/hot/good/boring me(DAT)
‘T am cold/hot/well/bored.’

d. Turkish (Postal 1986: p.144)
Harp-te  vur-ul-un-ur.
war-LoC ShoOt-PASS-PASS-AOR
‘Lit. In the war is been shot.’

e. Sanskrit (Ostler 1979: p.367)
Maya (masam) asyate.
me(INST) month(acc) sat(PAss)
‘There is sitting for a month by me.’

f. Hindi (Mohanan 1994: p.183)
Cor-ko pakdaa  gayaa.
thief-acc catch(PERF) go(PERF)
‘The thief was caught.’

g. Icelandic (Andrews 1982: p.462)
Drengina  vantar mat.
the-boys(acc) lacks food(acc)
‘The boys lack food.’
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As shown by the above examples, in a lot of so-called nominative-accusative lan-
guages, there may sometimes happen a case where there is no element with nomi-
native Case in a tensed clause, whose T is expected to assign/check nominative

Case. What checks off T’s nominative Case-feature in these examples?

I would like to simply assume such a parameter as in the following: There is a
parameter concerning the checking of the nominative Case of T. If the setting of
this parameter is positive in a language L, the nominative Case-feature of T need

not be checked offin L.%®

In fact, this is merely a statement/description of what is going on in the exam-
ples concerned. It might be conceivable that this parameter could be deduced by
implementing a device, such as a use of (phonologically) null expletives, which
plays the role in checking off T’s nominative Case-feature, etc. But, in this thesis, I
will not go into any detail in the implementation of the above parameter, leaving it
to future research to explore it. For the purpose of this thesis, it suffices to note

that there is a phenomenon that can be described with the above parameter.?

Also it is noteworthy that the situation at issue can be typically found in a cer-
tain type of construction, what is called IMPERSONAL PassIVE (Perlmutter & Postal
1984 and Postal 1986), as observed in (2:24). If an intransitive
(unergative/unaccusative) clause is passivized together with the demotion of
SUBJ, it gives rise to a situation where no nominative element appears in the
clause. In this thesis, I will therefore call the aforementioned parameter IMPERSON-

AL PARAMETER.

* This is reminiscent of Safir’s (1984, 1985) ‘NOM-drop parameter’.
® See Ura (1995¢) for discussion on this issue.
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Appendix: On the Nature of Strong FFs

As mentioned in footnote 16, the condition of strong FFs which was proposed

in §3.1, repeated below as (2A-1), is too strong to capture some empirical facts.

(2A:1) D terminates if F has not been checked at the stage of derivation where
F can be checked off by some operation.

In French, T has both a strong D-feature, which attracts SUBJ, and a strong V-
feature, which induces overt V-movement (cf. Pollock 1989 and Chomsky 1989).

Now let us consider what happens at the stage of derivation after French T is in-

troduced by Merge:
(2A2) TP
T VP T o {strong V, strong D}
N
.. SUBJ ..V ..

At this stage, the strong D-feature can be checked off by the movement of SUBJ
to the Spec of T; moreover, the strong V-feature, too, can be checked off by the
head-movement of V (i.e., verbal complex) onto T at this stage of derivation. Sup-
posing that, at this stage, the movement of SUBJ takes place and SUBJ checks the

strong D-feature? Then, the structure looks like:

- (2A3) TP
SUBJ, _— '
T VP T o {strong V, strengD}
t,...V
ot VoL

Although the strong D-feature of T is checked off by this operation, the V-feature
remains unchecked in spite of the fact that it can be checked off at the same stage
of derivation if V-raising onto T takes place instead of the movement of SUBJ into
the Spec of T, as illustrated in (2A-4):
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(2A4) TP

T VP T o {streng-V, strong D}
/N TN
V., T ..SUBJ..t ..

Thus, owing to (2A-1), the derivation terminates if the movement of SUBJ into the
Spec of T takes place at the stage of derivation at issue. As is evident from this
reasoning, the same holds true if the head-movement of V onto T happens at this
stbage of derivation, prior to the movement of SUBJ to the Spec of T. This leads us

to the incorrect conclusion that French T causes the derivation to crash.

Now how can we cope with this problem? Here, recall that the condition
(2A1) is to supplement, but not to supplant, Chomsky’s (1995b) condition on
strong FFs, which states that D terminates if F remains unchecked after F is con-
tained within a category that is not projected by a head with F. So, if we maintain
Chomsky’s condition alone, then the above problem never arises, though what we
captured by means of (2A-1) (see §3.1 for detail) is missed. In §3.1, we argued
that, by postulating this condition, we can capture not only the effects of the so-
called Split VP-hypothesis (Koizumi 1993, 1995, and Bobaljik 1995) but also Jo-
nas’s (1995) discovery about the positionings of the shifted object and SUBJ’s
base-position. As long as these empirical facts are to be captured in the theory, we

have to hold our condition in addition to Chomsky’s.

In Chomsky (1995b: p.234), it is explicitly stated that strong features are
merged at the root. Thus, it is natural that strong features should be in the numer-
ation and introduced in the course of derivation by Select and Merge. In this sense,
strong features are somewhat different from other FFs: According to Chomsky
(1995b: §4.2.1), some features (such as categorial features) are intrinsic to particu-

lar lexical items (LIs) and some others (such as Case-features) are optionally
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assigned to LIs as the items enter the numeration; hence, both kinds of FFs are not
introduced in the derivation. Strong features, on the other hand, is directly intro-
duced in the derivation. In other words, strong features are regarded as being inde-
pendent of a head (or LI) which seems to be associated with them, and, hence,

they exist in the numeration as an independent entity.

This view on strong features, however, encounters a technical problem. It is
reasonable to assume that English T has a strong D-feature, but T in some VSO
languages has a weak D-feature (that is to say, it does not have a strong D-feature)
(Chomsky 1995b). How can we capture this kind of parametric variation with the
assumption that a strong FF independently exists in the numeration? It is impossi-
ble to say that some languages lack any strong features so that (the D-feature of) T
is never strong. As we will observe later in this thesis, in some languages, (the
nominal feature of) T is strong, but (the nominal feature of) v is weak, or vice ver-
sa. Naturally, the parametric variation concerning the strength of an LI is intrin-
sically encoded in the LI, where the LI is a functional category, a la Borer (1984)
and Fukui (1986, 1995).

Now I propose the following: There is a parameter concerning the strength of
the categorial feature of a functional category H. The categorial feature of H may
or may not have [+S]-feature. If the categorial feature of H is assigned [+S]-
feature, then the [+S]-feature must be checked off before H is in a category not
headed by H; otherwise, the derivation terminates. [+S]-feature is checked off by a
strong feature (SF), which independently exists in the numeration and can be intro-
duced in the derivation by Select and Merge. SF is merged only at the root
(following Chomsky 1995b). SF and [+S]-feature are deleted and erased when the
checking takes place. When the [+S]-feature of a categorial feature is checked off
by SF, the categorial feature is assigned a property [+strong]. A [+strong]
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categorial feature must be checked off at the very next operation in the derivation,;
otherwise, the derivation terminates. Thence, Chomsky’s condition and the condi-
tion (2A-1) are restated as in the following fashion (D = derivation):

(2A'5) D terminates if [+S]-feature of a categorial feature of H remains
unchecked after H is in a category not headed by H.

(2A-6) D terminates unless a [+strong] categorial feature of H is immediately
checked at the next possible operation in the derivation.
This proposal enables us not only to capture the parametric variation concern-
ing the strength of categorial features, but also to surmount the problem that arose
from (2A:1). Let us return to the stage of derivation where the categorial features

of French T are being checked off:
(2A7) TP
T VP

[+S]-V
+s}p ...SUBJ.. V..

Both the D-feature and the V-feature of T in French have [+S]-feature. This is pre-
determined by the parameter. By the requirement of (2A-5) they must be checked
off before TP is contained within another projection. Now suppose that SF is
merged with T in (2A-7),” and that it checks off the [+S]-feature of T’s V-feature:
(2A-8) TP
Tom VP
o =~
T .. SUBJ..V..

+81V > [+strong]
[+S]-D

% According to Chomsky (1995 fall lecture), this application of Merge does not vio-
late the Extension Condition or the Cyclicity Condition on structure building; in other
words, SF is merged at the root in this case. Adjunction (by Merge or Move) onto X™™ ex-
tends the projection of X, rendering the former X*™* into a mere X,
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Then, this checking turns the V-feature into [+strong], which means that it must be
immediately checked off at the next operation owing to (2A-6). Thus, V head-

moves onto T™ to check it off*

(2A9) TP
T VP
<N
Yo T SUBT % .
[+S]-D

Before TP is contained within another projection, another SF must be merged with

T™= to check off the [+S]-feature of the D-feature:

(2A-10) TP
/\
T Oomax VP
SF/>\ ..SUBT .t ..
\'A T
[ prstrong}lV

{+8}-D > [+strong]

Then, the D-feature turns into [+strong], which means that it must be checked off
immediately at the next operation. Accordingly, SUBJ moves into the Spec of T to

checks off the strong D-feature of T:

(2A-11) TP
SUBIJ,
omax VP
/\ 0 A
V, T Lttt
L prstrong}-V
f+streng}-D

If the first introduced SF (in (2A-8)) checks off the [+S]-feature of the D-feature,

instead of the V-feature, SUBJ’s movement in the Spec of T is induced, prior to

' The SF that has checked off the [+S]-feature of the V-feature is deleted and erased
after checking. ,
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V’s head-movement onto T, which is induced by the [+strong]-feature of the V-
feature that is created by the checking executed by the second SF. In one way or
another, the derivation is ruled in, as required, though the ordering of the opera-

tions differs, which does not matter anyhow.

A comment on the feature SF is in order. Obviously, SF is [-interpretable], and
it never enters PF by its nature. But it indeed plays an important role in C,; it is
the sole cause of Move/Attract before SPELL-OUT. Therefore, although it has no
output at the interface levels, SF has an effect on PF output. It resembles the
(pure) expletive (such as English there or Italian expletive pro) and C° elements
like English whether or if, in that it is introduced in the derivation by Merge to
check off some features. All of these elements form a natural class: They have no
interpretation at LF.”” That is to say, they are non-arguments. According to Chom-
sky (1995b: p.312), only non-arguments can enter into checking relation by
Merge. 1t might be possible to surmise that SF is not a (pure) feature, but a head
(or LI) with the [+S]-feature, because SF, like other heads (LIs), may exist inde-
pendently in the numeration and be introduced by Merge. The only difference be-
tween SF and the other kind of heads is that, while SF has no output to the
interface levels, the others have an output to, at least, one of the interface levels. In
this sense, SF resembles the expletive pro in languages like Italian, in that it is

[-interpretable] and has no phonological output.

Incidentally, Noam Chomsky (personal communication) suggests that assuming
(2A-1) implies that there is a hierarchical ordering of the introduction of strong
features. If this suggestion is correct, then there is no need to invent a device such
as what I introduced in this appendix. The question is: which one is more plausible

than the other on conceptual grounds. It is true that the lexicon becomes more

2 Whether and if are mere phonological realizations of Q, which is interpreted at LF,
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complex if there is an SF feature which acts like an LI. But it should be noted that,
if there is a kind of hierarchical ordering such as the above in human language, the
computation becomes more complex. If we strictly pursue the minimalist assump-

tions, we should avoid computational complexity as much as possible.
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Chapter 3
LonNc DistaNcE RaisING

0. Introduction

In Ura (1994a) I attempted to provide an account of the constructions so-
called “copy-raising” and “superraising”. In the light of the more articulated theory
of feature-checking and movement suggested by Chomsky (1995b), this attempt
left several problems, however. The aim of this chapter is to reconsider those

constructions under the theory of multiple feature-checking.

Copy-raising is the name of the operation by which a DP is moved to a non-
theta position in the superordinate clause from a subordinate clause, leaving a copy
(usually, a pronoun with the person, number, and gender agreement with its
antecedent), instead of a trace, in its original position, but this copy behaves
exactly the same as the trace left by the ordinary raising case with respect to its
interpretational properties. That is, it shares its referential property with the
“raised” DP (i.e., it must be coreferential with the “raised” DP), and the “raised”
DP shares its thematic interpretation with the copy (cf Soames & Perlmutter

1979). Put it differently, both elements shares the same single O-role.' From these

! As is evident from this statement, I limit the use of the term copy-raising to refer to
the case in which it holds obviously true in syntactic respects that the “raised” element occu-
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statements, it is concluded that the “copy-raised” DP and its copy form a single A-

chain (cf. Déprez 1992).

In the literature, it is often reported that copy-raising is found in many lan-

| guages. Copy-raising has attracted some interest in the Principles-and-Parameters
approach, because it raises a theoretically very interesting problem for the theory
of Case and NP-movement (e.g., Déprez 1992). Under the most common ap-
proach to ‘copy-raising, a kind of movement transformation from the position
where the copy appears to the position of its antecedent has been proposed to ex-
plain the mono-thematic relationship between the copy and its antecedent. Such an
approach, however, is severely accused of yielding a serious problem for Case and
NP-movement. The problem is: How can we explain why NP (or DP) moves from

a position where Case is already available to another Case position? This kind of

pies a non-thematic position. Thus the (a)-examples in the following sentences do not count
as a copy-raising in my terminology: '
(1) English (Rosenbaum 1967 p.36)
a. Nobody expected of John, [ that he, could be so cruel ].
‘ b. Nobody expected [ that John could be so cruel ].
(i) Dutch (Coopmans 1994: p.82)
a. Ik geloof van Jan, [dat hij ziek is ].
I believe of John comp he ill is
b. Ik geloof [ dat Jan zek is ].
I believe comp John ill is
(iii) Biblical Fnglish (Higgins 1981: p.72)
a. God saw the light, [ that it, was good ].
b. God saw the light being good.
Each (a) example has the same meaning as (b) in terms of their truth condition. Following
Higgins (1981), I call this kind of construction prolepsis. In prolepsis examples, the anteced-
ent of the pseudo-copy is assigned a 6-role independently of the copy, which has its own 6-
role. The ill-formedness of (i) where an idiomatic expression is involved shows that the En-
glish construction in (i) is a prolepsis:
(i) *I expected of advantage, [ that it, was taken of John ].
(cf. T expected that advantage was taken of John.)
On the other hand, in copy-raising, idiomatic meanings can be preserved, as we will observe
below. See Ura (1994¢) for more discussion.

70




Chapter 3
Long Distance Raising

movement from a Case-position to another Case position is mysterious and debat-
able, because it is commonly held that NP (or DP) moves only from a non-Case

position to a Case position, in principle (Chomsky 1986a).

Superraising is the name of the operation by which a DP is moved beyond
another DP to an A-position. In the GB era, it was commonly held that superrais-
ing does not exist, and several proposals were made for ruling out superraising
(e.g., Chomsky 1986b, Rizzi 1990, Lasnik & Saito 1992, among. many others).
Contrary to this commonly held view, I reported in Ura (1994a), drawing exam-

ples from a variety of languages, that superraising does exist in natural language.

The hypothesis I proposed in Ura (1994a) for the explanation of superraising
was very simple: Although multiple Specs projected by a single head H are allowed
in the “bare” phrase structure theory (Chomsky 1994a), there is a parameter as to
whether they are allowed or not. They are allowed only if H has multiple sets of
formal features; otherwise, they are impossible (see Chapter 2: §2.1 for detail). If
multiple Specs of H are allowed, then o can move up beyond B located at one of
the multiple Specs of H by utilizing another Spec of H as an escape-hatch. o, can
move through this escape-hatch if it enters into a checking relation witth (see

Chapter 2: §3.3). If all these conditions are met, superraising can be materialized.

This is the core story of Ura’s (1994a) explanation of superraising. There were
some unclear points/problems immanent in this story, however: The biggest among
them are (I) the absence of morphological agreement between o and H, and i
the obscurity of the feature-checking relation o bears against H. To consider these
intensely interrelated problems, we, first, have to take a closer look at copy-
raising, instead of superraising itself for the reason that will be evident as we

proceed.
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In §1, I will discuss copy-raising from the viewpoint of multiple feature-
checking, and provide an alternative to the analysis of copy-raising that I provided
in Ura (1994a). With the analysis of copy-raising in mind, I will turn to superrais-

ing in §2 and consider the aforementioned problems.>

1. Copy-Raising

1.1. Basic Facts

The copy-raising examples in (3-1) below come from Igbo:?

(3-1) Igbo (Ura 1994a: p.109)
a O di m [ka Ezé furu Ada ]
EXPLETIVE seems to me coMP Eze saw Ada
‘It seems to me [ that Eze saw Ada ]’

b. Bz di m [kd o furu Adi ]
Eze seems to me comp he saw Ada
‘same as (3-1a) (Lit. Eze, seems to me [ that he, saw Ada ].)’
I showed in Ura (1994d) that (3-1b) is made from (3-1a) by copy-raising: First,
from the fact that the expletive may appear at the matrix subject position, it is fairly
obvious that that position is a non-theta position. If this is the case, then Eze in

(3-1b) is moved from somewhere else to that position. The following fact supports

2 I am much indebted to Noam Chomsky, Chris Collins, Ken Hale, Peter Thiom,
Masa Koizumi, Howard Lasnik, Toshi Oka, Asako Uchibori, and Akira Watanabe for their
comments, suggestions, and/or criticisms while I worked on the topic presented here.
Thanks also go to Jun Abe, Viviane Déprez, Alec Marantz, David Pesetsky, Mamoru Saito,
Iona Stefanescu, Dylan Tsai, Ken Wexler, and James Yoon for their comments on an earlier
version of this paper. Parts of this chapter were presented at MIT, University of Rochester,
Kumamoto University, Osaka University, and Dartmouth College. I wish to thank partici-
pants at these meetings for their comments.

*  Unless otherwise indicated, the Igbo examples in this chapter were provided by Pe-
ter Thioni, to whom I am deeply obliged for his generous assistance and advice.
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this claim: In (3-2b), the meaning of the idiom in (3-2a) can be preserved even after
a part of the idiom undergoes the alleged copy-raising:
(3-2) Igbo )
a. IThe é-kpu-ru na fgwo a-gha-shia la.
thing cover Loc palm come-off pasT

‘The secret was revealed.
(Lit. The cover on the palm tree came off.)’

b. [Ine é-kpi-ru na figwod ], di [ka o, a-ghéa-shia la ].
thing cover Loc palm seems compit come-off PAST
‘The secret seems to be revealed.
(Lit. [ The cover on the palm tree ], seems that it, comes off)’

Secondly, Eze in (3-1b) can bind an anaphor, as shown in (3-3):

(3-3) Igtgo

Ez¢, di onwé ya, [ka o, furu Ada ].

Eze seems to himself comp he saw Ada

‘Lit. Eze, seems to himself, [ that he, saw Ada ].)’
This shows that the raised Eze occupies an A-position, namely, the matrix subject
position of the predicate di ‘seem’, which is a non-thematic position. From these
observations I conclude that (3-1b) is derived from (3-4) by copy-raising Eze from
the embedded subject position (i.e., the Spec of the embedded TP) to the matrix

subject position (i.e., the Spec of the matrix TP), leaving its pronominal copy in

the embedded subject position.
G4 [ Tlp d m [,ka [, EzeT [v» furu Ada 11111

Incidentally, (3-1a) is derived from (3-4) by inserting the expletive into the matrix
subject position by Merge. Note that (3-1a) and (3:1b) do not compete in the
economy consideration because their numerations differ from each other (see

Chapter 2: §1.5 and references cited therein): The numeration of the derivation for
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(3-1a) includes the expletive, while that of the derivation for (3-1b) does not in-

clude it.

1.2. Issues

As mentioned in §0 above, copy-raising raises some difficult, though interest-
ing, questions for the theory of A-movement. The questions can be restated, under
the particular minimalist theory assumed in the present thesis, as in the following
manner: How and why can the copy-raised DP be moved from the position where
it can have its FFs checked off to another possible checking position? In Ura
(1994a) I raised this question as in the following manner: Is this movement a viola-
tion of Greed (Chomsky 1992, 1994a), a kind of the Last Resort Condition, which
requires an element not to move unless movement is the only way to save the deri-

vation from crash.*

In Ura (1994a) I argued that the answer to this question is no, by proposing
that it is possible that the FFs of the DP to be copy-raised may escape checking at
the embedded subject position. The formulation of Greed Chomsky (1992, 1994a)
provided allows an element to move through a position without checking if that
movement leads to a proper checking of the element at some other place. Provided
that an actual feature-checking is allowed not to take place at the embedded sub-

ject position, the copy-raising described above does not violate Greed.’

4 For critical discussions on Greed/Last Resort, see Chomsky (1995b), Collins
(1995b, 1996), Lasnik (1995), and Ura (1994c, 1995a).

s In passing, it is noteworthy that my claim leads to the conclusion that “checking” is
a kind of operation, as Howard Lasnik (p.c.) pointed out. If checking automatically takes
place once a checking configuration is established, checking is not escapable anyhow. We
will return directly to this issue in the next subsection.
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Chomsky (1995b), however, shows that this formulation of Greed should be
abandoned, and proposes that the definition of Move/Attract encompasses a ver-
sion of the Last Resort Condition, which states that an element is moved/attracted
if and only if, otherwise, the derivation crashes (cf. Chapter 2: §1.5). The question,
then, is restated as follows: Given the analysis of copy-raising I provided in §1.1,
does it deviate from the definition of Move/Artract? If it does, it means either (i)
that the analysis of copy-raising is incorrect, or (ii) that the definition of Az
tract/Move should be so reformulated as to capture copy-raising. As far as the data
are concerned, there are pieces of evidence that show that the analysis of copy-
raising in §1.1 is correct, as we observed, and the first possibility should, therefore,
be less plausible. And we want to keep the definition of Attract/Move intact as
much as possible. So we will go on to ignore the second possibility and assume
that copy-raising does not deviate from the Last Resort Condition of the definition
of Attract/Move. Further questions proceed from this assumption: (I) How does it
satisfy the Last Resort Condition of the definition of Move/Attract? And (II) why
is it that the English counterpart of copy-raising like “John, seems that he, is ill.”®

is ungrammatical? In the next subsection I will consider these questions.

1.3. Checking as an Operation

Here I propose to maintain Ura’s (1994a) hypothesis that feature Checking be

a kind of syntactic operation.’ Owing to the general economy condition on

¢ Howard Lasnik (p.c.) pointed out to me that this English sentence is not totally bad,
though far from perfect. This raises some interesting question, which we will return in §1.5
below.

7 According to Chomsky (1995b), where a feature F is in the checking domain of H,
F enters into a checking relation with H if F matches with F(H). In my terminology, “to en-
ter into a checking relation with F(H)” means “to check F(H)”. See Chapter 2: §3.5 for
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operation (Chomsky 1995b), this hypothesis leads to the consequence that Check-
ing, like Attract, is executed if and only if the derivation would crash without the
operation. Put it differently, Checking (like Attract/Move (and, perhaps, Merge as
well (cf. Collins 1995b and Fujita 1995)) does not take place unless it is forced for

convergence.

With this in mind, let us return to the Igbo copy-raising, repeated here as (3-5):

(3-5) Igbp
Ez¢, di m [ka o, furu Adi ]
Eze seems tome comp he saw Ada
‘Lit. Eze, seems to me [ that he, saw Ada ].’
Let us consider the derivation of this sentence step by step. Suppose that the deri-
vation has proceeded at the stage of derivation where the embedded T is merged

with the embedded VP with the two DPs in it
(36) [p T [, Eze v [ V Ada ]]]

The fact that Igbo has an overt expletive indicates that the EPP-feature (i.e, D-
feature) of finite T in Igbo is strong. If so, then something that has a D-feature
must be moved to the Spec of T in (3:6) to check (i.e., enter into a checking rela-
tion with) the strong EPP-feature of T. Eze is the DP closest to T; hence, it is at-
tracted there, deriving (3-7) from (3-6):

G7) IpEze, T[t,v[, V Ada 1

Here it is important to note that it is the EPP-feature that is strong and attracts
Eze. In (3-7), the checking configuration for the checking between Fze and T is es-
tablished. Under the hypothesis that Checking is an operation in C, it is
—_— 7 IR M

detail.

’ In this chapter I totally ignore the effect of overt V-movement in Igbo. See
Deéchaine (1992) for relevant discussion.
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impossible that Eze does not check the strong EPP-feature of T. This is because a
strong feature must be eliminated “immediately” after it is introduced. Recall that I
am assuming that “immediately” here means “at the very next step in the
derivation”. This is due to the condition on strong features, which I proposed in

§3.1 (and Appendix) in Chapter 2. The condition is stated as follows:

(3-8) D terminates unless a [+strong] categorial feature of H is immediately
checked at the next possible operation in the derivation.

Thus, if o is attracted by a strong feature F, o always checks F.

To put it differently, Attfact always involves Checking in a sense. This is remi-
niscent of the fact that Aztract always involves Merge in the sense that the element
that attracts a feature F is always merged with F (or a larger category pied-piped
along with F). The element that attracts a feature F is always checked by F° If not,
under the hypothesis that Checking is an operation, Attract becomes meaningless,

because the rationale of A#fract is that it is invoked only for feature-checking.

1.4. Analysis

Keeping this in mind, let us return to (3-7). Recall that the movement of Eze to
the Spec of T is induced by the strong EPP-feature of T. Thus, checking takes
place between Eze and T in (3-7) owing to (3-8). What happens to (nominative)
Case-feature and ¢-features of Eze? Are these features checked off in the configu-
ration shown in (3-7)? We are hypothesizing that Checking is an operation that is
required only for convergence. Notice that the condition (3-8) says nothing about

non-strong features, hence, Case and ¢-features of Eze in (3:7) are allowed not to

? As we will see below, features that are pied-piped as “free-rider” are allowed not to
be checked off, because they are not the one that is really attracted.
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check (i.e., not to enter into a checking relation with) Case and ¢-features of T un-
less checking of those features at this stage of derivation is required for

convergence.

Let us consider what happens if Eze fails to check (i.e., enter into a checking
relation with) Case and ¢-features of T in (3-7). Does this results in a crash of the
derivation? Now I propose to assume that among T’s formal features in Igbo, only
the EPP-feature is strong. This implies that only the EPP-feature is required to be
checked off before SPELL-OUT for convergence. Thus, under the hypothesis that
Checking is an operation in C;, T’s Case feature and ¢-feature in Igbo may be ex-
empted from entering into a checking relation before SPELL-OUT unless the deri-

vation crashes.

Now suppose that Eze in (3:7) moves up to the Spec of the matrix T without
| checking Case and ¢-features of the embedded T, after it has checked the EPP-

feature, as illustrated in (3-9):

B9 [» EZ&) T .. [ comp [ tf_) T [»vIsV Ada ]I

L—)GWM . Case, ¢-features (unchecked)

As argued above, it is allowed for T’s Case feature .and ¢-feature in Igbo to fail to
be checked off before SPELL-OUT. Note that the mm'/ement of Eze from the Spec
of the embedded T to the Spec of the matrix T in (3-9) obeys the Last Resort
Condition of the definition of Move/Attract, for, Eze, being a DP, has D-feature
available for checking off the strong EPP-feature of the matrix T (DP’s D-feature,
being [+interpretable], can enter into multiple checking relations). The Case-
feature and ¢-feature of the matrix T are checked off by Eze. So what remain un-

checked in (3-9) are the Case and ¢-feature of the embedded T.
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If nothing checks off those features at LF, it results in a crash at LF. This is
why a sentence such as (3:10) is ungrammatical in English, French, German, etc.,
in which finite T always has the Case- and ¢-features to be chécked. 10

(3:10) a. English
*They, seem that t, are ill.

b. French
*Iis, semblent [ que t, parlent anglais ].
they seem  coMp speak English

c. German
*Er, scheint, [ daB t, kommt ].
he seems coMpP comes
How about Igbo and other languages with copy-raising of the type exemplified
by (3-5)? Besides Igbo, this type of copy-raising can be found in Haitian Creole
(Déprez 1992), Blackfoot (Frantz 1978), Kusaal (Ladusaw & England 1987), and
Berber (Abney 1987b), etc. (cf. Ura 1994a,d).

Here I propose that Igbo (and other languages with this type of copy-raising)
has a language-particular rule that can insert a pronominal copy of an A-moved
element at an intermediate position of the A-chain. Incidentally, it is natural to as-
sume that language-particular rules are subject to the general economy condition,
that is, such rules apply only if the derivation crashes without invoking them (cf.

Chomsky 1989). Returning to (3:9), we predict that the derivation crashes if

10 In Ura (1994a,c) I dubbed this type of construction “hyper-raising”, and reported
that it is allowed in not a few languages including Chinese Japanese, Arabic, Persian, Telugu
(Dravidian), Kikuyu (Bantu), Bhojupri (Indo-Aryan), Dholuo (Nilotic), Uzbek (Turkic),
etc. There I showed that all of the languages that allow hyper-raising allow pro in the sub-
ject position of a finite clause. If pro may stand alone without any Case or ¢-feature check-
ing, as I claimed in Ura (1994a,c), the explanation of the well-formedness of hyper-raising in
those languages follows straightforwardly: Given that, in those languages, finite T may have
no Case and no ¢-features, the derivation delineated in (39) converges in those languages.
See Ura (1994a, 1994c¢) for more and details.
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nothing checks off the Case-feature and ¢-feature of the embedded T in (3-9), giv-
en the fact that finite T in Igbo always has the Case- and ¢-features to be checked
off. This prediction is borne out, as the ill-formedness of (3-11) shows:
(3-11) Igbg
*Eze, di m [ka t furu Ada ]
Eze seems tome coMp saw Ada
‘Lit. Eze, seems to me [ that t, saw Ada ].
Now that the language-particular rule introduced above is available in Igbo, the
rule applies to (3-9) to save the derivation from crash. First, a pronoun agreeing
with its antecedent in person, gender, and number is inserted onto the Spec of the

embedded T, as illustrated in (3-12):

(312) [, Eze, T ... [ comP [, he, T [, v [, V Ada ]]]1]
Case, ¢-features (unchecked)

Being a DP, the pronominal copy inserted onto the Spec of the embedded T, natu-
rally, has Case and ¢-features, which are available for checking Case and
¢-features of the embedded T at LF:

(313) [, Eze, T .. [pcoMP [, he, T [, V[,V Ada ]Il

L5 Case,¢-foatures

The derivation, thanks to the language-particular rule, converges. As hinted above,
the lack of copy-raising in English, French, German, etc. is attributed to the lack of

the language-particular rule in those languages. This is my analysis of copy-raising.

A theory-internal question arises regarding the pronoun inserted by the
language-particular rule: Is it included in the numeration of the derivation? It
should be noted, here, that such a pronoun is inserted only at an intermediate posi-
tion of an A-chain; otherwise, the sentence in (3:14) could have the same meaning

as (3-5), repeated here:
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(3-5) Eze¢ di m [ki o, fiuru Ada ].
seems to me coMp he saw Ada
‘Lit. Eze, seems to me [ that he, saw Ada ]’

(3-14) *O, di m [ka Eze, fiuru Ada ]
he seems to me COMP saw Ada
On the contrary, (3-14) is totally bad. If it were the case that the “inserted” pro-
noun is included in the numeration (with the implicit assumption that it somehow
shares a theta-role and its referent with its antecedent), (3:14) would be grammati-
cal. The conclusion, thus, is that the pronoun inserted by the language-particular
rule is not included in the numeration. Rather, it looks like as if it spells out the
formal features of the embedded T that fails to be checked off by the copy-raised
DP. Although further investigation is obviously needed, I leave it to future re-

search to explore this question any further.

1.5. Resumptive Pronouns

The language-particular rule that saves (3-9) from crash by inserting a pro-
nominal copy is very reminiscent of the so-called fesumptive pronoun strategy that
is supposed to save a sentence with an ECP/subjacency violation by inserting a

pronominal copy of an A-bar moved element."!

In this regard the fact mentioned in footnote 5 above is very intriguing:
Sentences like (3-15), in which the subject of the tensed clause embedded under a
raising predicate undergoes “copy-raising” to the matrix subject position, are

rather deviant, but they are far better than sentences like (3-16), in which the object

11

See Sells (1984) for general issues concerning resumptive pronouns.
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of the embedded clause undergoes “copy-raising” to the matrix subject position:”

In this connection it is interesting to note the contrast between (3:15) and (3-16):

(3-15) ???John, seems that he, has hit Bill.
(3-16) *John, seems that Bill has hit him,

English sentences like (3-15), in which the subject of the tensed clause embedded
under a raising predicate undergoes “copy-raising” to the matrix subject position,
are rather deviant, but they are far better than sentences like (3-16), in which the
object of the embedded clause undergoes “copy-raising” to the matrix subject

position.

To account for this very subtle, though interesting, contrast in grammaticality,
I am exploiting the similarity between the resumptive pronoun strategy for A-bar

moved elements and the language-particular rule involved in copy-raising.

Let us consider the contrast shown in (3-17):

(3:17) a. There was one guy who, I didn’t think [ that he, would come ].
(cf. *There was one guy who, I didn’t think [ that t, would come 1)

b. *There was one guy who, I didn’t think [ he, would come ].
(cf. There was one guy who, I didn’t think [ t, would come ].)
(Kroch 1981: p.127)

c. *There was one guy who, I didn’t think [ that Bill hit him, ].
(cf. There was one guy who, I didn’t think [ that Bill hitt, ].)
As Kroch (1981) suggested, the generalization that can be gained concerning the
resumptive pronoun strategy in English is as follows: The resumptive pronoun

strategy applies only if it somehow saves the sentence that violates particular

12 It is a well-known fact that, when seem takes as-if (or like) complement, the sen-
tence becomes fairly good, “John, seems as ifflike he, has hit Bill /(??)John, seems as ifflike
Bill has hit him.” Cf Rogers (1972, 1974), Postal (1974), Lappin (1985), and Heycock
(1994) for this construction. ‘
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conditions on movement. (3-17b,c) shows that it cannot apply if the sentence vio-
lates no such conditions. In (3-17a), the trace left at the subject position of the fi-
nite clause with an overt complementizer violates the so-called that-t filter (cf.
Chomsky & Lasnik 1977), whatever it may be. Thence, the resumptive pronoun
strategy is invoked. For our concern here it is important to note that the resump-
tive pronoun strategy is available if A-bar movement violates the thar- filter, but it
is not available if (i) the tracz satisfies the zhar-¢ filter and (ii) the movement in-

volved crosses no barrier in the sense of Chomsky (1986b).

At this point it seems not so unnatural to presume that the same kind of the re-
sumptive pronoun strategy is available for A-movement, too, in English. If it is the
case, then the contrast between (3-15) and (3-16) is rather straightforward: The
strategy saves (3-15) from a violation of the that-t filter. In (3-16), on the other
hand, there is no violation of conditions on movement; therefore, the strategy can-
not apply, resulting in ungrammaticality. Yet the deviancy of (3-15) suggests that
the resumptive pronoun strategy in English is not applicable for A-movement with-

out any damage.

2. Superraising

As mentioned in the introduction of this chapter, the analysis of superraising I
provided in Ura (1994a) involves some theory-internal problems in the light of the
current theory of feature-checking in the minimalist program (Chomsky '1995b). In
this section I will show that these problems can be cleared under the theory of mul-

tiple feature-checking.
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3.1. Facts

In Ura (1994a) I reported that superraising, which has been widely alleged to
be nonexistent in natural language, can be found in some languages (including
Moroccan Arabic, Chinese, Quechua, Chichewa, etc.).”” Here I cite a superraising
example from Standard Arabic from Ouhalla (1994) (see Salih 1985a,b for ample
data of Standard Arabic superraising):'*

(3-18) Standard Arabic (Ouhalla: p.67)

a. dhanan-tu [ ?anna Zaynab-a ta-'rifi  l-taalib-a ].

believed-1sG  coMp -acc 3rsc-know the-student-acc
‘I believed that Zaynab knew the student.’

b. dhanan-tu l-taalib-a, [ ?anna Zaynab-a  ta-rifu-hu ¢t ]
believed-1sG the-student-Acc coMp -AcC 3FsG-know-3MsG
‘same meaning as (3-18a)
(Lit. I believed the student, that Zaynab knew him,.)"
There are, possibly, three ways to explain the word order change from (3-18a) to
(3-18b): (I) The DP /-taalib ‘the student’ in (3-18b) is base-generated as an object
of the matrix predicate, and, hence, no raising (or movement) is involved (in other

words, (3-18b) is not derived from (3-18a) at all); (I) The DP undergoes A-bar
movement to the Spec of the embedded CP; and (II) The DP undergoes A-

13

In Ura (1994a) I provided superraising examples in Persian and Indonesian, as well.
After its publication, I found that some of the data from Persian and Indonesian, which I
gathered from my own informants, were questioned by some other native speakers. Ob-
viously, much work should have been needed to establish the (rather strong) claim I made in
Ura (1994a): I proposed that the generalization, which states that superraising is allowed in
a language L if L allows the multiple subject construction, holds universally good in natural
language. Although I still believe this generalization to be valid, I leave it to future research
to examine its validity at length.

14

See Ura (1994a: Chapter 1) and the references cited therein for superraising exam-
ples in other languages. ‘
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movement to the position where its nominal feature is checked off by the matrix v

(or to the Spec of the matrix AgrO under the Agr-based feature-checking theory).

Salih (1985a,b) and Ouhalla (1994) advocate (III); that is, they analyze (3-18b)
as being derived from (3-18a) by superraising. The analysis (I) is proposed by
Coopmans (1994). According to this analysis, there is no relation mediated by
transformation between (3-18a) and (3:18b). Coopmans (1994) provides a similar

kind of example from Dutch:"

(3:19) Dutch (Coopmans 1994: p.82)
a. Ik geloof [ dat Marie Jan lietheeft ].
I believe that Mary John loves

b. Ik geloof vanJan [ dat Marie hem liefheeft ].
I believe of John that Mary him loves
Massam (1985) votes for (II): Through studying the construction shown in
(3-18) from several languages, she has reached the analysis (II). Although it might
be possible that her analysis is valid for the phenomenon what Watanabe (1993)
calls “ECM from Comp”, it encounters a problem for Standard Arabic (and several
other languages (see Ura 1994a: Chapter 1)): The allegedly raised DP “the stu-
dent” in (3-18b) can undergo further A-movement to the matrix subject position in
accordance with the passivization of the matrix predicate, as Salih (1985a) points
out:
(3-20) Standard Arabic (Coopmans 1994: p.81)
dhunn-a al-taalib-u, [ ?anna Zaynab-a  ta-rifu-hu t, ].

believed(pass)-3sG the-student-acc comp -AcC 3FsG-know-3MsG
‘Lit. The student, was believed that Zaynab knew him,.’

B This construction is sometimes referred to as “prolepsis” (cf. Higgins 1981 and Ura
1994e). Cf footnote 1 above.
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This fact challenges Massam’s (1985) analysis, because A-A-A movement is pro-
hibited in general (see Fukui 1993b for an attempt to derive this condition from the
more general economy condition). The analyses (I) and (III) are immune from this

problem, however.

Salih (1985b: pp.328-329) shows that the alleged raising-operation in Standard
Arabic is possible only if the raised DP is a subject, a direct object, or an indirect
object of the embedded predicate. It is totally impossible for a DP to be raised if
the DP is assigned an inherent Case like locative, instrumental, or ablative. On the
other hand, the so-called “prolepsis” is fairly possible in the same context, as the
following English examples show:'

(3-21) English

a. (?I thought of the house that Mary lived in it.

b. (P thought of the computer that Mary solved the problem with it.

c. (I thought of those trees that the apples fell from them.
If one identifies the Standard Arabic example in (3-18b) as a prolepsis, then he/she
should give an account of the difference between English and Standard Arabic in
this respect. It is, of course, not impossible to devise a method to cope with the
difference. Yet, it is more desirable to maintain Salih (1985a,b) and Oubhalla’s
(1994) claim that (3:18b) is derived from (3-18a) by superraising, if one can give a
satisfactory account of the lack of superraising of a DP with an inherent Case in
Standard Arabic.

In the next section I will propose a new analysis of superraising, assuming that

(3-18b) is a superraising example, and I will demonstrate that the lack of

16

The acceptability of those English prolepsis sentences varies according to the con-
text where they are uttered. Cf. Ura (1994e) and, also, Heycock (1994) for relevant discus-
sion. However, it should be noted that raising examples in Standard Arabic never become
acceptable if the raised DP comes from locative, instrumental, etc.
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superraising of a DP with an inherent Case naturally follows. Returning to the
problems involved in Ura’s (1994a) account of superraising, I will, in §2.4, show

that they can be resolved in a straightforward way.

3.2. New Analysis of Superraising

Let us return to the examples in (3-18), repeated here as (3-22):

(3-22) Standard Arabic (Ouhalla: p.67)
a. dhanan-tu [ ?anna Zaynab-a ta-'rifi  l-taalib-a ].
believed-1sc  comp -acc 3rsG-know the-student-acc
‘I believed that Zaynab knew the student.’

b. dhanan-tu I-taalib-a, [ ?anna Zaynab-a ta-'rifu-hu  t,_ ]
believed-1sG the-student-acc comp -Acc 3rsG-know-3MsG
‘same meaning as (3-18a)
(Lit. I believed the student, that Zaynab knew him,.)’
The leading idea about superraising is that the DP to be superraised undergoes A-
movement from the embedded clause to an A-position in the matrix clause beyond

the subject-DP of the embedded clause.

Our conclusion is that (3:22b) is derived from (3:22a) by superraising. The
question to be addressed first is: Why is it that the object-DP in the embedded
clause in (3:22a) can undergo such a long-distance A-movement? As sﬁown in
(3-22a), it may stay in its original clause before SPELL-OUT, regardless of wheth-
er or not it overtly moves up to its checking position within the embedded clause.
The commonly held view is that A-movement is impossible once the DP to be

moved lands at a possible Case-checking position.
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| In §1 above I argued for Checking as an operation in Cy and showed that a
DP may move further from its possible Case-checking position if the language-
particular rule for copy-raising saves the derivation from crash. The fact shown in
(3-23) indicates that the language-particular rule for copy-raising is also available
in Standard Arabic:

(3-23) Standard Arabic (Salih 1985b: pp.326-327)
a. yabdu [?anna l-mufallim-a Saraha l-qasi:dat-a ].

seem comp the-teacher-acc explained the-poem-acc
‘It seems that the teacher explained the poem.’

b. yabdu l-muSallim-u, [?anna-hu, Saraha l-qasi:dat-a].
seem the-teacher-NoM comp he explained the-poem-Acc
‘same meaning as (3-23a)’
Returning to (3-22b), we can say that the pronominal copy of the superraised DP is
cliticized onto the embedded verb. Thus, (3:22b) should be delineated as the
following:
(3-24) dhanan-tu l-taalib-a, [ ?anna Zaynab-a ta-'rifu-hu, 1.
believed-1sG the-student-AcC COMP -AcC 3FsG-know-him
‘Lit. I believed the student, that Zaynab knew him,.’
That is to say, I am claiming that the suffix attached to the embedded clause in this
example should be regarded not as the manifestation of object-agreement but as a

pronoun cliticized onto V by incorporation.

In any event, the allegedly superraised DP in (3-22D) is allowed to undergo
such a long-distance A-movement into the matrix clause without Case-checking
within the embedded clause because it leaves a copy, which is available for check-

ing the Case- and ¢-features of the embedded V.
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Now let us consider, step by step, the derivation of superraising. First, consider

the stage of the derivation where the embedded VP is created:
(325) [, SUBJ v [, V OBJ ]]

Now I propose that v in Standard Arabic is weak. Thus, OBJ in (3:25) stays in situ
before T is inserted by Merge, as illustrated in (3:26):

(326) [ T [ SUBJ v [, V OBJ ]]]

It is reasonable to assume that (the EPP-feature (i.e., D-feature) of) finite T in the
embedded clause is strong in Standard Arabic, because it derives the word order
SVO in the embedded clause in Standard Arabic (cf. Ouhalla 1991). Now some-
thing with a D-feature must be attracted to the Spec of T. In (3-26) SUBIJ is the
DP closest to T; hence, it is attracted to the (innermost) Spec of T, as illustrated in<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>