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Abstract

This paper presents a new embodied approach for ob-
ject segmentation by a humanoid robot. It relies on inter-
actions with a human teacher that drives the robot through
the process of segmenting objects from arbitrarily complex,
non-static images. Objects from a large spectrum of differ-
ent scenarios were successfully segmented by the proposed
algorithms.

1. Introduction

Embodied vision [2] extends far behind the opportunities
crated by active vision systems [1, 4]. The human (and/or
robot) body is used not only to facilitate perception, but also
to change the world context so that it is easily understood by
the robotic creature (Cog, the humanoid robot used through-
out this work, is shown in Figure 1 through different seg-
mentation scenarios).

Figure 1. Cog, the humanoid robot used
throughout this work, shown through sev-
eral learning scenarios. These images corre-
spond to real experiments from which objects
were separated from the background.

Embodied vision methods will be demonstrated with the
goal of simplifying visual processing. This is achieved by

selectively attending to the human actuator (Hand, Arm or
Finger), or the robot actuator. Indeed, primates have spe-
cific brain areas to process the hand visual appearance [11].

Focus will be placed on a fundamental problem in com-
puter vision -Object Segmentation- which will be dealt
with by detecting and interpreting natural human/robot
task behavior such as waving, shaking, poking, grab-
bing/dropping or throwing objects. Object segmentation is
truly a key ability worth investing effort so that other ca-
pabilities, such as object/function recognition can be devel-
oped.

1.1. Embodied object segmentation

The number of visual segmentation techniques is vast.
An active segmentation technique developed recently [7]
relies on poking objects with a robot actuator. This strat-
egy operates on first-person perspectives of the world: the
robot watching its own motion. However, it is not suitable
for segmenting objects based on external cues. Among pre-
vious object segmentation techniques it should be stressed
the minimum-cut algorithm [12]. Although a good tool, it
suffers from several problems which affect non-embodied
techniques. Indeed, object segmentation on unstructured,
non-static, noisy, low resolution and real-time images is a
hard problem (see Figure 2):

. object may have similar color/texture as background

. multiple objects might be moving simultaneously in a
scene

. necessary algorithm robustness to luminosity varia-
tions

. requirement of real-time, fast segmentations on low
resolution images (128× 128 images)

Segmentations must also present robustness to variations
in world structure. In addition, mobility constraints (such
as segmenting heavy objects) poses additional difficulties,
since motion cannot be used to facilitate the problem.
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Figure 2. The results presented in this pa-
per were obtained with varying light condi-
tions. The environment was not manipulated
to improve natural occurring elements, such
as shadows or light saturation from a light
source. All the experiments were taken while
a human or the robot were performing an ac-
tivity.

Distinguishing an object from its surroundings – the fig-
ure/ground segregation problem – will be dealt by exploit-
ing shared world perspectives between a cooperative human
and a robot. Indeed, we argue for a visual embodied strat-
egy for object segmentation, which is not limited to active
robotic heads. Instead, embodiment of an agent is exploited
by probing the world with a human/robot arm. This strategy
proves not only useful to segment movable objects, but also
to segment object descriptions from books, as well as large,
stationary objects (such as a table) from monocular images.

This paper is organized as follows. The next three sec-
tions describe different protocols a human instructor might
use to boost the robot’s object segmentation capabilities
(The overall algorithmic control structure is shown in Fig-
ure 3). Segmentation by demonstration is described in Sec-
tion 2. This technique is especially well suited for segmen-
tation of fixed or heavy objects in a scene, such as a table
or a drawer, or objects drawn or printed in books. Section 3
presents object segmentation though active object actuation.
Objects are waved or shaken by a human actor in front of the
robot. Objects that are difficult to wave but easily acted on
(for instance, by poking them) are segmented as described
in Section 4. Experimental object segmentation results are
presented in each section. Finally, Section 5 draws the con-
clusions.

2. Segmentation by Demonstration

We propose a human aided object segmentation algo-
rithm to tackle the figure-ground segregation problem. In-
deed, a significant amount of contextual information may
be extracted from a periodically moving actuator. This can
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Figure 3. Image objects are segmented differ-
ently according to scene context. The selec-
tion of the appropriate method is done auto-
matically. After detecting an event and deter-
mining the trajectory of periodic points, the
algorithm determines whether objects or ac-
tuators are present, and switches to the ap-
propriate segmentation method.

be framed as the problem of estimatingp(on|vB~p,ε
, actper

~p,S),
the probability of finding objecton given a set of local, sta-
tionary featuresv on a neighborhood ballB of radiusε cen-
tered on locationp, and a periodic actuator on such neigh-
borhood with trajectory points in the setS ⊆ B.

The following algorithm implements the estimation pro-
cess to solve this figure-ground separation problem (see
Figure 4):

1. A standard color segmentation [6] algorithm is applied
to a stationary image (stationary over a sequence of
consecutive frames)

2. A human actor waves an arm on top of the object to be
segmented

3. The motion of skin-tone pixels is tracked over a
time interval (using the Lucas-Kanade Pyramidal al-
gorithm), and the energy per frequency content is de-
termined for each point’s trajectory

4. Periodic, skin-tone points are grouped together into the
arm mask [3].

5. The trajectory of the arm’s endpoint describes an al-
gebraic variety [8] overN2 (N represents the set of
natural numbers). The target object’s template is given
by the union of all bounded subsets (the color regions
of the stationary image) which intersect this variety

An affine flow-model is estimated (using a least squares
minimization criterium) from the optical flow data, and used
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Figure 4. A standard color segmentation al-
gorithm computes a compact cover for the
image. The actuator’s periodic trajectory is
used to extract the object’s compact cover –
a collection of color cluster sets.

to determine the trajectory of the arm/hand/finger position
over the temporal sequence. Periodic detection is then ap-
plied at multiple scales. Indeed, for an arm oscillating dur-
ing a short period of time, the movement might not appear
periodic at a coarser scale, but appear as such at a finer scale.
If a strong periodicity is not found at a larger scale, the win-
dow size is halved and the procedure is repeated again for
each half.

The algorithm consists of grouping together the colors
that form an object. This grouping works by having peri-
odic trajectory points being used as seed pixels. The algo-
rithm fills the regions of the color segmented image whose
pixel values are closer to the seed pixel values, using a 8-
connectivity strategy. Therefore, points taken from waving
are used to both select and group a set of segmented regions
into the full object. Clusters grouped by a single trajectory
might either form or not form the smallest compact cover
which contains the object (depending on intersecting or not
all the clusters that form the object). After two or more tra-
jectories this problem vanishes.

2.1. Perceptual Organization

According to Gestalt psychologists, the whole is differ-
ent than the sum of its parts – the whole is more struc-
tured than just a group of separate particles. The tech-
nique we suggest segregates objects from the background
without processing local features such astextonsor con-
tours [10]. The proposed grouping paradigm differs from
Gestalt grouping rules for perceptual organization. These
rules specify how parts are grouped for forming wholes, and
some of them are indeed exploited by our grouping method:
Similarity andProximity rules are embedded on the color
segmentation algorithm; moving periodic points in an im-

age sequence are also grouped together. It is worthy to
stress that this technique solves very easily thefigure and
groundillusion (usually experienced when gazing at the il-
lustration of a white vase on a black background – the white
vase is segregated just by having an human actor tapping on
it (or on the black faces, if the human selects them).

2.2. Experimental Results

The strategies which enable the robot to learn from
books rely heavily in human-robot interactions. It is essen-
tial to have a human in the loop to introduce objects from
a book to the robot (as a human caregiver does to a child),
by tapping on their book’s representations. The segmenta-
tion by demonstration method previously presented is then
used to segment an object’s image from book pages (Fig-
ure 5 shows a segmentation sample). This scheme was suc-
cessfully applied to extract templates for fruits, geometric
shapes and other elements from books, under varying light
conditions (see Figure 6).

Embodiment of an agent is also exploited by probing the
world with a human arm. This strategy proves not only
useful to segment object descriptions from books, but also
to segment large, stationary objects (such as a table) from
monocular images. Figure 7 shows segmentations for a ran-
dom sample of object segmentations (furniture items), to-
gether with statistical results for such objects.

3. Segmentation Driven by Active Actuation

This technique is triggered by the following condition:
the majority of periodic points are generic in appearance,
rather than drawn from the hand or finger. A visual scene
might contain several moving objects, which may have
similar colors or textures as the background. Multiple
moving objects create ambiguous segmentations from mo-
tion, while large similarities between figure and background
makes the figure/ground segregation problem harder. How-
ever, a human actor can facilitate robot’s perception by
waving or shaking an object in front of the robot, so that
the motion of the object is used to segment it, as follows:
Moving image points are initialized and tracked thereafter
over a time interval; Their trajectory is then evaluated us-
ing a Short Time Fourier transform (STFT), and tested for
a strong periodicity. Periodic, non-skin points are then
grouped into a unified object.

3.1. Tracking

A grid of points homogeneously sampled from the image
are initialized in the moving region, and thereafter tracked
over a time interval of approximately 2 seconds (65 frames).



Figure 5. (top) Statistical analysis for object
segmentation from books. Errors are given
by (template area - object’s real visual ap-
pearance area)/(real area). Positive errors
stand solely for templates with larger area
than the real area, while negative errors stand
for the inverse. Total errors stand for both er-
rors. The real area values were determined
manually. Results shown in graph (7) cor-
respond to data averaged from all these ob-
jects. (bottom) Templates for several cat-
egories of objects (for which a representa-
tive sample is shown), were extracted from
dozens of books. Two subjects not ac-
quainted with the algorithm were also briefly
instructed on the protocol for interacting with
the robot. No noticeable performance degra-
dation was found from such interactions.

At each frame, each point’s velocity is computed together
with the point’s location in the next frame.

The motion trajectory for each point over this time inter-
val was determined using four different methods. Two were
based on the computation of the image optical flow field -
the apparent motion of image brightness - and consisted of
1) the Horn and Schunk algorithm [9]; and 2) Proesmans’s
algorithm - essentially a multiscale, anisotropic diffusion
variant of Horn and Schunk’s algorithm. The other two al-
gorithms rely on discrete point tracking: 1) block matching;
and 2) the Lucas-Kanade pyramidal algorithm. We achieved
the best results by applying the Lucas-Kanade pyramidal al-
gorithm.

3.2. Multi-scale Periodic Detection

A STFT is applied to each point’s motion sequence,

Figure 6. (left) segmentations of geometric
shapes from a book (right) top images show
pages of a book. The other rows show
segmentations for different luminosity con-
ditions.

I(t, ft) =
N−1∑

t′=0

i(t′)h(t′ − t)e−j2πftt
′

(1)

whereh is usually a Hamming window, andN the number
of frames. In this work a rectangular window was used.
Although it spreads the width of the peaks of energy in a
larger extent than the Hamming window, it does not degrade
overall performance, and decreases computational times.

Periodicity is estimated from a periodogram determined
for all signals from the energy of the STFTs over the spec-
trum of frequencies. These periodograms are processed by
a collection of narrow bandwidth band-pass filters. Period-
icity is found if, compared to the maximum filter output,
all remaining outputs are negligible. The periodic detection
is applied at multiple time scales. If a strong periodicity is
found, the points implicated are used as seeds for segmen-
tation.

3.3. Perceptual Grouping

Now that periodic motion can be spatially detected and
isolated, the waving behavior guides the segmentation pro-
cess:

1. The set of moving, non-skin [5] points tracked over a
time window is sparse. Hence, an affine flow-model is
applied to the periodic flow data to recruit other points
within uncertainty bounds

2. Clusters of points moving coherently are then covered
by a non-convex polygon – approximated by the union
of a collection of overlapping, locally convex poly-
gons [3].

This algorithm is much faster than the minimum cut al-
gorithm [12], and provides segmentations of similar quality
to the active minimum cut approach presented by [7]. Fig-
ure 8 presents statistical results. A random number of seg-
mentation samples are also shown, while Figure 9 shows



Figure 7. Statistics for the furniture items (a
set of segmentation samples is also shown).
Results shown in graph (8) correspond to
data averaged from all these objects. A black
contour was added to the table template for
visualization proposes. A chair is grouped
from two disconnect regions by merging tem-
porally and spatially close segmentations.

results for a few objects under diverse perspective deforma-
tions. This approach is robust to other scene objects and/or
people moving in the background (they are ignored as long
as their motion is non-periodic).

4 Segmentation Through Discontinuous Mo-
tion

The discontinuous motion induced on an object when-
ever a robot (or a human instructor) acts on it can be used
for segmenting the object (as shown in Figure 10). In order
to detect discontinuous events, an algorithm was developed
to identify and track multiple objects in the image:

1. A motion mask is first derived by subtracting gaussian
filtered versions of successive images and placing non-
convex polygons around any motion found.

2. A region filling algorithm is applied to separate the
mask into regions of disjoint polygons (using a 8-
connectivity criterion).

3. Each of these regions is used to mask a contour image
computed by a Canny edge detector.

Figure 8. Object segmentations (left) Statis-
tical results for the objects shown. Results
shown in graph (6) correspond to data av-
eraged from a larger set of objects on the
database (right) sample segmentations from
a large corpora consisting of tens of thou-
sands of computed segmentations.

Figure 9. Sample of objects segmented from
oscillatory motions, under different views.
Several segmentations of the robots arm (and
upper arm) are also shown, obtained from
rhythmic motions of robot’s arm (and upper
arm, respectively) in front of a mirror.

4. The contour points are then tracked using the Lucas-
Kanade pyramidal algorithm.

5. An affine model is built for each moving region from
the position and velocity of the tracked points. Outliers
are removed using the covariance estimate for such
model.

Spatial events are then defined according to the type of
objects’ motion discontinuity [3]. This strategy was used
to detect events such as grabbing, dropping, poking, assem-
bling, disassembling or throwing objects, and to segment
objects from such events by application of the grouping al-
gorithm in Section 3.3. A random sample of segmentations
is presented in Figure 11.



Figure 10. Segmentation of objects (bottom
row) during discontinuous events (from left
to right) Human grabbing a stationary car toy;
Grabbing an oscillating fish toy; Human ham-
mering a nail – segmentations from impact;
two objects (a car toy and a ball) crashing;
and the robot acting on objects by itself, en-
abling segmentation.

Figure 11. Sample of object segmentations
from object’s discontinuous motions actu-
ated by humans and the robot. Not only
the object’s visual appearance is segmented
from images, but also the robot’s end-effector
appearance.

5 Conclusions and Future Work

In this paper we introduced the human in the learning
loop to facilitate robot perception. By exploiting move-
ments with a strong periodic or discontinuity content, the
robot’s visual system segments a wide variety of objects
from images, with varying conditions of luminosity and a
different number of moving artifacts in the scene. The de-
tection is carried out at different time scales for a better
compromise between frequency and spatial resolution.

We proposed a grouping strategy to segment objects that
are not allowed to move and therefore might be difficult to
separate from the background. Such human-centered tech-
nique is especially powerful to segment fixed or heavy ob-
jects in a scene or to teach a robot through the use of books.

Objects were segmented in several cases from scenes
where tasks were being performed in real time, such as

hammering. It should be emphasized that the techniques
presented can be used in a passive vision system (no robot
is required), with a human instructor guiding the segmenta-
tion process. But a robot may also guide the segmentation
process by himself, such as by poking. In addition, learning
by scaffolding may result from human/robot social interac-
tions [5].

Human teachers facilitate children’s perception and
learning during child development phases. Similarly,
through interactions of a robot with a human instructor, the
latter facilitates the robot’s segmentation task by providing
additional grouping cues.
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