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Abstract

The absence of software support for early-stage design
suggests that conventional graphical user interfaces are
inadequate for this task. Perceptual interaction – in par-
ticular, pen-based interaction – may afford more natu-
ral and intuitive user interfaces for design support. The
development of a multimodal intelligent design studio
poses several important research challenges. Natural
multimodal interaction demands a better understand-
ing of how designers use sketching in combination with
other modalities to communicate ideas about design. In-
telligent design feedback requires research on how de-
signers want to interact with their tools, and how such
interaction can be managed. This paper presents a re-
search plan for developing an intelligent multimodal de-
sign studio. We will describe recently completed, ongo-
ing, and planned empirical studies, as well as system
components that we have built and plan to build.

Introduction
Much of the recent interest in sketching stems from its
prevalence in early stage design (Davis 2002; Ullman,
Wood, & Craig 1990). Sketch-based user interfaces could
provide automated support for early stage design, bridging
the divide between the “back of the envelope” and CAD soft-
ware.

Intrigued by this possibility, our research group has
worked on developing an intelligent multimodal design stu-
dio, based on natural human-human interaction. This pa-
per presents a long-term research agenda for realizing this
vision. We describe our ongoing work, including both the
empirical studies that will help us define the proper speci-
fication for the studio, and the system components that will
implement these requirements.

While most of our system development work has focused
on sketch recognition (Alvarado, Oltmans, & Davis 2002;
Hammond & Davis 2004; Sezgin, Stahovich, & Davis
2001), we have also conducted exploratory studies aimed
at finding out more about how sketching is used in design
situations. The conclusions were perhaps surprising: while
sketching is indeed an ideal modality for describing impre-
cise spatial and topological features, sketching alone is al-
most never sufficient for accurately and fully describing a
design. Speech and hand gestures are critical for a number
of purposes:

• Expressing more precise spatial and structural relation-
ships: “there are four identical, equally spaced pendu-
lums.”

• Relating sketches that are drawn from different perspec-
tives: “[deictic gesture] this is the same thing from the
top.”

• Describing temporal events or paths of motion: “the
wheel turns like this [iconic gesture].”

These are just a few of the ways in which speech and ges-
ture communicate crucial information about a sketch. Un-
less these additional modalities are supported, this informa-
tion will have to be communicated using either an artificial
language of sketch-based “commands,” or a traditional GUI.
Neither method satisfies the original goal of uninhibited nat-
ural interaction.

The space of early-stage design toolkits is relatively un-
explored; an exception is (Landay & Myers 1995). Conse-
quently, we feel that human-human interaction is the best
starting point for determining the desirable usability charac-
teristics of such a system. Our efforts are aimed at building a
dialogue-based design studio, simulating interactive design
with a human partner as closely as possible. Once we have
a working prototype, additional testing will help us locate
places where divergence from the human-human interaction
paradigm improves usability.

Building the Multimodal Intelligent Design Studio
Figure 1 illustrates our long-term vision for how theMul-
timodal Intelligent Design Studio should be designed, im-
plemented, and evaluated. It includes empirical studies, rep-
resented as ovals, and system components, represented as
rectangles. Arrows indicate dependency relationships show-
ing, for example, that empirical studies inform the design of
system components.

This section briefly describes the various components of
Figure 1 and includes short scenarios illustrating the poten-
tial benefits of each component. This project is a work in
progress; these scenarios illustrate our vision for the design
studio, not current capabilities.

Exploratory Studies are initial, empirical research on
early stage design; we describe the results of some com-
pleted exploratory studies in this paper.
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Figure 1: Building the Multimodal Intelligent Design Studio

Multimodal communication studies investigate how
users combine sketch, speech, and gesture to express
ideas about design. These studies, combined with robust
sketch (Alvarado, Oltmans, & Davis 2002), speech (Seneff
et al. 1998), and gesturerecognition components, will help
us ultimately build systems that performmultimodal un-
derstandingof natural communication.

Scenario 1: A designer sketches a circuit diagram,
while verbally describing the function of the part that
is being drawn. Later, the designer provides additional
information by speaking and gesturing at that part in the
drawing. In both cases, the multimodal understanding
component resolves verbal references to referents in the
non-verbal modality: either sketch or gesture. Non-
verbal modalities can also provide other cues about the
structure of the speech, the occurrence of speech repair
events, etc. These cues can facilitate speech recogni-
tion through multimodal disambiguation.

Dialogue Studies are planned to determine how designers
collaborate and interact. These studies will inform adia-
logue managementcomponent, which is tasked with man-
aging the interaction with the user. An iterative design cycle
usingWizard of Oz studiesis planned to refine the usability
characteristics of this component.

Scenario 2: The designer sketches or says something
that the system is unable to interpret; it is able to rea-
son about how and whether to interrupt for clarification.
Through this facility, the system is able to add new vo-
cabulary terms and sketched symbols naturally, rather
than through additional programming.

Domain Modeling is needed to learn the vocabulary,
structure, and interaction properties of a design domain,
such as mechanical design. This is necessary to builddo-
main reasoning components that can provide intelligent
feedback about design decisions.

Scenario 3: After having completed an initial concep-
tual design, the designer can ask the computer whether
any important design guidelines have been violated,
and then work interactively to correct them. If design-
ers trust that essential guidelines and constraints will

be managed by the computer, they will be more free to
brainstorm creatively about design possibilities. More-
over, when the software explicitly manages the cor-
rection of design flaws, the underlying rationale will
be documented transparently, allowing other designers
and customers to understand the decisions that shaped
the final design.

The remainder of this paper describes our ongoing and
planned work on the components of Figure 1. While we ad-
dress all parts of the diagram, we highlight the following ar-
eas of ongoing and recently completed research: exploratory
studies of design scenarios; focused studies of multimodal
communication, leading to a new corpus of sketch, speech,
and gesture data; and the initial development of multimodal
understanding components.

Exploratory Studies
Our exploratory studies investigating how sketching is used
by designers have helped us identify the problems we are
likely to face in supporting sketching in realistic design sit-
uations. These studies led us to pursue a more holistic, mul-
timodal approach to design support.

In one such study, undergraduate students who partici-
pated in a robot design contest were asked to explain their
designs. The sketches were recorded on paper with a special
pen and clipboard (the Crosspad) that captured the stroke
data digitally. Most of the sketches are very difficult to un-
derstand on their own, as Figure 2 demonstrates. Speech and
gesture provide critical details and context; for example, a
speaker might draw only a rectangle but say, “This gear train
here. . . ” Gesture was used to show behavior – for example,
free-hand gestures were often used to simulate one of the
moving parts, such as the robot’s arm. Another common use
of speech was to annotate the 3D relationships of parts when
drawn in a 2D projection. For example, one speaker drew di-
rectly on top of an existing sketch, while saying, “this arm
attaches on top like this,” clarifying the relationship between
the parts. Without this context, the bird’s eye view gives no
clues about the relative positions of the robots parts.

Figure 3 illustrates a similar situation in another study.
The speaker has created two sketches side by side. They



Figure 2: Without the context provided by speech and ges-
ture, these sketches are hard to understand.

Figure 3: The sketch to the right is an aborted attempt at
redrawing the main sketch to the left.

might be subcomponents of a single mechanical device, but
in fact, the figure to the right is an aborted attempt to re-
draw the original figure, on the left. Without the surround-
ing conversational context, it is hard to see how one might
determine this relationship.

In a third study, participants were asked to carry out four
tasks:

1. sketch their current apartments,

2. brainstorm several apartments they would like to live in,

3. draw a cleaner version of their favorite sketch, and

4. redraw their favorite apartment while verbally describing
the design to the moderator.

The purpose was to see whether sketching styles and neat-
ness would differ in brainstorming versus tasks in which a
more precise sketch was required.

The sketches were collected on a Tablet PC running Win-
dows XP Tablet PC Edition. We collected a total of 127
sketches from 23 subjects for a combined total of over
11,000 strokes. Thus far, our data has not shown any sig-
nificant difference in drawing style between the different

sketching tasks. This is counter to our intuitions, but there
are a few possible explanations. Since there were no de-
sign constraints to navigate (e.g., every bedroom must have
a door to the living room), the brainstorming task was not
particularly difficult. This allowed participants to focus on
sketching rather than thinking about the design. Also, par-
ticipants were not experts in architecture or interior design,
so their “neat” sketches were still perhaps not as precise as
those of a professional. We are planning a follow-up study
in which architecture students are asked to design floorplans
with respect to specific design constraints. This will help
us understand whether brainstorming poses unique problems
for sketch recognition.

Multimodal Communication Studies
Speech, sketching, and gesture are almost always most in-
formative when used in combination. Building software that
can process multiple modalities of communication requires
a better understanding of how these modalities interact. We
are conducting a series of studies to explore the interactions
between sketch, speech, and gesture, and how they combine
to express features of the design.

Speech and Sketching
We conducted an empirical investigation to collect informal
and natural speech from users as they were sketching and
verbally describing mechanical systems. The purpose of this
study was to identify the vocabulary used to describe me-
chanical systems and find out which features of the system
were described verbally and which were drawn. In addition,
we wanted to identify relationships between the speech and
the sketching inputs that would enable us to exploit the data
and create a system that responds to the user’s utterances.

Six users, drawn from the MIT community, were asked
to draw and explain six mechanical devices (Adler & Davis
2004). The speakers reproduced small versions of the de-
vices at a whiteboard and were videotaped while making
their explanations. Their speech and sketching was manu-
ally transcribed with time stamp information. Topic shifts
were also manually annotated.

Using these annotations and pen strokes, we tried to deter-
mine what sort of vocabulary was natural when describing
the mechanical systems. Several general patterns emerged
from the data. For example, disfluencies, such as “ahh”
and “umm” were good indicators that the user was still talk-
ing about the same topic. Phrases such as “there are” and
“and” were indicators that the user was starting a new topic.
Ultimately, awareness of these patterns allowed us to build
a multimodal topic segmentation system using sketch and
speech data. This system enabled the integration of speech
into the sketching framework, allowing the user’s utterances
to affect the sketch. The resulting system is described below
in the section on Multimodal Understanding and Integration.

Speech and Gesture
Our initial exploratory studies also revealed that gesture
played an important role in the explanation of sketched de-
signs. Gesturing behavior can be extremely varied, thus pos-



Figure 4: A speaker describes the behavior of a mechanical
device.

ing difficulties for machine recognition. Our goal was to de-
termine whether there were common patterns to speech and
gesture behavior, raising the possibility that these patterns
could be exploited to enable the development of gesture un-
derstanding components.

In an initial study, nine speakers drawn from the MIT
community were shown animated simulations of three sim-
ple mechanical devices (Eisenstein & Davis 2003). The
speakers were then asked to describe the behavior of the de-
vice, with the aid of a pre-drawn diagram (Figure 4). Speech
and gesture were both manually transcribed, using the nota-
tion described in (McNeill 1992).

Our experiments reveal that the presence of a sketched
diagram actually simplifies speakers’ gestures, significantly
lowering the ratio of iconic gestures to deictic gestures. This
is contrary to the existing psychology literature, which indi-
cates that iconic gestures – in which the hand imitates an
object or event – usually outnumber simple pointing (deic-
tic) gestures by a rate of approximately ten to one. Iconic
gestures are difficult to interpret because they are highly id-
iosyncratic; there are, after all, numerous ways in which a
hand gesture could imitate some feature of an object or de-
vice. In contrast, deictic gestures are relatively easy to in-
terpret; only the object of the deictic reference must be dis-
ambiguated. When presented with a sketched diagram, the
ratio of iconics to deictics was only roughly three to two.
Moreover, 80% of iconics simply described paths of motion,
rather than more abstract features of the object.

The corpus generated by this study has also been used
to investigate how gestures can help resolve verbal refer-
ences (Eisenstein & Christoudias 2004) and is the basis for
an ongoing study of sentence segmentation. We are cur-
rently annotating the data from a second, more rigorous it-
eration of this study, in which we compare the gestures that
are observed across the following conditions: the speaker is
given a pre-printed diagram; the speaker is not given a dia-
gram; and a trimodal condition in which the speaker is given
a tracked pen with which to sketch a diagram. We turn next
to a discussion of some preliminary results from the trimodal

Figure 5: The 3-D mechanical toy used in the study.

condition of this study.

Trimodal Interaction
While the pairwise interactions between sketch, speech, and
gesture make a good starting point for empirical research of
multimodal interaction, a trimodal user interface ultimately
requires studies of the interaction between all three modal-
ities. For example, it seems likely that the presence of a
pen alters the type of gestures and their relationship with
the speech. To address this issues, we have recently con-
ducted a study of the interactions between speech, gesture,
and sketching – the first study of such trimodal interaction
that we are aware of. In this study, speakers described me-
chanical devices to a friend or acquaintance. The use of ac-
quaintances as dialogue partners is preferred because it is
thought to reduce inhibition effects (McNeill 1992). Par-
ticipants were given two minutes to view a simulation of a
mechanical device, or to interact with the device itself. The
simulated devices included a piston, a Pez dispenser, and a
latchbox. The actual device was a mechanical toy, shown in
Figure 5.

While we have not yet completed the annotations from
which to collect quantitative data, some potentially interest-
ing phenomena were observed. In most cases, the speaker
began with an uninterrupted monologue that lasted between
thirty seconds and two minutes, followed by a question-
answer period. Participants were not instructed to structure
their interactions in this fashion, but as many of the par-
ticipants were college students, this may mirror the typical
mode of interaction with a teaching assistant.

The monologue phase can be described as having two dis-
tinct modes of explanation, corresponding roughly to the
structure and function of the device. In thestructuremode,
participants explained the physical configuration of the de-
vice’s parts, without describing the device behavior. In this
mode, the sketching appeared to drive the monologue. Most
of the speech involved naming the parts that were being
drawn. A few speakers sketched silently and then named the
parts, but most named the parts while drawing them. The
act of drawing was used to ground anaphoric references, so



there was very little gesture during this phase.
During thefunctionphase, participants explained the pur-

pose of the diagram, and how the parts moved and interacted
to realize that purpose. Speech dominated in this phase;
gesture and sketching were used to resolve references and
indicate paths of motion. As noted above, in the Speech
and Gesture section, complex iconic gestures – in which the
hand represents a physical object through its shape or path
of motion – were relatively infrequent, since the diagram
could be used to establish all references. Some participants
used sketching for deixis, by over-tracing the object of the
reference. Sketching was also used in place of iconic ges-
ture, e.g., by indicating a path of motion with an arrow. The
choice of whether to use a hand gesture or a sketch appears
to be idiosyncratic. Some participants never used sketching
in place of gestures, while others did so frequently. How-
ever, in no case did sketching completely obviate the need
for hand gestures.

The structure and function modes were combined in dif-
ferent ways, varying mainly in relation to the device that was
being explained. When participants were asked to explain
devices that they viewed via simulation, they almost always
combined the modes sequentially, explaining the structure of
the device in its entirety, and only then explaining the func-
tion. When explaining the mechanical toy, participants were
more likely to interleave the structure and function modes.
In such cases, participants would describe each subcompo-
nent of the device – e.g., the sliders that keep score – starting
with the structure and then describing the function.

There are a few possible explanations for this discrepancy.
It is possible that when describing the simulations, partici-
pants were worried that they would forget the structure of
the device if they didn’t draw it immediately. They were
then able to use their own drawing to help them remember
the function that they observed when viewing the simula-
tion. Another possible explanation is that, in the case of the
3-D mechanical toy, it was not immediately obvious what to
draw, unlike the simulations. Participants were able to delay
solving the difficult problem of how best to visually repre-
sent the toy by interleaving descriptions of the function of
the device with descriptions of the structure. Moreover, by
attending to the function of the device, speakers could deter-
mine what aspects of the structure were important to focus
on.

We are considering what implications these findings have
for the development of a multimodal design studio. Irre-
spective of the motivation for the varying combinations of
the structure and function modes of explanation, it seems
clear that the multimodal understanding componant could
benefit by recognizing these two modes and adjusting its in-
terpretation of the designer’s explanation accordingly. For
example, in the structure mode, anything that is drawn is
probably a physical object; in the function mode, it might
be an overtracing to establish reference, or a path of motion.
Similarly, it seems likely that gesture frequencies vary sub-
stantially across the structure and function modes. In future
work, we plan to investigate whether such a classification
is valid by assessing the ability of human judges to reliably
distinguish between these two modes. If this is successful,

then we hope to use the evidence from the speech, sketch,
and gesture to build a system that can guess which mode of
explanation the speaker is in, and adjust its recognition and
interpretation accordingly.

Multimodal Understanding and Integration
Adjunct to our empirical studies on speech-sketch and
speech-gesture integration, we have built systems that rea-
son about the integration patterns between these modalities.
The information collected from the speech and sketching
user study was used to create a set of approximately 50 in-
tegration rules, based on key words in the speech, the shape
of sketched objects, and the timing between the speech and
sketching events (Adler & Davis 2004). The rules segment
and align the speech and sketching events, and a grammar
framework recognizes certain adjectives and nouns. The
grammar framework can recognize “pendulum” and adjec-
tives such as “identical” and “touching.” This enables users
to say things like “there are three identical equally spaced
pendulums” while sketching several pendulums. The sys-
tem will then respond by making the pendulums identical
and spacing them equally, as shown in Figure 6.

Figure 6: Three successive steps in our multimodal system.
The first image shows the sketch before the user says any-
thing. The second image shows the sketch after the user
says “there are three identical equally spaced pendulums.”
The third image shows the sketch after the user says that the
pendulums are touching.

We want to improve the system so that it can learn new
speech and sketching vocabulary from the users and by mak-
ing the communication between the system and the user
bidirectional. This will allow the system to enter into a con-
versation with the user when the system does not understand
what the user is doing or when the user uses a new vocabu-
lary word. This will create a more natural interaction.

For gesture-speech integration, an optimization-based ap-
proach was applied to determine the proper alignment be-
tween referential pronouns (e.g., this, here) and gestures to
the diagram (Eisenstein & Christoudias 2004). We used a
salience function whose form was derived from the psy-
cholinguistics literature on gesture-speech integration, but
whose parameters were learned from a labeled corpus. This
system achieved a 10% improvement in performance over
previous approaches, finding the proper alignment 95% of
the time. The resolution of such anaphoric references is cru-
cial to the interpretation of multimodal utterances such as
“[pointing gesture] this piece is made of wood” or “it moves
[motion gesture] back and forth like this.”

Future work on multimodal integration will extend these
results to a more general, trimodal system for extracting se-
mantics from speech, sketching, and gesture.



Dialogue Management
Spoken dialogue management is an important component of
the natural user interaction. We hope to build upon the pre-
vious research (Rich & Sidner 1998; Allenet al. 2001;
Glasset al. 2004), some of which is relevant to managing a
multimodal dialogue about design. Ideas such as turn taking
and determining which information you still need from the
user, are still applicable. The situation is made more com-
plicated by the additional modalities and our desire to make
the interaction as natural as possible.

We are currently in the planning stage of a study of how
to manage a spoken dialogue with a user in a design sit-
uation. Unlike previous studies, which focused on human-
human interaction, here we want to focus directly on human-
computer interaction. The obvious choice is to use Wizard
of Oz methodology, simulating various possible dialogue
strategies, with a human “wizard” who controls the inter-
face. However, we are not aware of any Wizard of Oz stud-
ies that allow free form sketching and speech input, allowing
the wizard to manipulate the sketch and control the speech
output. As a first step, we will conduct the study using two
humans, one acting like a wizard, but interacting directly
with the other human, instead of through a computer. This
will allow us to learn about the interaction between the users
without developing complicated controls for the wizard.

The intent will be to determine things like: how to learn
new, out-of-vocabulary terms; how to handle disfluency;
how prosody reveals cues about the speakers intentions; how
conversations are structured; and how often and when it is
okay to interrupt the user. We will also learn about what
the user sketches and what will be required to set up a true
Wizard of Oz study. We hope to learn how two users con-
verse about new domain vocabulary terms and leverage this
knowledge to create a natural conversational interface that
allows users to add new vocabulary to our system. Our pre-
vious study examined natural communication in one direc-
tion, from the user, while this study aims to determine how
to create a natural bi-directional conversation between the
user and the computer.

Domain Modeling and Reasoning
Domain modeling and reasoning about the function of ob-
jects in a domain have already been shown to be effective
techniques for providing designers with intelligent decision
support and design critiques. For example, in VLSI design,
there are many examples of domain knowldge aiding the
design of circuits (Taylor & Russell 1992). Some simple
knowledge about the requirements for the width and spacing
of the wires in a circuit can reveal critical errors the design.
For example, if wires are too close together, a short circuit
can occur. The development of perceptual user interfaces
for such design support systems is a major area of our future
work.

Domain knowledge can also be used improve recognition.
Just as the performance of speech recognition improves in
the presence of grammars that use context to limit the space
of possible recognition results, ambiguities in the sketch can
be resolved using knowledge about the visual grammar of

the domain. (Hammond & Davis 2004) describes LADDER,
a language for specifying domain-specific shape vocabular-
ies and grammars. The use of this type of context has been
shown to improve sketch recognition (Alvarado 2004).

Higher-level functional domain knowledge is also appli-
cable. Consider a circuit diagram in which a given compo-
nent might be either a battery or a bearing. The knowledge
that a wire connects to a battery and the fact that a wire is
indeed adjacent to the ambiguous object can resolve the un-
certainty (Kurtoglu & Stahovich 2002). The incorporation
of this type of high-level domain knowledge is another area
of future work.

Related Work
Bolt’s “Put-That-There” is the original multimodal user in-
terface. Working in the domain of rescue mission planning,
Bolt’s system used pointing gestures to resolve designated
keywords in the speech (Bolt 1980). The field has grad-
ually grown to include more interesting and complex non-
verbal input. Quickset (Cohenet al. 1997) is a multi-
modal interface that recognizes sketched icons, and offers
a more general architecture for multimodal fusion. Quick-
set is usually described in applications involving course-of-
action diagrams. ASSISTANCE– earlier work by the third
and fifth authors of this paper – can understand multimodal
explanations of device behavior including speech, sketches
of device components, and sketched annotations (Oltmans
& Davis 2001). The iMap system handles free-hand ges-
tures in a map-control user interface, using prosody cues to
improve gesture recognition (Krahnstoeveret al. 2002).

Focusing explicitly on managing multimodal dialogues,
Johnston et al. describe MATCH in (Johnstonet al. 2002).
MATCH includes an FST-based component for combin-
ing multimodal inputs including speech, sketch, and hand-
writing in the domain of map-based information retrieval.
MATCH’s dialogue manager enables a goal-directed conver-
sation, using a speech-act dialogue model similar to (Rich &
Sidner 1998).

All of these systems have benefitted from a series of
empirical studies of multimodal communication. Oviatt et
al. document users’ multimodal integration patterns across
speech and pen gestures in (Oviatt, DeAngeli, & Kuhn
1997). The game of Myst is used as a testbed in a wizard-
of-oz study investigating modality choice in (Corradini &
Cohen 2002). Cassell was among the first to argue that nat-
ural, free-hand gestures can be relevant to HCI, and presents
a helpful framework for gestural interaction in (Cassell
1998). The relationship between the discourse structure and
a “catchment” model of gesture is described in (Queket al.
2002). A very early study on the relevance of sketch to the
design process is given in (Ullman, Wood, & Craig 1990).

Conclusion
Sketching is a promising modality around which to build
the design studio of the future. However, our studies suggest
that sketching alone is not enough; the supporting modalities
of speech and gesture must also be included. Initial work
on multimodal fusion shows that this is possible, but the



path from the various communicative modalities of speech,
sketch, and gesture, to the semantics of a given design do-
main is still far from understood. We have presented some of
our recent and ongoing work on this topic, and have laid out
a long-term research plan, one which we hope will lead to a
new and radically different role for computers in the design
process.
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