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The Problem: We seek to create a system that integrates microphone arrays and cameras for use in perceptive envi-
ronments. The goal is to extract low-noise signals from one or more sound sources in the presence of competing sound
sources and environmental noise.

Motivation: Speech recognition software has advanced to the point where it can be employed as a mode of input in
perceptive environments; however, current speech recognition techniques require low-noise signals to achieve reson-
able recognition rates. Such signals can be obtained from close-talking microphones, but we believe that it is possible
to obtain similar signal quality from a large microphone array.

Previous Work: Much work has been done to evaluate signal processing approaches for processing data from micro-
phone arrays [2]. Some work has also been on simple systems for using vision-based tracking systems [1, 3, 4].

Most previous work has concentrated on linear microphone arrays tracking distant sound sources. In cases where
vision is incorporated, most systems use only vision data for tracking, ignoring localization information that may be
derived from the audio signals.

Approach: The audio component will consist of dozens of microphones distributed along the edges of the perceptive
space. Part of the design process will be to determine a microphone arrangement that will provide a compromise
among signal quality, spatial localization capability, and computational efficiency.

By cross-correlating signals from different microphones, a location estimate can be made for a sound source. Infor-
mation from the vision-based tracking system will be used to improve the audio component’s location estimate, and
this estimate will be used to extract the desired source from other sound sources and from background noise.

A parallel direction of investigation is to enable the audio system to adapt to slowly changing environmental noises.
It should be possible for the system to learn the characteristics of noise sources such as air conditioners or computer
fans and to compensate for these noise sources through the use of filters that are matched to the specific noise source.

Difficulty: The linear microphone arrays used by most systems have only limited ability to localize sounds. We plan
to use larger, two- or three-dimensional arrays to improve localization performance. In order to process data from such
a large array, new algorithms or heuristics will have to be developed to reduce the computational requirements of the
processing steps.

Placing a large microphone array within the perceptual space will also violate two simplifying assumptions that are
often made when microphone arrays are used. First, sound sources can not be assumed to be located at infinite distance.
Second, the space’s acoustic characteristics will no longer be static; its characteristics will change whenever a user (or
any other object) moves within the space.

Impact: The system will be robust enough to replace closetalking microphones as the input device for speech recogni-
tion. This will allow users to enter and exit the space without pausing to put on or remove a closetalking microphone.

By combining localization information derived from the audio data with localization information from the vision-based
tracker, the system will be able to more robustly track speakers.

The microphone array will be continuously receiving signals from the entire space, which complements the role of
cameras with narrow fields of view but high spatial resolution. When the microphone array detects an unexpected loud
noise, steerable cameras could be directed toward the noise source to provide additional information.



Future Work: (This project began September 2000.)
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