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The Problem: Reinforcement-learning (RL) [1] techniques have elegant theoretical foundations and have proven useful in learning a variety of off-line tasks, such as playing Backgammon. However, they are still much too inefficient to be of use in the majority of robot-learning domains. In this project, we seek to make reinforcement learning effective for real robots. We are particularly interested in domains with continuous sensory inputs and continuous actions, and require that learning take place online from a relatively small amount of experience.

Motivation: In order to deploy robots in a wide variety of applications, from household to military, we must find a way to “program” them efficiently. Direct programming by humans is a tedious process, requiring a large amount of trial-and-error debugging on the part of the human. In addition, such hand-built programs are only suited for a single domain, and must be re-engineered for new houses or military situations. Thus, behavior learning must play a major role in the wide deployment of robots.

Previous Work: There has been work on RL for real robots that takes good advantage of particular properties of the application domain. Schaal and Atkeson [3] built a juggling robot that assumed continuous deterministic world dynamics. Moore developed a system that learned to control a factory packaging machine that took advantage of very slow variation in the process [1].

Approach: Our first step will be to use nearest neighbor (and locally weighted regression) [2] as a function approximator, rather than the more traditional choice of sigmoidal neural networks. There are three important reasons for this. Nearest neighbor learns from a single presentation of a data point, so there is no requirement for multiple presentations of the same data. Nearest neighbor learning is local: when the sampling distribution changes over time (as it inevitably does when gathering real experience from a robot), there is no catastrophic forgetting, as there is in typical neural network models. It is possible, with nearest neighbor, to estimate the validity of predictions based on the density of experience in the area; this can keep Q-learning from going out of control due to bad extrapolations. Preliminary experiments show that this change in function approximators is likely to make online RL much more effective.

We expect the methods of the previous paragraph to work well for learning low-level tasks in which actions do not have extremely long-term consequences. As we consider more sophisticated tasks, with longer time horizons, it will surely be the case that Q-learning will not be effective in a reasonable amount of time. There are two main problems:

- Undirected exploration will lead to a random walk, which can take unacceptably long to discover interesting parts of the space.
- Model-free learning cannot benefit from hypothetical consideration of actions and requires too much trial-and-error experience in the real world.

Our second task will be to develop, implement, and test an architecture for reinforcement learning that addresses both of these difficulties. The block structure is shown in figure 1; it will work as follows:

- The user provides a policy, \( \pi_u \), for performing the desired behavior. This policy can be very bad; its crucial role is to bias the robot’s initial behavior enough so that the early actions of the robot will lead to interesting experience, giving bootstrapping help to the learning algorithms. This policy is a black box from the perspective of this architecture; it can be a program in any language, or even a human with a joystick.
In the first phase of the learning, the robot uses supervised learning techniques to train its internal policy $\pi$ to choose the same actions as $\pi_u$, on the grounds that these are the best action choices we have now. Simultaneously, it performs the $Q$-learning algorithm above to begin estimating the action-value function, and uses its experience to train a world model, learning to predict the next state distribution as a function of the current state and action.

As the world model becomes more accurate, it will be used to generate hypothetical experience, as in Dyna, for training the $Q$ functions.

As the $Q$ functions become more accurate, they will be used to choose actions, and those action choices will be used to train $\pi$, overwriting and improving the originally provided policy.

We believe that the use of an initial human-provided policy will allow the robot to get much more useful experience much more quickly, and that such bad-but-useful policies will not be hard to provide. Furthermore, the deliberative use of a model will allow much more efficient “compilation” of experience into good reactions.

Results of the function approximation work and initial implementation of the learning architecture are documented in a conference paper [4].