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The Problem: Text retrieval is a difficult problem that has become both more difficult and more important in recent
years. This is because of the increased amount of electronic information available and the greater demand for text
search as a result of the World Wide Web. People are surrounded with large quantities of information, but unable to
use that information effectively because of its overabundance.

The most common solution to this problem is the Web search engines. Here text search is done using a collection of
heuristics, each new trick giving a slight improvement over previous methods. While people may develop models to
describe these ad hoc methods, the methods are developed empirically based on what has been shown to work, and
what has not. The result has been reasonably successful text retrieval. However, without a theoretical framework to
describe a problem, it is difficult to talk about it. We are in the process of developing a model for information retrieval.

Motivation: By developing a good model of text documents and their relationships to each other and to a query, it is
easier to understand and improve on retrieval methods. The assumptions inherent in the retrieval are obvious and the
trade offs between the complexity of indexing and retrieving and the benefit of improvements are clear.

Previous Work: There have been a number of previously developed models for the purpose of indexing and retrieving
text documents. The most widely used model for information retrieval uses boolean logic, discussed by Cooper [1]
and van Rijsbergen [3]. Another standard model is the vector space model, described by Salton et al. [5].

We are investigating a probabilistic model, where documents are ranked according to the probability that they contain
information relevant to the user’s information need. Previous work on probabilistic models include the standard 2-
Poisson model developed by Harter [2]. Other interesting probabilistic models include work by Robertson [4] and
Turtle and Croft [6].

Approach: The ideal model to use in information retrieval is, by definition, the one that works the best. Of course, if
we could find the model that produced what we knew to be the “right” answers, then we would know the right answers,
and should just return them. So instead we try to approximate the ideal model and look for the one that best fits the
data we have.

Something fundamental that seems to be left out of many of the previous text retrieval models models are the terms that
arenot in the user’s query that also describe the user’s information need. The standard user of a text retrieval system
uses just a few words to specify what he or she is looking for. However, this need is likely to be more accurately
described by the inclusion of many words and possibly even the exclusion of others. Perhaps a better model also
includes some form of probabilistic relevance feedback, where relevant documents reinforce each other.

We make the assumption that the documents comprising the corpus fall into one of two categories: those that are
relevant to the user’s information need, and those that are irrelevant. The documents that are relevant to the query share
certain distinguishing features, namely the presence of those the features that make them relevant to the users needs
and the absence of those which don’t. The same holds for irrelevant documents. This results in what is essentially a
clustering problem that involves finding the set of documents that share similar identifying features with each other and
with the query, and don’t share features with the irrelevant documents. A benefit of a model based on these assumption
is that it can incorporate relevance feedback in a consistent manner.

We are in the process of investing several Bayesian frameworks to find the model that best fits the data. We assume
that there exists some underlying feature distribution from which words are selected to generate a document. Fur-
thermore, we assume that the corpus is entirely generated by selecting words from one of the two distributions, the
relevant distribution, and the irrelevant distribution. These distributions are modeled as Dirichlet distributions. We are
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empirically testing the models we develop on TREK data and comparing the results to standard tf.idf results as well
as the results from similar models.

Difficulty: There are several difficulties involved in developing a model for text retrieval. One is in finding a statistical
model that accurately describes natural language. If the assumptions that are made in the similarities between relevant
documents as compared to irrelevant documents are bad, then no model using those assumptions can be good. Associ-
ated with this are difficulties such as selecting the features to represent the corpus, and determining the representation
of the query.

Another difficulty is making the model computationally feasible. Because we are saying that the interaction between
documents is important, and because as a corpus grows, so do the number of relationships, it is likely that the best
model is not one which can be solved quickly.

Impact: However, if these difficulties can be surmounted, improved information retrieval has ramifications in many
areas, most obviously in Web search but also in any application that deals with large quantities of text. Having a good
model for information retrieval in which relevance feedback can be incorporated will allow people to more easily talk
about and develop new techniques.

Future Work: We are still in the process of developing the system. There are a number of models we are still
investigating, and more implementation and testing to be done. Additionally, as mentioned above, the successful
models must be simplified to be feasible for retrieval on large corpora.
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