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The Problem: The flow of natural language is often broken by constructions such as numbers, dates, addresses,
etc., which are difficult to analyze with conventional linguistic parsers. Blitz, a heuristic-based natural language
preprocessor, has been integrated into the START Natural Language System [4], considerably improving START’s
ability to analyze real-world sentences.

Motivation: Real-world sentences are populated with numerous constructions that do not submit neatly to regu-
lar linguistic parsing methods. To handle these constructions, natural language systems typically implement spe-
cialized new rules. This leads to a level of complexity which renders development and maintenance difficult.
Because these constructions have highly regular forms, and can be largely understood in the absence of context, it
is possible to shift the burden of processing away from the primary parser, and onto a simpler, faster, non-linguistic
preprocessor.

Previous Work: There already exist several systems (such as [7, 9, 3, 2, 6, 8, 10, 1]) which specialize in the extraction
of proper nouns and names. However, the focus of the Blitz system differs somewhat from these other systems.
Blitz was designed to handle not only proper nouns, but the entire spectrum of special constructions, and to assist
in the goal of natural language understanding, as opposed to previous systems’ somewhat less ambitious goals of
automatic indexing, keyword extraction, and summary generation.

Approach: Blitz uses very simple heuristic rules to extract the above-mentioned constructions from free text and
return results in a uniform structure. Ultimately, all information is passed back to START (or any natural language
system), endowing it with the ability to understand sentences that it otherwise would not be able to understand.

Blitz employs minimal linguistic and lexical knowledge. It recognizes typographical properties (character posi-
tion and case) and certain small closed classes of words, e.g., the names of the twelve months, cardinal and ordinal
digits, etc., and employs very simple rules for recognizing combined constructions, e.g., a month name and an or-
dinal represent a date (“June 3rd”). These simple rules do not result in much overgeneration because most special
constructions take highly defined forms.

The Blitz system embodies the concept of compartmentalization in its system architecture, isolating each com-
ponent from another to create independent sections that can easily be interchanged and switched on or off. This
architectural design allows Blitz to be specifically adapted to any application, and leads to a system that is easily
fine-tuned, maintained, and improved.

Difficulty: Blitz’s simple heuristics are extremely effective for recognizing dates, numbers, measures, and other
highly restricted expressions. Blitz uses case to recognize proper nouns:

(1) Victor Fleming directed Gone With The Wind.

This is a useful heuristic, but is only partially effective because case is not an absolute indicator for proper
nouns. The first word of a sentence is capitalized regardless of whether it is part of a name; note Sentence (2) and
Sentence (3). Heuristics can’t determine boundaries between proper names; see Sentence (4).

(2) In The New York Times today there was an article about artificial intelligence.
(3) For Better or Worse is a popular comic strip.
(4) The copy of the New York Times John read was missing an entire section.

These problems have been largely solved through the use of symbol tables (see preceding abstract [5]).
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Impact: Integrating Blitz with the START Natural Language System has improved START’s ability to handle real-
world sentences dramatically by allowing it to understand tokens which do not exist in its lexicon. Previously,
unknown words and constructions would trigger an interaction such as the one below:

USER: Victor Fleming directed Gone With The Wind.
START: Could you phrase that a little differently, I didn’t understand.

However, an integrated START system taking advantage of Blitz’s pre-processing ability does understand such
sentences. In this case, the sentence is passed to the preprocessor, which tokenizes “Victor Fleming” and “Gone
With The Wind” as proper nouns. When this information is returned to START, the sentence is transformed into the
equivalent of “A directed B,” which is then easily parsed.

USER: Victor Fleming directed Gone With The Wind.
START stores this information.
USER: Who directed Gone With The Wind?
START: Victor Fleming directed Gone With The Wind.

Future work: The interaction between START and Blitz needs to be further defined and implemented. A relatively
unexplored area is the circumstances in which it would be wise to trust the Blitz interpretation of a sentence more
than the interpretation offered by the natural language parser. In certain cases, one can see that Blitz offers a more
correct interpretation, but this is non-trivial to determine computationally.
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