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The Problem: Every day, people are engaged in various types of collaboration tasks in the Intelligent Room [1].
However, no software exists that can support collaboration effectively and smoothly in a smart environment setting.

Motivation: Collaboration is one of the most important activities that can benefit from the software and hardware
infrastructure of smart spaces. It is difficult, however, to design and build useful software to assist human-human
and human-computer collaboration in and across smart spaces. The application must be flexible to allow many
users to connect and share their information, but at the same time be protected from outside intrusions and un-
wanted data sharing. The user interface must be natural and efficient so that it is easy for the users to take advantage
of all of the features. There are also social and psychological implications of collaboration that must be considered.
Each of these issues is a difficult problem on its own, and we do not attempt to solve any of them completely in this
project, but we will try to put together a set of practical solutions for useful collaboration applications.

There are three types of collaboration we would like to support. The first is for group collaboration within
a smart space. This includes face-to-face meetings, informal discussions, brainstorming sessions among others.
The second is for collaboration across different spaces. The third type is collaboration between human users and
computer agents.

Previous Work: Computer meeting support has been a topic of active research in the Computer-Supported Co-
operative Work (CSCW) community. However, their focus has been modifying the meeting process via use of
technology, rather than developing systems to better support the meeting process. For example, in [5], all commu-
nication is done via typed input from meeting participants, each sitting in front of a workstation. While this may
increase participation and improve the group decision making process, it has the disadvantage that the commu-
nication style is very different from the natural-occurring meetings, thereby forcing all participants to learn and
adapt to the new meeting process. In [6], they take a step further and support different types of meetings, including
traditional face-to-face meetings, but the meeting record is again based on the written material produced during
the meeting.

A team at Xerox PARC has looked at capturing multimedia meeting records and buidling tools for salvaging [4].
This requires the salvager to go through the multimedia meeting record after the meeting and produce an annotated
record. A similar approach is taken in [2], but with personal digital assistants (PDAs) and capturing only written
notes. These two systems offer flexibility of supporting unstructured meetings, the latter providing support for
meetings held anytime, anywhere (assuming the participants have PDAs).

The Interactive Systems Lab has been working on a system for multimodal meeting record, in which audio
and video are processed and annotated automatically with rich information such as speaker identity, participants’
emotions, etc. [3]. Their system uses sophisticated technologies such as large-vocabulary speaker-independent
speech recognition, eye-gaze tracking, and dialogue processing. However, while the paper mentions that it captures
the action items when they are reiterated at the end of the meeting, the system itself does not impose and support
any structure to a meeting. This makes it more difficult to use the meeting record as a simple reminder of the
meeting to the participants.

Approach: We are working on three applications, one for each type of collaboration.

The first is called the MeetingManager. It is a group meeting support application that takes advantage of the
natural structure of the meeting that many organizations practice for an efficient meeting process. In some sense, it
is a combination of the meeting process-focused work of the CSCW community, and the free-form meeting support
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of the HCI community. The MeetingManager takes advantage of minimal structure for a meeting (an agenda with
issues and commitments) to produce automatic, real-time annotated multimedia meeting record. The Meeting-
Manager has four components that work together: a planner, a facilitator, a summarizer, and a browser. Before the
meeting takes place, the participants use the planner to make and store the agenda. During the meeting, the facili-
tator takes the stored agenda for real-time meeting assistance. After the meeting, a brief summary of the recorded
multimedia is emailed to the participants. Finally, the meeting is stored in a database available for convenient
browsing.

The second is a multi-user game application for Boggle. It uses a server-client architecture to enable multiple
users to connect to a single game server. This is an instance of collaboration across different locations. The clients
access the server through message passing, allowing the server to continue serving the needs of the current clients
should one of them be disconnected in the middle of the game. At this time, any user is allowed to connect to the
server and share information, but we are working on protocols to ensure that security issues that may arise can be
resolved.

Finally, we are working on an application for human-computer collaboration. We plan to build a tourist informa-
tion browsing and planning application to be used in the Intelligent Room. The knowledge base that the computer
has can be delivered to the user via sophisticated multimodal output capabilities of the Room. In turn, the user will
be able to talk to the computer through multiple modalities including speech, gesture, head movements. Together
the user and the computer will solve task-oriented problems.

Impact: These applications showcase the capabilities of the Intelligent Room. In doing so, we raise important
research questions about human-computer interaction, human-human interaction with the help of the computer,
and information sharing across locality and time. These collaboration tools will be useful prototypes for further
development in our Intelligent Room, and will also serve as good examples to build upon in other smart spaces and
ubiquitous computing environments.

Future Work: We plan to develop these applications further to include more sophisticated HCI technologies. We
hope to consider the problems of security and access, as well as more traditional AI problems of planning and
problem solving.
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