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The Problem: Use the learning from examples paradigm to make class predictions and infer genes involved in
these predictions from DNA microarray expression data. Specifically, we use a Support Vector Machine (SVM)
classifier [6] to predict cancer morphologies and treatment success and determine the relevant genes in the inference.

Motivation:

Previous Work: A generic approach to classifying two types of acute leukemias was introduced in Golub et.
al. [3]. SVM’s have been applied to this problem [5] and also to the problem of predicting functional roles of
uncharacterized yeast ORF’s [1].

Approach: We used a SVM classifier to discriminate between two types of leukemia. The output of classical
SVM’s is a class designation ±1. In this particular application it is important to be able to reject points for which the
classifier is not confident enough. We introduced a confidence interval on the output of the SVM that allows us to
reject points with low confidence values. It is also important in this application to infer which genes are important
for the classification. We have preliminary results for a feature selection algorithm for SVM classifiers.

The SVM was trained on the 38 points in the training set and tested on the 34 points in the test set. Our results
(see table 2 and figure (1)) are the best reported so far for this dataset.

genes rejects errors confidence level |d|
7129 3 0 ∼ 93% .1
40 0 0 ∼ 93% .1
5 3 0 ∼ 92% .1

Table 2: Number of errors, rejects, confidence level, and the |d| corresponds to the cutoff for rejection. The first case
is with no feature selection the next two are with feature selection.

Confidence levels were computed as follows. We use the leave-one-out estimator on the training data to get 38
|d| values, d is the real valued output of the SVM before the sign is taken. We then estimate the distribution function,
F̂ (|d|) from the |d| values. The confidence level C(|d|) is simply

C(|d|) = 1 − F̂ (|d|).

Feature selection is performed by iteratively minimizing the following two functionals. First the standard SVM
functional is minimized:
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Then the following functional is minimized with respect to the diagonal matrix P (with elements pf )
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subject to

pf ≥ 0 ,

h∑
f=1

g(pf) = N,

where N can be interpreted as the number of expected features and imposes a constant volume constraint. The
function is determined by the properties of the mapping from input space to feature space [2].

a) b)

Figure 1: Plots of the distance from the hyperplane for test points (a) feature vector of 49 (b) feature vector of 7129.
The + are for class ALL, the o for class AML, the ∗ are mistakes, and the line indicates the decision boundary.

Impact: The problem of cancer classification has clear implications on cancer treatment. Additionally, the advent
of DNA microarrays introduces a wealth of genetic expression information for many diseases including cancer. An
automated or generic approach for classification of cancer or other diseases based upon the microarray expression
will have a strong impact on disease treatment and diagnosis.

Future Work: Apply the SVM approach to other DNA microarray classification problems. Examine feature selec-
tion algorithms. Look at probabilistic kernels such as those proposed in [4].
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