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Objective: Define a representation and a learning algorithm to learn from financial news.

Motivation: Extracting automatically relevant information from wire news is of increasing importance in a variety
of areas. We are developing state of the art learning techniques to extract information from on-line CNN financial
news.

Previous Work: Difficulties in extracting quantitative knowledge from text have traditionally prevented that field
from evolving beyond particular applications. McCallum [2] introduces a set of tools based on bag of words and
information gain to extract symbolic information from text documents. Freitag et al [1] present a framework that
combines bag of words with web structure information for classification purposes. Despite the significant experi-
mental results they obtain, their approach is restricted to a very specific type of web pages.
Attempts to provide a link between Machine Learning and linguistics to take advantage of semantic and syntactic
information have been made (for example [3]) although no direct application has been implemented yet.

Approach: In our initial approach we plan to use techniques such as “bag of words” [2], and benchmark it with
focus on different parts of the information (Title, body, HTML tags). Revision of String Kernel approaches and
application of alternate hierarchical structures is a second step we are planning to undertake.

The ultimate goal is to quantify information in financial text news, possibly incorporating knowledge from the
field of linguistics, for feature extraction and classification purposes.

Difficulty: Despite the large amount of news available, processing of text corpora with machine learning is still an
open field. Extracting meaningful features from text corpora, summarizing semantic and syntactic information, yet
reducing redundancy and ambiguity is the key item to be addressed by most of the applications in text recognition.

Impact: A framework able to quantify text news would dramatically decrease complexity of any classification
task requiring up to date information.

Data:

• Collection of articles from the CNN web site (1996 → 2001).

• Reuters Corpus (August 1996 → August 1997).

Preliminary results: We have carried out preliminary experiments to benchmark bag of words as input to Naive
Bayes and Maximum entropy classifiers. The goal of these experiments was determining how far should a classifier
should read in an article before fully determining its class. For the task of determining whether news from Reuters
are financial or not, table 3 shows sample results using naive Bayes and Maximum Entropy classifiers over a “bag
of words” input.

These results show that it is not necessary to read the entire article, and confirm the hypothesis that (within
Reuters corpus) the first few paragraphs contain sufficient information to perform high level classification. Further-
more, a decrease in accuracy of less powerful classifiers (naive bayes) might occur when reading the entire article.
It is also interesting to note that the size of the vocabulary is not critical to increase accuracy.
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Naive Bayes
words in vocabulary

Paragraphs read 100 200 500 1000 2000 5000 10000 20000 50000 all
headline only 83.66 85.87 87.88 89.01 90.14 90.86 91.34 91.44 - 91.3

1 85.03 87.08 89.48 91.1 91.66 92.42 92.49 92.66 - 92.7
2 85.2 87.65 89.74 90.9 91.77 92.08 92.09 92.33 92.39 92.47
3 86.02 87.98 90 91.16 91.49 91.9 92.05 92.08 92.23 92.32
4 86.21 88.12 90.15 91.03 91.54 91.64 91.76 92 92.1 92.13
5 85.96 88.15 90.29 91.02 91.22 91.7 91.74 91.86 91.93 91.8
7 86.06 88.49 89.96 90.68 90.75 91.04 91.36 91.5 91.53 91.68

all 85.77 88.54 89.33 89.09 89.41 89.48 89.62 89.78 89.74 90.01

Maximum Entropy
words in vocabulary

Paragraphs read 100 200 500 1000 2000 5000 10000 20000 50000 all
headline only 57.02 64.03 76.22 83.39 88.64 90.95 91.25 91.32 - 91.32

1 70.43 80.07 89.16 92.01 93.05 93.58 93.76 93.79 - 93.96
2 77.56 84.32 91.12 92.76 93.48 93.85 94.01 94.12 94.18 94.38
3 79.56 86.87 91.69 93.22 93.79 94.23 94.3 94.41 94.48 94.46
4 81.18 88.22 91.94 93.13 93.92 94.21 94.37 94.5 94.63 94.57
5 80.51 88.81 92.04 93.29 93.95 94.21 94.25 94.47 94.51 94.63
7 82.62 89.39 91.9 93.17 93.83 94.16 94.36 94.46 94.54 94.66

all 84.14 89.62 91.9 92.85 93.24 93.76 93.95 94.11 94.3 94.37

Table 3: Classify financial vs non-financial news from Reuters. Naive Bayes and Maximum Entropy accuracy using
Bag of words as an input. Number of sentences read and number of words in the vocabulary (sorted by information
gain [1]) are analyzed.

Future Work: Those results encourage further research in feature extraction from text documents to complement
“bag of words” with document structure and perhaps syntactic information.
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