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The Problem: Combining different classifiers in a hieriarchical manner. In particular, investigating how additional
information in the training set can be used to build a hierarchy of classifiers. Looking at the geometry of the problem
in the feature space. Examining the tradeoff between having a single classifier trained on a set of points and a
collection of classifiers trained on subsets of these points (keeping the complexity of the classifiers constant).

Motivation: In the face-recognition or face-detection domain, for instance, much more “higher-level” information
about the training set is available. For example, we can label faces as ’frontal’ or 'profiles’. With appropriate feature
space, it is feasible that these two distributions differ enough and so two separate classifiers can be trained and then
combined. In general, hierarchical organization of classifiers is an attractive approach because it is biologically-
inspired (i.e. increasing specificity of neurons in the visual cortex).

Previous Work: A number of approaches have been developed in the past decade to address the question of com-
bining classifiers. These approaches include bagging introduced by Breiman [2], boosting (Schapire [4]), decorrelat-
ing techniques (Niyogi [3]), etc. While these approaches have interesting properties, they do not take into account
additional information from the training set. Our approach to the problem from a geometric point of view is in-
spired by the work of Vapnik and Bottou on local learning algorithms [6, 1] as well as by the work of Schneiderman
et al [5] in which detectors specialized to particular views are combined.

Approach: We look at different ways to combine classifiers trained on separate datasets. For a test sample, a com-
bination of classifiers can be used to determine the label. Alternatively, probability of membership to a particular
class can be estimated and then a classifier for that class can be used to determine the label. For example, two
classifiers are trained: one on the frontal faces (against non-faces) and the second on profiles. If the distributions of
the two classes (frontal faces and profiles) are different enough, we might try to determine the type of the face by
calculating a distance to the means or medians of two clusters and then using the trained classifier for that class.
This approach reduces the complexity of the single classifiers, but suffers from having a reduced number of training
points. This trade-off is important as we are working with sparse data in a high-dimensional space.

Impact: The immediate impact of the work on combining classifiers is building systems with better predictive
power. The long-term goal of the project is to approach the problem of building a hierarchy of classifiers, which
might be inspired by the organization in the brain and the visual cortex in particular.

Future Work: Doing more experiments with real data as well as setting the problem in a more formal theoretical
framework to get VC-type or other bounds on the predictive power.
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Combination of linear classifiers against a single linear classifier
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Figure 1. Toy example with two distributions
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