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The Problem: There currently exists no single biological or chemical test that can precisely distinguish small,
round blue cell tumors of childhood (SRBCTs) into their subclasses, which include neuroblastoma (NB), rhab-
domyosarcoma (RMS), non-Hodgkin lymphoma (NHL) and the Ewing family of tumors (EWS) [2]. A recent paper
by Khan et al. demonstrated that using gene expression profiles obtained from cDNA microarrays of samples which
included both tumor tissue as well as cell lines, artificial neural networks (ANNs) can accurately distinguish the
tumor subtypes using 96 top genes obtained from Principal Component Analysis. In order to identify candidate
targets for therapy, it is important to find a smaller subset of genes and yet retain high classification accuracy.

Motivation: Khan et al. [2] used ANNs with no hidden layers as a classifier, which is a simple linear disciminant
method. As such, perhaps other simple linear classification methods may give similar results, and with appropriate
feature selection, fewer and more biologically salient genes can be retrieved. In an analysis similar to that of Yeang et
al [4], multiclass classification is performed using 3 binary classifiers (k-nearest neighbors (kNN), weighted-voting
(WV), and linear support vector machines (SVM)) in a one-versus-rest fashion with 3 feature selection techniques
(Golub’s Signal to Noise (SN) ratios [1], Fisher scores (FSc) and Mukherjee’s SVM feature selection (SVMFS))[3], to
obtain equal accuracy with fewer genes (features).

Previous Work: Murkherjee et al [3] introduced a feature selection technique for SVMs, which has been success-
fully applied to Golub et al’s [1] AML-ALL problem. This technique is applied to this multiclass dataset, and these
features are used as inputs to other classifiers (Weighted Voting, kNN) as well.

Approach: In solving multiclass problems using binary classifiers combined in a one-versus-rest fashion, each
classifier trained on one class versus the rest of the classes makes a prediction about a given test sample. A sample’s
predicted label is the class from which that classifier returned a positive label, and that the rest of the classifiers
returned negative labels. Sample predictions can be rejected in these two cases: (1) If the 4 binary classifiers each
do not predict that the sample is in their respective classes. (2) If conflicting predictions arise i.e. 2 or more binary
classifiers predict that the sample belongs in their respective classes. Results with rejection are indicated in the
tables below by “w.r.”. In the tables below, (signed) refers to using the signed SVM labels to determine the class
prediction (hard errors [4]), and (max) refers to assigning the class label for which the distance from the margin in
the positive direction (i.e. the direction in which that class resides rather than the “rest”) is maximal. We can also
determine the confidence of the prediction using the magnitudes of the SVM outputs.

Leave one out cross validation on the training dataset, using top genes ranked by the various feature selection
methods were performed. In the tables below, the top X genes means X genes discriminated one class from the rest
of the classes, and because there are four classes, the total number of genes used are 4 times X, or fewer, as there are
overlaps in some of the gene subsets. The bracketed numbers are the Leave-One-Out Cross Validation (LOOCV)
error for the 64 training samples.

kNN kNN w.r. WV WV w.r. SVM (signed) SVM (signed) w.r. SVM (max)
2 (4) 2 (4) 9 (19) 4 (4) 0 (2) 0 (1) 0 (1)

Table 5: Test errors (20 samples) using all genes. LOOCV errors (64 samples) in brackets. (signed) refers to signed output as predicted class, (max) refers to
maximal output as predicted class. w.r. stands for “with rejections”.

Impact: Small round, blue cell tumors can be easily classified into their classes by simple methods, such as
Weighted voting, kNN, and linear SVM classifiers. It may be of interest to use the features selected by SVMFS
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FSc kNN kNN w.r. WV WV w.r. SVM (signed) SVM (signed) w.r. SVM (max)
100 0 (2) 0 (1) 3 (2) 0 (0) 0 (2) 0 (0) 0 (0)
60 2 (3) 0 (0) 4 (2) 0 (0) 1 (2) 0 (0) 0 (0)
20 2 (3) 1 (0) 2 (2) 1 (0) 2 (3) 1 (0) 1 (0)
10 3 (2) 1 (0) 1 (2) 1 (0) 4 (3) 1 (0) 1 (0)
5 4 (2) 0 (0) 6 (4) 0 (0) 4 (4) 0 (0) 1 (0)
S2N kNN kNN w.r. WV WV w.r. SVM (signed) SVM (signed) w.r. SVM (max)
100 0 (2) 0 (1) 2 (0) 0(0) 0 (2) 0 (0) 0 (0)
60 0 (2) 0 (0) 1 (0) 0(0) 1 (3) 0 (0) 0 (0)
20 2 (2) 0 (0) 1 (1) 0(0) 3 (2) 0 (0) 1 (0)
10 1 (2) 1 (0) 1 (2) 1(0) 2 (3) 1 (0) 1 (0)
5 2 (2) 1 (0) 2 (4) 0(0) 2 (2) 0 (0) 0 (0)
SVMFS kNN kNN w.r. WV WV w.r. SVM (signed) SVM (signed) w.r. SVM (max)
100 1 (1) 0 (1) 0 (0) 0 (0) 0 (1) 0 (0) 0 (0)
60 0 (0) 0 (0) 1 (0) 0 (0) 0 (1) 0 (0) 0 (0)
20 2 (2) 1 (0) 2 (1) 1 (0) 1 (0) 1 (0) 1 (0)
10 3 (3) 1 (1) 4 (2) 1 (0) 1 (2) 1 (0) 1 (0)
5 6 (5) 1 (0) 7 (6) 1 (0) 7 (4) 1 (0) 1 (1)

Table 6: Test errors (20 samples). LOOCV errors (64 samples) in brackets. (signed) refers to signed output as predicted class, (max) refers to maximal output as
predicted class. w.r. stands for “with rejections”. Left column is top number of genes ranked by FSc, S2N or SVMFS used to train one classifier (multiply by 4 to get
max possible number of distinct genes).

to discriminate samples when large feature spaces are available, and go to features selected by say S2N when it is of
pharmaceutical interest to pick few features. Using the maximal SVM outputs gives the best accuracy (1 low con-
fidence error for Test 13 (non-SRBCT)) with just 20 genes (in total) ranked by their Signal to Noise ratios. Rejection
of samples in this multiclass scheme is useful for reducing errors, and may indicate biological perculiarity in the
rejected samples. Lastly, the top genes are candidates for further histochemical and biological validation.

Future Work: The important features by the different feature selection algorithms (including Khan et al’s method)
overlap to some extent. It may be of interest to explore the extent of the overlap, and the biological significance of the
features selected. Combining features selected by different methods may give better results, as SVMFS improves
classification accuracy for all methods using larger sets of features, but S2N and FSc helps accuracy when fewer
features are used.
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