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The Problem: The image segmentation problem originated from the Gestalt school of psychological research,
which focused on the organizational and grouping principles of human vision. Segmentation algorithms divide
images into regions based on statistical or aesthetic qualities. Common goals are to encode the image efficiently,
to separate foreground figures from background, or to locate the boundaries of objects in the image. Previous
segmentation algorithms include the snakes, or contour, method by Kass, et al. [3], minimum description length
regions by LeClerc [4], and normalized graph-cutting by Shi and Malik [6].

Motivation: We believe that new progress can be made on the segmentation problem by making the definition
of “regions” less dependent on the immediate visual input. Traditional approaches to segmentation have two
fundamental problems. First, it is difficult to quantitatively compare the outputs of two segmentation algorithms.
There is no consensus in the literature about the optimal output of a segmentation algorithm. The most widespread
notion is that regions should conform to the objects in a scene, but the definition of “object” is equally elusive.
Unfortunately, this makes most comparisons of segmentation algorithms purely qualitative.

The second problem is that making the statistics of the raw image data the foundation of image segmentation
is not well supported by our understanding of human visual development. Spelke, et al., have demonstrated that
infants are strongly attuned to motion and depth cues when separating figures from backgrounds, but that they
are insensitive to the traditional image segmentation cues - color, shape, and texture [7]. It seems likely that infants
learn spatial segmentation based on their early experience with motion and depth segmentations, and we might
derive better segmentation algorithms by attempting to do the same.

Approach: To address these two problems, we are pursuing two parallel research tracks. First, we are examin-
ing ways to optimize segmentations by their utility for performing quantifiable tasks. In an image feature space
(composed of edges, shapes, and textures), segmentation is a measure of the distance between spatial features.
Image elements that are adjacent in this space belong to the same image region, or segment. We can adjust this
segmentation measure to improve performance on a task that requires segmentation information. An example of
a segmentation-dependent task is motion prediction. In order to compute a dense field of motion vectors from a
series of video frames, it is necessary to group image elements together [2]. When we use this flow to predict the
location of the tracked object in future frames we get error information and can use this to derive a new segmenta-
tion metric that will produce better prediction results. Other, more sophisticated tasks, such as object manipulation,
also require segmentation information and can provide useful, quantitative evaluations of segmentation quality.

We are also researching how to base spatial image segmentation on the primary cues of motion. The photorecp-
tive neurons in the visual system adapt to the light and color levels of an input and become less sensitive to its
presence [5]. When the stimulus changes, their activity levels increase strongly, producing sensitivity to motion in
the world, a primary cause for change in visual input. Moving objects are highlighted by our visual system and our
attention is naturally drawn towards them. The computational equivalent to this process is background subtraction,
where we use probabilistic models to distinguish moving objects from static background pixels. Using background
subtraction algorithms developed by Grimson, et al. [1], we can extract pixels that belong to moving objects, as
shown in Figure . These pixels serve as sample figure-background segmentations that we hope to use to learn how
to segment similar objects from novel, static scenes.

Impact: We hope that this work will produce segmentation results that are quantifiably justified by their external
utility and their basis in reasonable psychophysical assumptions. Our ultimate goal is a system that can learn
useful segmentations in real-world environments from self-labeled data. Learning segmentations from motion
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Figure 1. A moving object [left] produces a natural figure-ground segmentation due to its difference from the
background. Learning the spatial properties of the object may make it possible to extract it from novel still scenes,
as in the synthetic example on the right.

cues should provide more robust object separation than segmentations derived from pre-programmed statistical or
aesthetic rules. Linking the segmentation task to higher-level goals will lead to segmentation algorithms that are
principled communicators between low-level sensors and high-level artificial intelligence systems.
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