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The Problem: The Support Vector Machine (SVM) is a popular and powerful technique for binary classification [1]. Training an SVM requires the solution of the following quadratic program:

\[
\begin{align*}
\text{maximize} & \quad \sum_i \alpha_i - \frac{1}{2} \sum_i \sum_j \alpha_i \alpha_j Q_{ij} \\
\text{subject to} : & \quad \sum_i y_i \alpha_i = 0 \\
& \quad 0 \leq \alpha_i \leq C, \forall i
\end{align*}
\]

\[Q_{ij} \equiv y_i y_j K(x_i, x_j),\] where \(K\) is a user-supplied positive-semidefinite kernel function, \(C\) is a user-supplied regularization constant.

Motivation: Because the \(Q\) matrix in the SVM training problem is in general dense and of full rank, and has size equal to the number of data points squared, traditional “off the shelf” QP methods are not applicable for solving large problems (above 2,000 or so points). Nevertheless, there is a need to solve large instances: on many problems, SVMs have provided the best performance of any methods to date.

Previous Work: Many attempts have been made to solve large SVM problems. Osuna et. al. [2] provided the first practical algorithm for training large SVMs. They essentially showed that one can train a large SVM by solving a sequence of smaller SVM training problems, and use an off-the-shelf QP code to solve the resulting small problems. John Platt [3] made the additional observations that the subproblems could be chosen to be of size 2, and that these minimal subproblems could easily be solved analytically, avoiding the need for a costly or difficult-to-code QP solver.

Approach: We have developed a new approach that combines the strengths of previous methods. Although Platt’s method can solve the individual subproblems very quickly, it often has to look at all the data points, which is problematic. We decompose our problems into a sequence of (large, but small enough so that the associated \(Q\) matrix fits in memory) subproblems, and then solve the subproblems using a substantially modified version of Platt’s algorithm. Space limitations prohibit discussing the details of the algorithm, which is presented in [4].

In addition to the theoretical advances, SvmFu includes a number of important engineering advances compared to other contemporary “fast” codes ([5], [6]). SvmFu was implemented as a templated C++ library. Therefore, it can easily be adjusted to handle data of arbitrary types (floats, doubles, integers, etc.), providing the required tradeoff between speed, memory and precision. Additionally, SvmFu allows the user to specify their own representations of the data, allowing it to handle both dense and sparse (high-dimensional with very few non-zero entries) formatted data. Finally, SvmFu is released under the GPL, and is therefore easily adaptable by other researchers and practitioners.

Impact: SvmFu works as desired. It is fast and easy-to-use. We present here a single example — more extensive testing results can be found in [4].

We considered a training set consisting of a database of 31,022 faces. We used successive nested subsets consisting of .2, .4, .6, .8, and the entire dataset. We tested SvmFu against two other currently popular SVM training programs, SvmLight and SvmTorch. These are both “second generation” systems, designed with speed in mind. We set the training parameters so that the algorithms would behave as similarly as possible: we used an identical kernel, an identical value of C, and made sure that all programs had (approximately) the same amount of memory available, and
tried to use similar settings as regards shrinking. The table shows that in all cases, SvmFu trained substantially faster than SvmLight or SvmTorch — essentially the same solution was obtained by the three systems.

SvmFu is a fast, flexible, and freely available implementation for SVM training. It is already in use at many universities and companies.

**Future Work:** We have implemented an SVM training algorithm that represents both a theoretical and engineering advance over competing codes. In the near future, we plan to include additional value-added software for performing multiclass classification and converting SVM outputs to probabilities. We will also continue to improve the SVM algorithm, and look at various applications in bioinformatics, object recognition, and text categorization.

<table>
<thead>
<tr>
<th>Dataset Size elements in</th>
<th>SvmFu some shrinking</th>
<th>SvmLight floats, no doubles,</th>
<th>SvmTorch doubles,</th>
</tr>
</thead>
<tbody>
<tr>
<td>6204</td>
<td>87.45</td>
<td>182.31</td>
<td>97.12</td>
</tr>
<tr>
<td>12409</td>
<td>188.79</td>
<td>381.19</td>
<td>245.72</td>
</tr>
<tr>
<td>18613</td>
<td>294.96</td>
<td>453.96</td>
<td>523.78</td>
</tr>
<tr>
<td>24818</td>
<td>536.11</td>
<td>717.74</td>
<td>1035.32</td>
</tr>
<tr>
<td>31022</td>
<td>1080.57</td>
<td>1232.49</td>
<td>2865.86</td>
</tr>
</tbody>
</table>
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1 Shrinking is essentially the idea of noting that points that are far away from the separating hyperplane over a long period of time are likely never to become support vectors, and may in all likelihood be removed from the dataset. It is discussed in much greater detail in [5] and [4].